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Master of Science, Department of Geomatics Engineering

Supervisor: Asst. Prof. Dr. Metin NOHUTCU

June 2017, 97 pages

Precise Point Positioning (PPP) is the positioning technique which enables centimetre-

level positioning accuracy with only one receiver in static mode. The main strength

of PPP lies behind the employment of precise orbit and clock products acquired from

a global network. Over the past ten years, PPP has been a popular topic within the

Global Navigation Satellite Systems (GNSS) community and widely used in a range of

GNSS applications, such as precise surveying, atmospheric monitoring and modelling,

aerial triangulation, geohazard monitoring, etc. However, long initial time which is

required to converge an optimal solution is still the main restriction of PPP. In recent

years, the emergence of new navigation systems has offered the prospect of overcoming

the limitation of PPP. The combination of multi-GNSS provides additional satellite

resources for satellite navigation and positioning. Therefore, the combination of multi-

GNSS makes it possible to improve the satellite geometry and to increase the number

of visible satellites. Nevertheless, the combination of multi-GNSS entails new mod-

elling approaches and more complex processing strategies. The principal objective of

this study is to investigate the influence of multi-GNSS on PPP performance. For

this purpose, the multi-GNSS approach containing both the functional and stochas-

tic models were presented, and some improvements were introduced to optimize the

implementation of the Kalman filter on PPP. Furthermore, a PPP software package,

named PPPH, was developed to evaluate the performance of multi-GNSS. PPPH was

designed to perform multi-GNSS PPP solution, which includes the observations from

GPS, GLONASS, Galileo, and BeiDou. Further, PPPH enables to specify modelling

and filtering options and also includes several tools to analyse the results. A com-

parison between PPPH and online PPP services was performed to validate PPPH’s

i



results. It was confirmed that PPPH provides centimetre-level positioning accuracy

in static mode and convergence time is similar to the solutions obtained from online

PPP services. The influence of multi-GNSS on PPP performance was investigated

in terms of positioning accuracy and convergence time. The results showed that the

GPS/GLONASS PPP and the multi-GNSS PPP improves the positioning accuracy at

the rate of 16.2% and 21.6%, respectively in relative to GPS-only PPP. On the other

hand, the GPS/GLONASS PPP and multi-GNSS PPP was reduced the convergence

time obtained from GPS-only PPP by 28.1% and 33.2%, respectively.

Keywords: Precise Point Positioning (PPP), Multi-GNSS, Convergence Time, Kalman

Filter, MATLAB

ii



ÖZET

ÇOKLU GNSS İLE HASSAS NOKTA KONUMLAMA

PERFORMANSININ İYİLEŞTİRİLMESİ

Berkay BAHADUR

Yüksek Lisans, Geomatik Mühendisliği Bölümü

Tez Danışmanı: Yrd. Doç. Dr. Metin NOHUTCU

Haziran 2017, 97 sayfa

Hassas Nokta Konumlama (PPP), yalnızca bir alıcı kullanarak statik modda santimetre

seviyesinde doğruluk sağlayabilen konum belirleme tekniğidir. Global bir ağdan elde

edilen hassas yörünge ve saat ürünlerinin kullanılması bu tekniği güçlü kılan en büyük

etkendir. PPP, GNSS kullanıcıları arasında son on senedir popüler bir konu olmuştur ve

hassas ölçmeler, atmosferin izlenmesi ve modellenmesi, hava triyangülasyonu, yer kay-

naklı tehlikelerin izlenmesi gibi bir çok alanda yaygın olarak kullanılmaktadır. Ancak,

optimum sonuca ulaşmak için gereken uzun başlangıç süresi hala PPP’nin en büyük

kısıtıdır. Son dönemlerde yeni navigasyon sistemlerinin ortaya çıkması bu kısıtların

ortadan kaldırılması için iyi bir fırsat sunmaktadır. Çoklu-GNSS kombinasyonu uydu

navigasyonu ve konumlaması için ek uydu kaynağı sağlamaktadır. Buna bağlı olarak,

Çoklu-GNSS kombinasyonu uydu geometrisini iyileştirmeyi ve görünür uydu sayısını

arttırmayı mümkün kılar. Bununla birlikte, çoklu-GNSS kombinasyonu yeni mod-

elleme yaklaşımları ve daha karmaşık işleme stratejilerini gerektirir. Bu çalışmanın

öncelikli amacı çoklu-GNSS kombinasyonunun PPP üzerindeki etkisini araştırmaktır.

Bu amaçla, fonksiyonel and stokastik modelleri içeren çoklu-GNSS yaklaşımı sunulmuş

ve Kalman filtresinin PPP uygulamasını geliştirmek için bazı iyileştirmeler yapılmıştır.

Ek olarak, çoklu-GNSS’in PPP performansına olan etkisini araştırmak için PPPH

adında bir yazılım geliştirilmiştir. Bu yazılım, GPS, GLONASS, Galileo ve BDS

gözlemlerini içeren çoklu-GNSS PPP çözümünü gerçekleştirmek üzere tasarlanmıştır.

Dahası, PPPH kullanıcılara modelleme ve filtreleme seçeneklerini belirleme imkanı

sağlar ve ek olarak sonuçları analiz etmek için bir çok araca sahiptir. PPPH yazılımının

sonuçlarını doğrulamak için PPPH ve online PPP servisleri arasında bir karşılaştırma

yapılmıştır. Bu analizlerin sonucunda, PPPH’ın statik modda santimetre seviyesinde

konum doğruluğu sağladığı ve online PPP servislerine benzer yakınsama süresine ulaştığı
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görülmüştür. Ayrıca, çoklu-GNSS analizinin PPP üzerine olan etkisi doğruluk ve

yakınsama süresi açısından incelenmiştir. Sonuçlar, GPS/GLONASS PPP ve çoklu-

GNSS PPP çözümlerinin GPS PPP çözümüne göre konum doğruluğunu sırasıyla %16, 2

ve %21, 6 iyileştirdiğini göstermiştir. Diğer taraftan, GPS/GLONASS PPP ve çoklu-

GNSS PPP, GPS PPP ile elde edilen yakınsama sürelerini sırasıyla %28, 1 ve %33, 2

azaltmıştır.

Keywords: Hassas Nokta Konumlama (PPP), Çoklu-GNSS, Yakınsama Süresi, Kalman

Filtresi, MATLAB
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Prof. Dr. Aydın Üstün, Assoc. Prof. Dr. Sultan Kocaman and Asst. Prof. Dr. Kamil

Teke for their valuable contributions and advice.

I would like to extend my thanks to all colleagues at the Department of Geomatics

Engineering for their support.

Finally, a special thank goes to my wife, Özge, for her endless support and tolerance
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1. INTRODUCTION

1.1. Background

For a long time, the differential and/or relative positioning techniques have dominated

the Global Navigation Satellite Systems (GNSS) industry. These techniques provide

highly accurate positioning solutions using reference points with known coordinates

to eliminate most of GNSS observation errors. By definition, at least two or more

receivers (one reference and one rover) are required to achieve high positioning accuracy

in differential (or relative) techniques. There is no doubt that it raises the operational

cost and system complexity. Additionally, positioning accuracy is closely dependent on

the distance from reference station or regional network, which means that the relative

or differential techniques can efficiently work in a limited area. In recent years, Precise

Point Positioning (PPP) has emerged as an alternative precise positioning method.

PPP enables centimetre-level positioning accuracy with only one receiver. The main

strength of PPP is to employ the precise products to eliminate satellite-related clock

and orbit errors. In addition, the ionosphere-free linear combination is utilized to

mitigate the atmospheric effect caused by the ionosphere layer in traditional PPP

process[1, 2].

Over the past ten years, PPP has taken a considerable attention within the GNSS

community due to its benefits such as operational simplicity, cost effectiveness, the

requirement of no base station, etc. Consequently, PPP has been a standard po-

sitioning method for a range of GNSS applications, such as atmospheric monitor-

ing and modelling, aerial triangulation, geohazard monitoring, kinematic positioning

[3, 4, 5, 6, 7, 8, 9]. Although PPP satisfies the positioning accuracy demands of most

the GNSS applications, the initialization period required to converge centimetre-level

positioning accuracy is quite long relative to differential positioning techniques. Over

the last decade, much effort has been made to shorten the convergence period of PPP

with the ambiguity resolution methods. The ambiguity resolution methods are pretty

successful to reduce the convergence time, but these methods can be applied only if

external corrections, which are mainly obtained from a network, are available. This

approach is typically named ambiguity-fixed solution and requires a service provider to

obtain the related corrections [10, 11, 12, 13, 14, 15]. Alternatively, the combination of

different GNSS constellations presents the opportunity to enhance the positioning and

convergence performance of PPP. The emergence of multi-GNSS provides additional
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satellite resources and strengthens satellite geometry. The combination of multi-GNSS

has a considerable potential to improve PPP performance since the quality of PPP

technique closely depends on the geometry and number of visible satellites.

First studies on the combination of multi-GNSS observations mainly focused on the

integration of Global Positioning System (GPS) and Russian Global Navigation Satel-

lite System (GLONASS). These studies have confirmed that GPS/GLONASS PPP

improves positioning accuracy and convergence time relative to traditional PPP ap-

proach which includes only GPS satellites [16, 17, 18]. In addition, the emergence of

other navigation systems such as the Chinese navigation system BeiDou (BDS) and the

European Galileo system (Galileo) makes the multi-GNSS PPP including four constel-

lations possible. Recently, some researchers have investigated the impact of combined

quad-constellation observations on PPP performance. Initial results have shown that

multi-GNSS PPP, which includes quad-constellations, significantly improves the per-

formance of traditional PPP. [19, 20]. Nevertheless, if modernization plans of GPS

and GLONASS, ongoing development of Galileo and BDS, and new orbit and products

are taken into consideration, it is clear that multi-GNSS PPP still requires further

investigation and confirmation in terms of the improvement of performance.

1.2. Research Objectives

The combination of multi-GNSS offers an enormous potential for enhancing PPP per-

formance by providing additional satellite resources to strengthen both number and

geometry of visible satellites. Therefore, multi-GNSS PPP has taken considerable at-

tention within GNSS community in recent years. The principal goal of this thesis is

to examine the influence of combined multi-GNSS on PPP performance as regards the

accuracy, precision and convergence time.

Traditional PPP technique is designed to employ only GPS observations. Therefore,

traditional PPP models do not satisfy the requirement of combined multi-GNSS PPP.

To assure interoperability of satellite systems, new functional and stochastic models,

which reflect discrepancies between the systems like coordinate system definition, time

reference scale, observation and product quality, etc., are needed to be introduced. At

first, the multi-GNSS PPP approach including both functional and stochastic models

should be presented and improved to meet the main objective.

At the same time, multi-GNSS PPP demands special PPP software package, which is

capable of providing the solution to the combination of multi-GNSS. However, there
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is not enough PPP software package options to meet this demand within the GNSS

community. As well, existing software, mostly developed by universities or research

institutes, have limited access to the functional and stochastic models and are not

open to being progressed. For this reason, the other objective of this thesis is to

develop a user-friendly PPP software package, which enables to provide multi-GNSS

PPP solutions. Also, it is possible to interfere each step of PPP processing and to test

the impact of combined multi-GNSS on PPP performance, independently.

Finally, experimental tests, of course, should be conducted to investigate the compati-

bility of the PPP software package developed in this study with other software packages

and the impact of combined multi-GNSS and improved models on PPP performance.

1.3. Thesis Outline

This study contains seven chapters. First describes the background, research objectives

and outline of the thesis.

Chapter 2 briefly explains GPS, GLONASS, Galileo, and BDS and makes a compre-

hensive comparison between these systems. Additionally, GNSS observations and their

linear combinations are described in this chapter. Finally, GNSS positioning techniques

with a single receiver are given.

Chapter 3 defines the possible error sources of traditional and multi-GNSS approaches.

Also, mitigation strategies of these error sources are comprehensively discussed in this

chapter.

Chapter 4 firstly gives the mathematical description of the extended Kalman filter.

The functional and stochastic models of traditional and also multi-GNSS PPP ap-

proaches are presented. Additionally, this chapter introduces further improvements in

the Kalman filter estimation.

Chapter 5 introduces the PPP software package developed in this study. Data import-

ing, preprocessing, modelling options, filtering options and analysis components of the

software are described in detail.

Chapter 6 starts with the description of data to employed in experimental tests. A

validation test is conducted to compare the PPP software developed in this study with

other software packages and their results are presented in this chapter. Additionally,

the performance evaluation of multi-GNSS PPP is given. Finally, the effectiveness of
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the innovative method for initializing Kalman filter is tested in this chapter.

Chapter 7 presents the conclusions drawn from this study and some recommendations

for future work.
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2. GNSS OVERVIEW

This chapter presents a brief introduction to GNSS, namely GPS, GLONASS, Galileo,

and BeiDou. Then, a comprehensive comparison between these systems is drawn in

terms of reference time scales and coordinate systems. Finally, GNSS observations and

linear combinations of these observations, which are essential for the GNSS techniques,

are presented.

2.1. GNSS System Descriptions

GNSS are the global satellite-based navigation, positioning and time transfer systems.

There are four major GNSS currently: GPS developed by the US Department of De-

fense (DoD), GLONASS controlled by the Ministry of Defense of the Russian Federa-

tion, Galileo maintained by European Space Agency (ESA) and BDS operated by the

China National Space Administration.

Nowadays, only GPS and GLONASS provide global coverage for positioning and nav-

igation. However, Galileo and BDS have been under development and will be fully

operational in near future.

2.1.1. GPS

GPS is the first satellite-based navigation and positioning system to reach full opera-

tional capability. GPS space segment is composed of a satellite constellation transmit-

ting radio signals for navigation and positioning purposes. GPS constellation nominally

has 24 satellites orbiting around the Earth and also the satellites are equally aligned on

six orbital planes which have approximately 20200 kilometre altitude from the Earth.

Furthermore, the orbital planes are split from each other with a 55◦ inclination in

Earth’s equatorial plane (Figure 2.1). Temporal resolution or orbital period of GPS

satellites is approximately 11 hours 58 minutes, i.e. they revolve the Earth twice in a

sidereal day. The design of GPS constellation ensures global coverage and minimum

four satellites which is needed for navigation purposes are visible anywhere on the

world. GPS currently has 31 operational satellites [21].

GPS satellites utilize code division multiple access (CDMA) method, which employs
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Figure 2.1: GPS constellation [21].

standard navigation signals modulated on same carrier frequencies for all satellites,

to generate their navigation signals. CDMA technique allows receivers to distinguish

GPS satellites from each other by means of different sets of codes transmitted by each

satellite. On the other hand, GPS navigation signals are produced by multiplying

a fundamental frequency (f0 = 10.23 MHz) with different coefficients. The carrier

frequencies employed in GPS are right-handed circularly polarized and are designed to

transmit modulated codes as well as navigation messages. Basically, GPS frequencies

include three modulated codes, which are the coarse acquisition code (C/A), precision

code (P) and navigation message (D). While L1 frequency carries both C/A and P-

codes, L2 frequency delivers only P-code to GPS users. Table 2.1 shows the essential

specifications of the carrier frequencies employed in GPS.

Table 2.1: The essential specifications of the carrier frequencies employed in GPS.

Signal Factor (f0)
Frequency
(MHz)

Wavelength
(cm)

L1 154 1575.42 19.0

L2 120 1227.60 24.4

L5 115 1176.45 25.5

GPS modernization project began in 2005 with the launch of the new generation satel-

lites (Block IIR-M). The project contains an additional carrier frequency (L5) and

several new ranging codes (L2C, L5C, L1C and M). It is aimed at providing better

signal quality, satellite visibility and positioning performance to users by means of the

modernized GPS. Similarly, improved compensation for ionospheric delays, additional
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wide-lane signal combinations for ambiguity resolution and the interoperability be-

tween different constellations are some improvements coming with the modernization.

It is scheduled that 24 GPS satellites transmitting L5 will be in orbit by 2020 [22].

2.1.2. GLONASS

GLONASS reached full operational capability with the full orbital constellation in

2011. The constellation includes twenty-four satellites in three orbital planes. There

is a 120◦ inclination between the orbital planes and Earth’s equatorial plane. The

orbital height of GLONASS satellites is about 19130 kilometres for which the orbital

period approximately corresponds 11 hours 16 minutes. The GLONASS architecture

is designed to ensure that the users anywhere in the world can receive transmitting

signals from at least four visible satellites.

GLONASS satellites transmit right-handed circularly polarized signals for navigation

and positioning purposes. As GLONASS utilizes two different frequencies modulated

on L-band similar to GPS, the frequencies employed in GLONASS will be referred as

G1 and G2 to prevent misconception in this study. Furthermore, the carrier frequencies

of GLONASS involve two modulated codes, namely the coarse acquisition code (C/A)

only on G1 and precision code (P) on G1 and G2. Also, GLONASS satellites transmit,

of course, navigation messages including the satellite position and clock information.

The signals transmitted by GLONASS satellites are akin to the other GNSS signals,

however, there is a little difference between GLONASS and other systems. Basically,

GLONASS utilizes frequency division multiple access (FDMA) technique in which ev-

ery satellite broadcasts navigation signals on the particular frequency. Although every

satellite employs distinct frequency, the whole GLONASS satellites transmit standard

ranging codes (C/A and P) in navigation signals. The formal values of the G1 and G2

frequencies are demonstrated by:

fk1 = f b1 + k∆f1 (2.1)

fk2 = f b2 + k∆f2 (2.2)

where k is the frequency channel number of corresponding satellite and the constants

are f b1 = 1602 MHz, ∆f1 = 0.5625 MHz, f b2 = 1246 MHz and ∆f2 = 0.4375 MHz.

The rate of frequencies, fk2 /f
k
1 , is constant for all GLONASS satellites and equals 7/9.

GLONASS satellites launched after 2005 are using frequency channels k = −7, ...,+6

[23]. Table 2.2 shows the frequency channel numbers of GLONASS satellites.
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Table 2.2: GLONASS slot and frequency channel numbers.

Plane/Slot 1/01 1/02 1/03 1/04 1/05 1/06 1/07 1/08

Frequency Chan. +1 -4 +5 +6 +1 -4 +5 +6

Plane/Slot 2/09 2/10 2/11 2/12 2/13 2/14 2/15 2/16

Frequency Chan. -2 -7 0 -1 -2 -7 0 -1

Plane/Slot 3/17 3/18 3/19 3/20 3/21 3/22 3/23 3/24

Frequency Chan. +4 -3 +3 +2 +4 -3 +3 +2

As a part of GLONASS modernization plan, the new CDMA signals will be transmitted

by new generation satellites (GLONASS-K2)[23].

2.1.3. GALILEO

Galileo is the global satellite-based system which is developed by European Space

Agency (ESA) for navigation and positioning purposes. The first four Galileo satellites

were launched in pairs on 21 October 2011, and 12 October 2012, respectively. Space

and ground-based components of the system underwent validation tests and Orbit

Validation step was successfully completed at the end of 2013. As of March 2017, ten

Galileo satellites is available for navigation purposes. The new satellite launches are

planned to complete the constellation and to reach full operational capability by 2020

[24].

The full Galileo constellation will be composed of twenty-four satellites which have a

23222 kilometres altitude from Earth surface. The orbital period of Galileo satellites

is approximately 14 hours. Galileo satellites are equally distributed in 3 orbital planes

separated from each other with a 56◦ inclination in Earth’s equatorial plane. Galileo

is designed to ensure global coverage, that is at least four satellites will be visible at

any point on the world when reaching full operational capability.

The Galileo navigation signals, which are right-handed circularly polarized, are trans-

mitted in the four frequency bands. These frequencies are obtained from a fundamental

frequency (f0 = 10.23 MHz). Also, ten navigation signals which provide several services

to satisfy various user requirements are delivered by these carrier frequencies. Galileo

navigation services are the Open Service (OS), Public Regulated Service (PRS), and
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Commercial Service (CS), respectively. OS can be globally used by GNSS users free

of charge, while PRS is designed for only security authorities. Also, CS provides two

additional signals for commercial purposes. The fundamental features of Galileo carrier

frequencies are summarized in Table 2.3. As in GPS, all Galileo satellites make use of

the same set of carrier frequencies. Thus, the signals are characterized by their spread

spectrum using the CDMA technique [24].

Table 2.3: The basic features of Galileo signals.

Signal Factor (f0)
Frequency
(MHz)

Wavelength
(cm)

Services

E1 154 1575.42 19.0
OS, PRS,
CS

E5a 115 1176.45 25.5 OS

E5b 118 1207.14 24.8 OS, CS

E6 125 1278.75 23.4 PRS, CS

2.1.4. BEIDOU

China started to test a satellite-based navigation system called BeiDou (BDS) in 2000.

Thereby, China became the third country in the world able to develop such a system

independently after the United States and Russia. In accordance with the construction

plan, BeiDou has begun to provide services in Asia-Pacific region since December 2012.

Nowadays, BDS has been under development and will be fully operational by around

2020 [25].

When fully deployed, BDS constellation will include five Geostationary Earth Orbit

(GEO) satellites, twenty-seven Medium Earth Orbit (MEO) satellites and three In-

clined Geosynchronous Satellite Orbit (IGSO) satellites. MEO satellites are running

in orbit with 21528 kilometres altitude from the Earth surface. Twenty-four MEO

satellites are going to be aligned in three orbital planes equally with a 55◦ inclination

to Earth’s equatorial plane and three additional satellites will be sparse ones. Akin

to the other satellite-based navigation systems, BDS system design guarantees at least

four visible satellites required for navigation purposes anywhere on the world when the

system reaches full operational capability.

BeiDou satellites broadcast right-handed circularly polarized signals referred as B1 and

B2 bands. These bands provide two services for navigation purposes: Open Service
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(OS) and Authorised Service (AS). While all BDS users can access OS free of charge,

authorized users only make use of AS service. As like GPS and Galileo, BDS utilizes

navigation signals obtained from CDMA technique. The basic specifications of BeiDou

signals are given in Table Table 2.4 [26].

Table 2.4: The basic specifications of BDS signals.

Signal
Frequency
(MHz)

Wavelength
(cm)

Code Service

B1 1561.098 19.2
B1-I Open

B1-Q Authorized

B2 1207.14 24.8
B2-I Open

B2-Q Authorized

B3 1268.52 23.6 B3 Authorized

2.1.5. Comparison of GNSS

As mentioned previously, GPS, GLONASS, Galileo, and BDS are principally compa-

rable systems, but there are still some discrepancies between them. Certain important

features of navigation systems are summarized in Table 2.5 as including the main

differences.

GPS, GLONASS, Galileo and BDS have their own atomic time scales. These time

scales are different realizations of Coordinated Universal Time (UTC). GPS Time was

fixed to suit UTC at 0h 6 January 1980, so it constantly has 19 seconds offset from

International Atomic Time (TAI).

On the other hand, GLONASS Time is synchronous with UTC as including three

hours constant offset which reflects the time difference between Greenwich and Moscow.

Apart from the constant offset, the time difference of GLONASS from UTC does not

exceed 1 ms and is transmitted by navigation signals.

Galileo System Time (GST) was fixed to UTC at 0h 22 August 1999 (Midnight between

21 and 22 August), so it was ahead of UTC by 13 leap seconds at its start epoch.

Furthermore, three additional leap seconds have been introduced on December 31,

2005, and 2008, and June 30, 2012. Therefore, the constant difference between GST and

UTC is 16 seconds. The Galileo navigation message includes all necessary parameters

to convert GST to UTC [24]. Finally, BeiDou System Time (BDT) was started at 0h
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Table 2.5: The main features of GNSS.

GPS GLONASS GALILEO BEIDOU

Satellite number 24 24 30 27

Orbital plane 6 3 3 3

Orbital radius (km) 26508 25510 29601 27878

Inclination of or-
bital planes

55◦ 64.8◦ 56◦ 55◦

Orbital period (ap-
proximately)

11h58m 11h16m 14h04m 12h53m

Signal separation
technique

CDMA FDMA CDMA CDMA

Carrier frequencies 1575.42 1602 + k ∗ 0.5626 1575.42 1561.098

(MHz) 1227.60 1246 + k ∗ 0.4375 1176.45 1207.14

1176.45 1207.14 1268.52

1278.75

Coordinate system WGS-84 PZ-90 GTRF CGCS

Time scale GPS Time GLONASS Time GST BDT

UTC on 1 January 2006. Consequently, there is a regular difference between BDT and

TAI, which equals 33 seconds. [26].

Each system utilizes an individual Earth-Centered Earth-Fixed (ECEF) reference frame

based on a different ellipsoid. GPS uses the World Geodetic System 1984 (WGS-84) as

reference ellipsoid and the origin of the coordinate system is Earth’s center of mass. The

X-axis coincides with the IERS Reference Meridian (IRM). The Z-axis points to the

direction of the IERS Reference Pole (IRP) and the Y-axis completes a right-handed,

orthogonal coordinate system [27].

GLONASS adopts the PZ-90 as reference ellipsoid and the origin of the coordinate

system is located at Earth’s center of mass. The X-axis is directed to the point of

intersection of the Earth’s equatorial plane and the zero meridian established by Bureau

International de l’Heure (BIH). The Z-axis points to IRP and the Y-axis completes a

right-handed coordinate system [23].

Galileo utilizes the Galileo Terrestrial Reference System (GTRF) which complies with

the definition of International Terrestrial Reference Frame (ITRF). GTRF shall be
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agreeable with latest ITRF version within three centimetres precision level. This is

ensured by Galileo Geodetic Service Provider (GGSP) [28].

BDS utilizes China Coordinate System 2000 (CGCS2000) as reference frame. Earth’s

center of mass is the origin of CGCS2000 and the X-axis points to IRM. Also, the

Z-axis is directed to IRP and the Y-axis constitutes a right-handed coordinate system.

Fundamental ellipsoidal parameters of these reference frames is given in Table 2.6.

Table 2.6: Ellipsoidal parameters of GNSS reference frames.

Ellipsoid
Semi-
major axis
(m)

Flattening
Angular velocity
(rad/s)

Gravitational
constant (m3/s2)

WGS-84 6378137.0 1/298.257223563 792115.0 ∗ 10−11 3986004.418∗108

PZ-90 6378136.0 1/298.257839303 792115.0 ∗ 10−11 3986004.400∗108

GTRF 6378137.0 1/298.257222101 792115.0 ∗ 10−11 3986004.418∗108

CGCS 6378137.0 1/298.257222101 792115.0 ∗ 10−11 3986004.418∗108

The time and coordinate system discrepancies between GNSS should be taken into

account in combined multi-GNSS solutions. The parameters which are necessary to

establish a proper relationship between the systems can be obtained from the navigation

messages. Moreover, code and phase measurements of GLONASS includes more biases

caused by the usage of FDMA method. Consequently, the orbit and clock offsets can

be calculated separately for each system taking these parameters into consideration.

Alternatively, GNSS ephemeris data and clock offsets can be directly estimated in the

same reference frame. As a part of the IGS Multi-GNSS Experiment (MGEX), some

agencies produce and broadcast the GNSS ephemeris products in the same reference

frame [29]. In this case, it is not necessary to carry out any transformations, but the

inter-system biases still must be considered.

2.2. GNSS Observations

The basic GNSS observations are code pseudorange deduced from transit time for

the signal and carrier phase based on phase differences between received and receiver-

generated signals. The satellite-based navigation methods make use of highly precise

atomic clocks together with phase oscillators to obtain measurements. Both observa-

tions are basically described below.
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2.2.1. Code Pseudorange

The code pseudoranges are obtained by measuring GNSS signal transit time between

satellite and receiver. It refers to the distance between the phase center of satellite

antenna at signal transmission time and the phase center of the receiver at signal

reception time. Transit time is measured as the time shift which gives maximum

correlation between the received and receiver-generated signals Figure 2.2.

Figure 2.2: Determination of signal travel time [30].

Code observable is known as pseudorange, because it considerably deviates from the

geometric range due to the lack of clock synchronization between satellite and receiver

as well as atmospheric influences on the signal transmission. GNSS pseudorange ob-

servations are written as:

P s,j
i,r = ρs,jr + c dtsr − c dts,j + T s,jr +

I

f 2
i

+ bsPi,r
− bs,jPi

+ ε (P s,j
i,r ) (2.3)

where subscript i and r indicate the frequency index of navigation signal and receiver,

respectively; superscript s and j indicate the GNSS system (G: GPS, R: GLONASS,

E: GALILEO or C: BDS) and satellite number. The other terms in Equation (2.3) are

as follows:
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ρs,jr geometric range between satellite and receiver

c speed of the light in vacuum

dtsr receiver clock error

dts,j satellite clock error

T s,jr tropospheric delay

I/f 2
i first-order ionospheric delay

bsPi,r
receiver code hardware delay

bs,jPi
satellite code hardware delay

ε (P s,j
i,r ) multipath and code noise

2.2.2. Carrier Phase

The carrier phase observation refers to the measurement reflecting the phase differ-

ence between received satellite signal and receiver-generated signal. Nevertheless, this

measurement includes only fractional part of the carrier waves. The number of full

carrier waves, that is the unknown integer number of cycles for the first lock of a re-

ceiver to signal, is not a part of the carrier phase measurement and called as ambiguity.

The fractional part can be determined with millimetre precision, however, the integer

part of the cycles is still unknown. If ambiguity is resolved successfully, the carrier

phase measurement can be precisely obtained. Apart from ambiguity, carrier phase

measurement includes other effects similar to code pseudorange.

GNSS carrier phase observations are written as:

Ls,ji,r = ρs,jr + c dtsr − c dts,j + T s,jr −
I

f 2
i

+ λsiN
s,j
i + bsLi,r

− bs,jLi
+ ε (Ls,ji,r ) (2.4)

where λsi is the wavelength of corresponding frequency, N s,j
i denotes the integer num-

ber of full cycles (ambiguity), bsLi,r
and bs,jLi

indicate the receiver phase hardware bias

and the satellie phase hardware bias, respectively. It should be mentioned that the

ionosphere has different influences on code and phase observations due to the nature

of propagation. The reason for this will be detailed in the next chapters. The rest of

the terms in Equation (2.4) were mentioned previously.
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2.3. Linear Combinations of GNSS Observations

Linear combinations can be formed by combining different GNSS observations mea-

sured with the same receiver at the same station. Some GNSS problems can be easily

solved by means of the linear combinations. The general way of forming a linear com-

bination is given by

P s,j
LC = αP s,j

1,r + βP s,j
2,r Ls,jLC = αLs,j1,r + βLs,j2,r (2.5)

where α and β are the combination coefficients, P and L denotes code and carrier ob-

servable, respectively. The essential GNSS linear combinations are given in subsequent

sub-chapters.

2.3.1. Ionosphere-free Combination

This combination is called as ionospheric-free since it removes the first order iono-

spheric effect which constitutes up to 99.9 percent of the ionospheric effects on GNSS

observations [31]. The coefficients of ionosphere-free combination are given by:

αIF =
f 2

1

f 2
1 − f 2

2

βIF = − f 2
2

f 2
1 − f 2

2

. (2.6)

The equations of ionosphere-free combinations for code and phase observations are

given by:

P s,j
3,r = ρs,jr + c dtsr − c dts,j + T s,jr + bsP3,r

− bs,jP3
+ ε (P s,j

3,r ) (2.7)

Ls,j3,r = ρs,jr + c dtsr − c dts,j + T s,jr + λs3N
s,j
3 + bsL3,r

− bs,jL3
+ ε (Ls,j3,r) (2.8)

where subscript 3 indicates the ionosphere-free combination, ε (P s,j
3,r ) and ε (Ls,j3,r) de-

notes the ionosphere-free code noise and phase noise, respectively. Other terms are

given below.

bsP3,r
= αIF b

s
P1,r

+ βIF b
s
P2,r

bs,jP3
= αIF b

s,j
P1

+ βIF b
s,j
P2

(2.9)

bsL3,r
= αIF b

s
L1,r

+ βIF b
s
L2,r

bs,jL3
= αIF b

s,j
L1

+ βIF b
s,j
L2

(2.10)

λs3N
s,j
3 = αIFλ

s
1N

s,j
1 + βIFλ

s
2N

s,j
2 (2.11)
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2.3.2. Geometry-free Combination

The geometry-free combination eliminates the whole geometry-dependent effects on

GNSS observations and leaves only the frequency-dependent term. The geometry-free

combinations can be formed as [31]:

P s,j
4,r = P s,j

2,r − P
s,j
1,r L4,r = Ls,j1,r − L

s,j
2,r (2.12)

P s,j
4,r = I4 + bsP4,r

− bs,jP4
+ ε (P s,j

4,r ) (2.13)

Ls,j4,r = −I4 + λs4N
s,j
4 + bsL4,r

− bs,jL4
+ ε (Ls,j4,r) (2.14)

where subscript 4 indicates the geometry-free combination, ε (P s,j
4,r ) and ε (Ls,j4,r) denotes

the geometry-free code noise and phase noise, respectively. Other terms are given

below.

bsP4,r
= bsP2,r

− bsP1,r
bs,jP4

= bs,jP2
− bs,jP1

(2.15)

bsL4,r
= bsL1,r

− bsL2,r
bs,jL4

= bs,jL1
− bs,jL2

(2.16)

λs4N
s,j
4 = λs1N

s,j
1 − λs2N

s,j
2 I4 =

f 2
1 − f 2

2

f 2
1 .f

2
2

I (2.17)

2.3.3. Wide-lane Combination

The wide-lane combination, as is evident from its name, is used for forming an obser-

vation which has the wider wavelength. The coefficients of wide-lane combination are

given as [30]:

αWL =
f1

f1 − f2

βWL = − f2

f1 − f2

. (2.18)

The equations of wide-lane combinations for code and phase observations are written

as follows:

P s,j
5,r = ρs,jr + c dtsr − c dts,j + T s,jr + I5 + bsP5,r

− bs,jP5
+ ε (P s,j

5,r ) (2.19)

Ls,j5,r = ρs,jr + c dtsr − c dts,j + T s,jr − I5 + λs5N
s,j
5 + bsL5,r

− bs,jL5
+ ε (Ls,j5,r) (2.20)

where subscript 5 indicates the wide-lane combination, ε (P s,j
5,r ) and ε (Ls,j5,r) denotes the

wide-lane code noise and phase noise, respectively. Other terms are given below.

bsP5,r
= αWLb

s
P1,r

+ βWLb
s
P2,r

bs,jP5
= αWLb

s,j
P1

+ βWLb
s,j
P2

(2.21)

bsL5,r
= αWLb

s
L1,r

+ βWLb
s
L2,r

bs,jL5
= αWLb

s,j
L1

+ βWLb
s,j
L2

(2.22)

16



I5 = − I

f1.f2

λs5N
s,j
5 = αWLλ

s
1N

s,j
1 + βWLλ

s
2N

s,j
2 (2.23)

2.3.4. Narrow-lane Combination

This combination is used to form a measurement with a considerably narrow wave-

length. The coefficients of the narrow-lane combination are given as [30]:

αNL =
f1

f1 + f2

βNL =
f2

f1 + f2

. (2.24)

The equations of narrow-lane combinations for code and phase observations are given

by:

P s,j
6,r = ρs,jr + c dtsr − c dts,j + T s,jr + I6 + bsP6,r

− bs,jP6
+ ε (P s,j

6,r ) (2.25)

Ls,j6,r = ρs,jr + c dtsr − c dts,j + T s,jr − I6 + λs6N
s,j
6 + bsL6,r

− bs,jL6
+ ε (Ls,j6,r) (2.26)

where subscript 6 indicates the narrow-lane combination, ε (P s,j
6,r ) and ε (Ls,j6,r) denotes

the narrow-lane code noise and phase noise, respectively. Other terms are given below.

bsP6,r
= αWLb

s
P1,r

+ βWLb
s
P2,r

bs,jP6
= αWLb

s,j
P1

+ βWLb
s,j
P2

(2.27)

bsL6,r
= αWLb

s
L1,r

+ βWLb
s
L2,r

bs,jL6
= αWLb

s,j
L1

+ βWLb
s,j
L2

(2.28)

I6 =
I

f1.f2

λs6N
s,j
6 = αNLλ

s
1N

s,j
1 + βNLλ

s
2N

s,j
2 (2.29)

2.3.5. Melbourne-Wübbena Combination

This combination was first proposed by Hatch [32], then it was additionally stated

by Melbourne [33] and Wübbena [34]. In Equation (2.20) and Equation (2.25), it

can be seen that the wide-lane combination of the carrier phases and the narrow-lane

combination of the code pseudoranges have the same ionospheric effects. Using these

combinations, an additional ionospheric-free, i.e. Melbourne-Wübbena combination,

can be formed as:

MW = Ls,j5,r − P
s,j
6,r = λs5N

s,j
5 + (bsL5,r

− bsP6,r
)− (bs,jL5

− bs,jP6
) + ε (MW ) (2.30)
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2.4. GNSS Positioning with Single Receiver

Point positioning is the way to determine the receiver position using the navigation

satellite signals. High precision GNSS positioning techniques usually require two or

more receivers. However, the single receiver positioning techniques have attracted

attention among the GNSS community since GPS was started to be used. There are

two typical approaches for positioning with single receiver, which are named the Single

(Absolute) Point Positioning and Precise Point Positioning.

2.4.1. Absolute Point Positioning

Absolute or Single Point Positioning (APP or SPP) is the simplest GNSS positioning

technique, which relies on code pseudorange observations in addition to broadcast

ephemeris for calculating receiver coordinates. The broadcast ephemeris is transmitted

together with the satellite signals in real time and the orbit and clock corrections

obtained from the broadcast ephemeris are not accurate enough for precise positioning,

typically at metre level. Therefore, main limitation of SPP is low quality of orbits and

clocks obtained from the navigation message.

The most of the error sources on the GNSS signals are not completely mitigated or

corrected in SPP. For example, nearly one-half of ionospheric effect can be eliminated

using the ionosphere model transmitted in the broadcast ephemeris only. The receiver

clock offset is the only parameter to be estimated together with 3D coordinates of the

receiver. Therefore, four visible satellites are sufficient to solve navigation problem

in SPP. SPP is usually employed in applications which don’t require high position

accuracies, such as the car navigation and smart phones.

2.4.2. Precise Point Positioning

Precise Point Positioning (PPP) is the positioning technique which employs the dual-

frequency ionosphere-free combinations of code and phase observations given in Equa-

tion (2.7) and Equation (2.8). Because PPP doesn’t utilize any differences between

satellites or receivers, the only single receiver is enough to achieve highly precise po-

sitioning solution in PPP. This technique was first put forward by Zumberge et al.

[1] and then developed by Kouba and Heroux [2]. Nowadays, PPP has been widely

employed in a range of applications like precise surveying, atmospheric monitoring

and modelling, aerial triangulation, geohazard monitoring, kinematic positioning, etc.
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[3, 4, 5, 6, 7, 8, 9].

PPP mainly relies on the usage of highly accurate satellite and clock products, which

can only be obtained from a global network. International GNSS Service (IGS) contin-

uously provides the required satellite orbit and clock products to GNSS users via the

internet. The usage and specifications of IGS products, such as the accuracy, latency

and sample interval, will be discussed in Section 3.1.

The first order ionosphere effects on GNSS observations, which forms nearly 99 percent

of the total effect, can be eliminated using ionospheric-free combinations. However, it

is required to mitigate the effect of other error sources. The dry part of troposphere

effect can be corrected using one of the existing troposphere models, but the wet part

is typically estimated together with receiver coordinates and clock offset. Additionally,

the advanced error mitigation techniques must be applied to eliminate all error sources

in PPP. This techniques will be comprehensively explained in the next chapter.

PPP utilzes carrier phase measurements which include the ambiguity term. The car-

rier phase ambiguity is estimated as a floating number in traditional PPP approach

due to unmodeled hardware bias and the usage of ionosphere-free observations. The

position accuracy depends on the code pseudorange observations until the ambiguities

sufficiently converge to their final values. The time elapsed to achieve the desired ac-

curacy level is typically named convergence time. The main limitation of PPP is the

convergence time, which usually takes 1 hour to reach 5 centimetres or better horizontal

accuracy [35].

PPP is one of the frequently used techniques among the GNSS community as mentioned

above. Although it has a lot of advantages, the convergence time is still the primary

restriction of PPP. In recent years, the ambiguity resolution methods have been devel-

oped to accelerate the convergence time in PPP process [10, 11, 12, 13, 14, 15]. Also,

the combined multi-GNSS solution can be used to lessen the convergence time of PPP

with the additional satellite resources [16, 19].
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3. PPP ERROR SOURCES AND THEIR MITIGATION

STRATEGIES

GNSS signals are influenced by a range of error sources and it is very crucial to deal

with these errors properly to achieve high precision positioning. PPP error sources and

mitigation strategies are given in this chapter.

3.1. Satellite Orbit and Clock

All GNSS satellites transmits the broadcast ephemeris together with their ranging

signals in real-time. The broadcast ephemeris (so-called predicted ephemeris) includes

the satellite orbit and clock information. However, the accuracy of broadcast ephemeris

doesn’t satisfy the requirement of PPP.

IGS is a civilian GNSS organization which presents observation data sets and precise

orbit and clock products to GNSS users. IGS generates precise clock and orbit products

using a global network which includes more than 400 reference stations. Additionally,

IGS archives and distributes the GNSS data acquired from its network for scientific

and engineering applications. Table 3.1 summarizes standard IGS products in different

latencies and accuracies [36].

As it can be seen in Table 3.1, IGS products include combined GLONASS orbits, but

combined GLONASS clocks are not among the IGS products. Furthermore, IGS does

not produce any orbit and clock products for Galileo and BDS. Considering the build-

up of new constellations and the modernization of existing systems, the interoperability

of navigation systems has become an important matter for GNSS applications.

Multi-GNSS Experiment (MGEX) was started by IGS to monitor, collate and evaluate

the whole existing navigation signals in 2011. Firstly, a small network, nearly 40

stations, was equipped with multi-GNSS receivers and MGEX orbit and clock products

produced with these observations were started to be used widely in a short time. Then,

IGS decided to change the status of MGEX as IGS Multi-GNSS Pilot Project in 2016,

however, MGEX has continued to stay in use. As of October 2016, approximately one

of third of all IGS stations was consisted of IGS multi-GNSS tracking (Figure 3.1) [29].

It was previously mentioned that the combined satellite ephemeris and clock products

20



Table 3.1: Standard IGS satellite orbit and clock products [36].

System Type
Accuracy

Latency
Sample

(RMS) Interval

GPS

Broadcast
Orbit 100 cm

Real time Daily
Clock 5 ns

Ultra-Rapid Orbit 5 cm
Real time 15 min

(predicted) Clock 3 ns

Ultra-Rapid Orbit 3 cm
3-9 hours 15 min

(observed) Clock 150 ps

Rapid
Orbit 2.5 cm

17-41 hours
15 min

Clock 75 ps 5 min

Final
Orbit 2.5 cm

12-18 days
15 min

Clock 75 ps 30 sec

GLONASS Final Orbit 3 cm 12-18 days 15 min

Figure 3.1: IGS multi-GNSS stations [29].

estimated in the same reference frame can be used for multi-GNSS processing. Multi-

GNSS satellite ephemeris and clock offsets are estimated and broadcast to users in

the same reference frame as a part of the MGEX project. Currently, five institutions

generate and distribute multi-GNSS products, which are indicated in Table 3.2.

Satellite positions acquired from IGS or MGEX products have data intervals ranging

between 5 and 15 minutes. However, GNSS observations typically are collected with
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Table 3.2: A list of MGEX products.

Institution Abbreviation Constellation
Orbit Int. Clock Int.

(min) (sec)

CNES/CLS GRM GPS+GLO+GAL 15 30

CODE COM GPS+GLO+GAL+BDS+QZS 15 300

GFZ GBM GPS+GLO+GAL+BDS+QZS 5 30

TUM TUM GAL+QZS 5 -

Wuhan
WUM GPS+GLO+GAL+BDS+QZS 15 300

Univ.

higher frequency. Thus, it is necessary to interpolate satellite orbits to compute ac-

tual satellite position at signal transmission time. Lagrange interpolation, based on

polynomial functions, is widely used for this purpose [31].

There are two different approaches for determining the signal transmission time. The

first makes use of the pseudorange observations, while the second is an iterated ge-

ometric computation, which does not require any measurement. The first approach

has been used in this thesis because it directly provides the signal transmission time

(T (transmission)) in the related GNSS time reference as:

T (transmision) = tr(reception)− P/c− dT (3.1)

where tr(reception) indicates the signal reception time in the receiver’s time scale, P

indicates the pseudorange measurement, c is the speed of light in vacuum and dT is

the satellite clock offset.

Once the transmission time is determined, satellite positions can be calculated in a

given coordinate system. As previously mentioned, the precise ephemeris is based on a

Earth-Centered and Earth-Fixed (ECEF) system as reference frame. It means that the

reference frame rotates with the Earth. Therefore, the rotation of the frame during the

transit time must be considered. Signal reception time is the common time reference

for all measurements, so the reference frame must be set for the reception time. The

transformation between the satellite position at transmission time and the satellite

position at the reception time is given by

rsatreception = R3(ωE ∗∆t) ∗ rsattransmission (3.2)
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and

∆t =
‖rsattransmission − rrcv0 ‖

c
(3.3)

where ωE indicates the Earth’s rotation rate, rsatreception, rsattransmission are satellite position

at reception and at transmission time respectively, R3 is rotation matrix along the

Z-axis and rrcv0 is approximate position of the receiver. Although the pseudorange

observation establishes a direct link between the transmission and reception times, it

should not be used in the transformation because it includes other delays apart from

the geometric distance [30].

3.2. Receiver Clock

The receiver clock bias influences all received signals equally. Most of the GNSS re-

ceivers use quartz crystal oscillators. They are not as stable as the atomic clocks used

in GNSS satellites. Some receivers try to synchronize its internal clocks with reference

time scale to avoid the quite large clock error. This type of receivers inserts discrete

clock jumps periodically to keep the receiver clock under a threshold value. The clock

jumps typically occur as an integer number of milliseconds.

Figure 3.2: The code pseudorange and carrier phase observations obtained from PRN02
satellite on L1 signal during the first day of 2017 at ZWE2 station (Horizontal axis
indicates epoch number for 30 seconds observation data).

Figure 3.2 shows the code pseudorange and carrier phase observations obtained form

PRN02 satellite on L1 signal during the first day of 2017 at ZWE2 station. As it

can be seen in the figure, clock jumps are observed only on code pseudoranges, which

causes an inconsistency between code and phase measurements. The clock jumps are

categorized into four groups as indicated in Table 3.3 considering their influences on
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GNSS observables [37].

Table 3.3: Types of clock jumps [37].

Type Time tag Pseudorange Carrier phase

1 Jumpy Smooth Smooth

2 Jumpy Jumpy Smooth

3 Smooth Jumpy Smooth

4 Smooth Jumpy Jumpy

It is not necessary to detect and correct all types of clock jumps. Only type 2 and 3

jumps require for correction due to inconsistency between the pseudorange and phase

observations. For this purpose, a new ionosphere-free observable can be formed as:

W = Ls,j3,r − P
s,j
3,r = λs3N

s,j
3 + (bsL3,r

− bsP3,r
)− (bs,jL3

− bs,jP3
) + ε(W ) (3.4)

where Ls,j3,r and P s,j
3,r indicate the ionosphere-free pseudorange and carrier phase ob-

servations, respectively. This observable removes the geometric part and atmospheric

effects, whereas it still includes ionosphere-free ambiguity and hardware biases. If cy-

cle slips are ignored or repaired, the remaining part doesn’t change rapidly, i.e. it has

long-term stability. So, the clock jump detection observable is formed as follows:

∆W = W (i)−W (i− 1) (3.5)

where i represents a specific epoch and ∆ is the epoch difference operator. Once a

clock jump occurs, ∆W changes drastically, which simplifies the clock jump detection.

A sample sketch of ∆W for the observations obtained from the PRN2 satellite on the

L1 signal during the first day of 2017 at ZWE2 station is given in Figure 3.3a. The

figure is also scaled to show the time series of ∆W in more details (see Figure 3.3b). If

∆W is an integer number of milliseconds within a certain range of accuracy (typically

50 ns), a clock jump is detected in the related epoch. The clock jump characteristically

influences on all the measurements obtained from visible satellites in equal amount,

so the another check, which detects whether or not the clock jump affects the whole

measurements in the equal amount, is required for the validation [37].

The receiver clock error can be removed using differential positioning techniques. How-

ever, it is suggested to estimate the receiver clock as an unknown parameter in the

traditional approach of PPP [37]. In this case, particularly for the Kalman filtering, it

is important to determine the behaviour of the receiver clock precisely.
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(a) 1000 kilometres vertical grid interval.

(b) 2 metres vertical grid interval (scaled).

Figure 3.3: W differences for the observations obtained rom the PRN2 satellite on the
L1 signal during the first day of 2017 at ZWE2 station (Horizontal axis indicates epoch
number for 30 seconds observation data).

3.3. Troposphere

The neutral part of the atmosphere influences the GNSS signal propagation. Although

the neutral part involves both the stratosphere and troposphere, the effect is frequently

called tropospheric refraction or tropospheric delay. The tropospheric delay on GNSS

signals is not dependent on the system frequency due to its non-dispersive nature. That

is why the tropospheric effect, in contrast to the ionosphere, cannot be removed using

dual-frequency combinations.
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The tropospheric delay along the signal path is approximated as follows:

T =

∫
(n− 1)ds = 10−6

∫
N tropds (3.6)

where n indicates the refractive index of troposphere layer and N trop is so-called its

refractivity. The computation of tropospheric path delay is based on an approximation

performing the integration along the geometric range. Typically, tropospheric delay is

separated into two parts. The first is known as the hydrostatic or dry part, and it is

related to the higher parts of the troposphere. The dry part constitutes approximately

90% of total tropospheric delay. The second is known as the non-hydrostatic or wet

part, which is mostly due to the lower portions of the troposphere and contains most of

the water vapour. The dry component of the tropospheric delay can be easily modelled,

but it is difficult to model the wet component due to the irregularities in water vapour

variation [38].

T = Tdry + Twet = 10−6

∫
N trop
dry ds+ 10−6

∫
N trop
wet ds (3.7)

The tropospheric delay is typically dependent on the signal path, and so it is usually

formulated as a function of the zenith distance. Consequently, the tropospheric delay

are modelled at zenith direction and projected to the satellite elevation angle using a

mapping function [31]:

T = ZdryMdry(E) + ZwetMwet(E)

where E is the satellite elevation angle, Zdry is the zenith delay due to dry component,

Zwet is the zenith delay due to wet component, Mdry indicates the dry mapping function

and Mwet indicates the wet mapping function.

In this study, the zenith delay of the hydrostatic part is approximated using the Saas-

tamoinen model [39] which is one of the most popular dry zenith delay functions and

is given by following equation:

Zdry =
0.0022768 p

1− 0.00266 cos (2ϕ)− 0.28 .10−6 h
(3.8)

where p indicates pressure in millibar, ϕ is latitude and h is the height in kilometre. The

meteorological data can be acquired from either local measurements or a global seasonal

temperature and pressure model, e.g. GPT (Global Pressure and Temperature) [40]

or its new version GPT2 [41], which is the model preferred in this study. The delay of

wet tropospheric part is estimated among the other unknowns in this study, because
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of the difficulties to model this component accurately as it is highly variable.

Several mapping functions are available to scale the zenith delay to the satellite ele-

vation angle. The Neill Mapping Function (NMF) [42], the Vienna Mapping Function

(VMF) [43] and the Global Mapping Function (GMF) [44] are mostly used functions

for this purpose. GMF, which is the mapping function used in this study, utilizes a

spherical harmonics expansion of seasonal average VMF parameters to form its coef-

ficients. Also, It only requires day of the year (DOY) as well as station coordinates.

The mapping function used for both wet and dry components are expressed as:

m(E) =

1 +
a

1 +
b

1 + c

sinE +
a

sinE +
b

sinE + c

(3.9)

where E is the elevation angle. The dry and wet mapping functions are obtained from

different a, b and c parameter sets for the dry and wet components. The subscript d

indicates the dry indices. The coefficients ad is calculated as:

a = a0 + A cos (2π
DOY− 28

365
) (3.10)

where a0 and A are the mean and seasonal values, respectively, which are determined

from the spatial spherical harmonics coefficients (Anm and Bnm) up to degree and order

9 as follows:
9∑

n=0

n∑
m=0

Pnm (sin (ϕ)) [Anm cos (mλ) +Bnm sin (mλ)] (3.11)

where Pnm are the Legendre polynomials, ϕ and λ are the site latitude and longitude.

According to Boehm et al. [45], the coefficients b and c is used for the hydrostatic

component as follows:

bd = 0.0029 (3.12)

cd = c0 + [(cos (2π
DOY− 28

365
+ Ψ) + 1)

c11

2
+ c10] (1− cosϕ) (3.13)

where c0, c10 and c11 values are given in Table 3.4 depending on the hemisphere of the

related observation point.

In conclusion, the delay of dry tropospheric part is corrected using the Saastamoinen

model with input meteorological data produced by the GPT2 model in this study.

However, the delay caused by the wet component of the troposphere is estimated

because of the difficulties in its modelling.
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Table 3.4: The parameters required for computing coefficient c of the GMF dry map-
ping function

Hemisphere c0 c10 c11 Ψ

Northern 0.062 0.000 0.006 0

Southern 0.062 0.001 0.006 π

3.4. Ionosphere

The ionosphere, which extends from about 50 to 1000 kilometres above the earth sur-

face, constitutes the upper part of the atmosphere. The free electrons in the ionosphere

influence the propagation of GNSS signals where ionospheric effect typically depends

on the electron density along the signal path. The solar and geomagnetic activities play

important roles on the electron formation and its distribution. It is generally difficult

to model the ionospheric effect on GNSS signals due to the irregularities of electron

density [46].

The first-order refractive index of the ionosphere layer on carrier phase measurements

can be approximated to an accuracy better than 99.9% as:

nL = 1− 40.3 ·Ne

f 2
(3.14)

where Ne indicates the total electron density (el/m3) and f indicates signal frequency

(Hz). Likewise, the first-order refraction index of the ionosphere for code measurements

can be expressed as [46]:

nP = 1 +
40.3Ne

f 2
. (3.15)

The ionospheric delays on phase and code observations can be obtained by integrating

refraction indices along the entire propagation path:

∆ion
L =

∫
(nL − 1)dl = −40.3

f 2

∫
Nedl (3.16)

∆ion
P =

∫
(nP − 1)dl =

40.3

f 2

∫
Nedl (3.17)

Considering that the Total Electron Content (TEC) is the total number of electrons

along the signal path, Equation (3.16) and Equation (3.17) take the following form:

∆ion
L = −40.3

f 2
TEC ∆ion

P =
40.3

f 2
TEC (3.18)
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which designates that the effects of the ionospheric refraction on phase and code

measurements are in the same magnitude but have opposite signs. It means that

the ionosphere advances the phase measurements but delays the code measurements.

Moreover, the ionospheric effect depends on the system frequency because it is a dis-

persive medium. Therefore, the first-order ionospheric effect can be removed by com-

bining GNSS observations (see Subsection 2.3.1). Traditional PPP approach employs

the ionosphere-free combination to remove the first order ionospheric influence, which

equals up to 99% of the total ionospheric delay. [47].

3.5. Relativistic Effects

Typically, satellite-based positioning techniques are based on the principle of measuring

the time difference between receiver and satellite clocks. Therefore, the measurements

based on time differences are subject to the relativistic effects. The relativistic correc-

tion which is due to the eccentricity of the satellite orbits is given by:

∆tr = −2
rsat · vsat

c2
(3.19)

where rsat and vsat are the satellite position and velocity in an inertial system and c

is the speed of light. The related IGS products does not include this correction, it is

required to be considered during PPP processing [48].

The secondary relativistic effect which is due to the space-time curvature caused by

the gravitational field also brings a delay on GNSS signals. This effect, i.e. the Shapiro

signal propagation delay, must be taken into consideration only for high-accuracy po-

sitioning because of the effect is less than 2 cm. It is required to correct the Euclidean

range between the satellite and receiver as much an amount given by the following

expression [47]:

δrel =
2 · µ
c2

ln
ρsat + ρrec + ρsatrec

ρsat + ρrec − ρsatrec

(3.20)

where µ is the Earth’s gravitational constant, ρsat indicates the geocentric distance

of the satellite, ρrec indicates the geocentric distance of the receiver and ρsatrec is the

geocentric distance between the satellite and the receiver.
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3.6. Antenna Phase Center

It is firstly necessary to describe the satellite orientation by defining a satellite-fixed

reference frame before handling antenna phase center (APC). It is essential to under-

stand the behaviour of GNSS satellites for determining its inertial attitude. Typically,

the navigation antenna of GNSS satellites are designed to point to the Earth, whereas

the solar panels are outlined to keep oriented towards the Sun. Therefore, the satellites

attempt to catch the sunlight rotating about the Earth-pointing (yaw) axis. The name

of this concept is the yaw-steering (YS) attitude mode [49].

The origin of the satellite-fixed reference system refers to satellite’s center of mass. The

system orientation can be defined by three-unit vectors which are given as follows:

êx = êy × êz êy =
ê� × r

|ê� × r|
, êz = − r

|r|
(3.21)

where ê� is a unit vector pointing from the satellite to the Sun, r is the satellite

position in ECEF. The vector êz orients towards to the Earth, êy is the perpendicular

to the Sun and nadir direction and êz completes the right-handed coordinate system

(Figure 3.4). IGS has adopted the nominal yaw-steering attitude mode as the reference

frame for nearly all GNSS satellites outside eclipse season [49].

Figure 3.4: GNSS satellite orientation in nominal yaw-steering mode [49].

Unlike the broadcast ephemeris, the precise ephemeris refers to the satellite’s center

of mass due to employed model in satellite orbit modelling. Nevertheless, GNSS mea-

surements take satellite APC as the reference point. Hence, it is required to consider

the antenna phase center offsets (PCO) for precise point positioning which employs
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the precise products [47]. The conversion from the satellite’s center of mass to APC is

performed as follows:

Xphase = Xmass +

[
êx êy êz

]−1

· ∆xoffset (3.22)

where ∆xoffset indicates the PCO in satellite-fixed coordinate system and Xphase, Xmass

are the satellite coordinates referring to APC and satellite center of mass, respectively.

In addition, the electrical phase center of the antenna varies depending on the signal fre-

quency and signal direction. In other words, each incoming signal has its own electrical

APC [2]. Consequently, it is also required to take the signal dependent antenna phase

center variations (PCV) into consideration within precise point positioning concept.

The correction of PCV is added to geometric range as:

ρobs = ρgeo + PCV (elevation, azimuth) (3.23)

where ρobs, ρgeo are the observed and geometric ranges, respectively.

When it comes to receiver antennas, a geometrical point called antenna reference point

(ARP) is introduced due to the variation of APC depending on the incoming signal

direction. So, PCOs are typically defined as the three-dimensional coordinate correc-

tion with respect to the reference point. PCVs are also applied as a correction to the

geometric range. Similar to the satellite antenna, the receiver antenna correction can

be expressed as:

Xphase = XARP + ∆xpco

ρobs = ρgeo + PCV (elevation, azimuth)

where Xphase indicates the mean electrical APC position, XARP is the ARP position,

∆xpco is PCO given usually in a receiver-based local system, ρobs and ρgeo are the

observed and geometric ranges, respectively.

IGS, using an absolute antenna model, produces and broadcasts the antenna PCOs

and PCVs for the receiver and satellites [50]. In the first stage, the product included

only GPS and GLONASS frequencies. Fortunately, the satellite antenna PCOs for

GALILEO and BeiDou were added in 2015 [29]. The IGS antenna model and correc-

tions (igs08.atx) should be utilized during the process of precise point positioning.
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3.7. Phase Wind-up

As previously stated, GNSS utilizes right-handed circularly polarized signals for navi-

gation purposes. Hence, carrier phase observation obtained from the phase difference

between satellite and receiver signal is dependent on the relative position of receiver and

satellite antennas. Mutual orientation of the antennas brings about a change, named

Phase Wind-up, in the measured carrier phases, which can reach at most one cycle

[51]. Phase Wind-up effect is typically ignored in differential positioning. However, it

is essential to apply Wind-up effect as a correction in un-differenced positioning, such

as precise point positioning.

Considering that antenna orientation of stationary receiver does not frequently alter,

the main reason of phase wind-up effect is the satellite orbital motion. Typically, GNSS

satellites perform a rotation around their z-axis because they attempts to keep their

solar panels oriented towards the Sun. Thus, the relative orientation of the receiver

and satellite antennas often change, which influences carrier phase measurement.

Wind-up effect on carrier phase measurements is modeled and corrected by the follow-

ing equation [51]:

∆φ = sign(p̂ · (
−→
d′ ×

−→
d )) cos−1

( −→
d′ ·
−→
d

|
−→
d′ | · |

−→
d |

)
(3.24)

where p̂ indicates the unit vector between satellite and receiver,
−→
d′ and

−→
d′ are the

effective dipole vectors of the receiver and satellite antennas determined by the related

satellite body coordinate unit vectors (êx, êy, êz) and the local receiver unit vectors

(n̂, ê, û), respectively. Effective dipole vectors are given by

−→
d′ = êx − p̂ (p̂ · êx)− p̂× êy (3.25)
−→
d = n̂− p̂ (p̂ · n̂)− p̂× ê. (3.26)

The continuty of phase measurements between consecutive epochs should be guaranteed

by appending full cycles to the Phase Wind-up correction in Equation (3.24) [47].

3.8. Solid Earth Tide

The variations in the gravitational forces imposed by the Sun, Moon and other planets

give rise to deformations on the solid Earth. As a consequence, the ground stations

32



undergoes periodic movements, which is named the solid Earth tide. This displace-

ment may arrive up to 30 centimetres and 5 centimetres in vertical and horizontal,

respectively [47].

The site displacement induced by solid Earth tides are usually represented by spherical

harmonics. Love and Shida number characterize the degree and order (n,m) of this

spherical harmonics. At the same time, values of Love and Shida numbers are defined

depending on geographical location of the station and tidal frequency [52]. Typically,

the site displacement is split into two parts, which are the permanent and periodic parts.

Whereas periodic part can be mainly averaged out in the static positioning of the whole

day, the permanent part remains in such a while average position. The effect of the

permanent component can arrive up to 12 centimetres near middle latitudes. Both the

periodic and permanent tidal distortions must be taken into account completely to be

consistent with ITRF system convention [47]. The site displacement vector including

the effects of periodic and permanent parts can be computed by the following equation

[53]:

∆−→r =
3∑
j=2

GMjR
4
e

GMR3
j

{
h2 r̂

(
3(R̂j · r̂)2 − 1

2

)
+ 3 l2 (R̂j · r̂)

[
R̂j − (R̂j · r̂) r̂

]}
+
[
− 0.025m sin (ϕ) cos (ϕ) sin (ΘGr + λ)

]
· r̂

(3.27)

where,

GMj gravitational parameter for the Moon (j=2) or the Sun (j=3),

GM gravitational parameter for the Earth,

R̂j,Rj

unit vector from the geocenter to Moon (j=2) or Sun (j=3) and the magnitude

of the that vector,

Re Earth’s equatorial radius,

r̂, r
unit vector from the geocenter to the station and the magnitude of the that

vector,

h2 nominal degree 2 Love number,

l2 nominal degree 2 Shida number,

ϕ, λ latitude and longitude of the station,

ΘGr Greenwich Mean Sidereal Time.
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Based on the site latitude, h2 and l2 can be computed as:

h2 = 0.6078− 0.0006 [(3 sin2 (ϕ)− 1)/2]

l2 = 0.0847 + 0.0002 [(3 sin2 (ϕ)− 1)/2].

3.9. Ocean Loading

Temporal variations of the ocean mass distribution due to ocean tides produce time-

varying deformation on the Earth crust. Additionally, the ocean loading is more lo-

calized and cause fewer displacements on the Earth crust in comparison with the solid

Earth tides. Ocean loading effect is negligible for static positioning over twenty-four

hours period as well as stations which are far from the oceans, whereas it must be taken

account in precise kinematic positioning or precise static positioning near coastal re-

gions [47]. The effects of ocean loading can be obtained by:

∆c =
∑
j

fj Acj cos (wj t+ χj + uj − φj) (3.28)

where j represents the 11 tidal waves (M2, S2, N2, K2, K1, O1, P1, Q1, Mf , Mm, Ssa),

fj and uj depend on the longitude of the lunar node, w and χ are the angular velocity

and the astronomical arguments for the tidal wave component j at time t = 0h, Acj and

φj are station specific amplitude and phase coefficients for the tidal wave component

j [53].

3.10. Polar Tide

The variations of the Earth’s instantaneous axis of rotation give rise to periodical

deformations on Earth’s crust. The polar tide displacements can reach up to 25 mm

in vertical and 7 milimetres in horizontal directions. Unfortunately, unlike the solid

earth tides and the ocean loading effects, the pole tides do not average out over a 24

hours period. The polar tide correction must be applied when sub-centimetre position

precision is required [47]. The corrections to latitude (+north), longitude (+east) and

height(+up) in mm can be computed as follows:

∆ϕ = −9 cos (2ϕ) [(Xp −Xp) cosλ− (Yp − Y p) sinλ]

∆λ = 9 sinϕ [(Xp −Xp) sinλ+ (Yp − Y p) cosλ]

∆r = −33 sin 2ϕ [(Xp −Xp) cosλ− (Yp − Y p) sinλ]

(3.29)
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where ϕ and λ are station latitude and longitude, (Xp − Xp) and (Yp − Y p) are the

pole coordinate variations from the mean poles (Xp, Y p) in seconds of arc [53].

3.11. Differential Code Biases

The difference between signal travel times caused by the hardware group delay differ-

ences in satellite and receiver equipment is named Differential Code Biases (DCBs).

The single frequency users must take DCBs into consideration in point positioning and

timing applications. Also, the dual frequency users require considering the effect of

DCBs when the signals employed in an ionosphere-free linear combination differ from

the one utilized in the precise products generation [54].

DCBs are typically divided into the satellite-specific and receiver-specific parts. The

receiver-specific bias is neglected in most positioning applications because its effect is

lumped into the receiver clock error in the estimation process. However, the satellite-

specific bias needs still to be corrected.

IGS and MGEX products are typically based on the ionosphere-free combinations com-

posed of particular observations (e.g. P1 and P2 observations for GPS). As previously

mentioned, if the receiver produces a different set of observations, the transformation

between corresponding observations must be performed. For example, the receivers

recording only C1 and P2 observations require the generation of P1 from C1 so that

the users using this receiver can make use of the IGS products to constitute P1 like

observation P1′ from C1:

P1′ = C1 + ∆P1−C1 (3.30)

where ∆P1−C1 is DCB between P1 and C1 observations.

DCBs are calculated and broadcast to GNSS users by several agencies. CODE gen-

erates a averaged set of DCBs for GPS and GLONASS satellites in every month [55].

Also, the multi-GNSS DCB products are provided to users by two agencies (DLR and

Chinese Academy of Sciences, CAS) as a part of IGS MGEX project [29].

3.12. Cycle Slips

Highly accurate GNSS positioning can be achieved through the carrier phase observa-

tions. Traditional PPP approach makes use of the ionosphere-free combinations of dual

frequency code and phase observations [2]. Although carrier phase observations provide
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more accurate positioning relatively, they include the integer ambiguity parameter as

an unknown (see Equation (2.4)) at the same time. The integer ambiguity parameter

must be corrected or estimated to achieve high positioning accuracy in carrier phase

observations.

Also, carrier phase observations can be subjected to instantaneous jumps, which are

called the cycle slips. Cycle slip is a abrupt jump in the carrier phase observations

caused by GNSS receiver failure to signal tracking. A cycle slip typically occurs on

measurements of one satellite at a particular epoch. The occurrence of cycle slips gives

rise to a discontinuity in the measurements. If the cycle slips remain unrepaired, it can

deteriorate the accuracy and convergence time in PPP. Therefore, cycle slips must be

detected and repaired correctly in precise positioning applications. A range of meth-

ods based on the dual-frequency combinations can be successfully used for the cycle

slip detection. Melbourne-Wübbena (MW) combination (see Equation (2.30)), which

includes wide-lane ambiguity, is typically used for this purpose due to its low noise

level and insensitiveness to ionospheric variations. Wide-lane ambiguity is computed

as follows:

N s,j
5 =

MW

λs5
(3.31)

where λs5 = c/(f1− f2) is the wide-lane wavelength, N s,j
5 = N s,j

1 −N
s,j
2 is the wide-lane

ambiguity, s and j are the particular system and satellite, respectively. The cycle slip

term can be computed by tracking the wide-lane ambiguity:

[∆N s,j
1 (i)−∆N s,j

2 (i)] = N s,j
5 (i− 1)−N s,j

5 (i) (3.32)

where i indicates the related epoch. If observation arc does not include any cycle slip,

the variation of the cycle slip term must be at the noise level of wide-lane ambiguity,

which equals to approximately 0.6 cycles. Cycle slip is detected at an epoch if the cycle

slip term is greater than a threshould value, e.g. four times of the standard deviation.

Otherwise, it is assumed that there is no cycle slip at the epoch [56].

Although the MW combination is quite useful in identifying cycle slips, it has some dis-

advantages as well. For example, this method cannot detect cycle slips when they have

the same size and same sign on both carriers. Moreover, the magnitude of cycle slips on

both measurements cannot be distinguished them each other. Because of these reasons,

it is necessary to utilize the MW combination in conjunction with another method. The

geometry-free (GF) combination of carrier phase measurements (Equation (2.14)) can

be employed together with the MW combination for this purpose.

Geometry-free (GF) combination eliminates all geometry-dependent terms, but it still

36



includes ionospheric errors and phase ambiguities as well as inter-frequency hardware

biases. Large ionospheric activity or long observation intervals give rise to significant

variations on GF combination. Furthermore, the ionospheric refraction is mainly de-

pendent on the satellite elevation angle. In order to reflect this relation, a threshold

value dependent on the elevation angle should be used for preventing false detection of

the cycle slips [57]. Cycle slip term based on GF combination can be formed by:

abs(Ls,j4,r(i)− L
s,j
4,r(i− 1)) > sσ + ∆lmax (3.33)

where i indicates the related epoch, s depends on the confidence level (generally s = 3

or s = 4), σ indicates the standard deviation of GF combination and ∆lmax is an

empirical value used to bound possible ionosphere changes between consecutive epochs

where 0.4 m/hr can be used for ∆lmax [57]. The standard deviation value can be

determined based on the satellite elevation angle as:

σ =
√

2 (σ2
L1 + σ2

L2) ·M(E), M(E) = 1 + 10 e
−E
10 (3.34)

where σ2
L1 and σ2

L2 are the standard deviations of carrier phase measurements for fre-

quencies 1 and 2, and the elevation angle is indicated by E.

Figure 3.5 and Figure 3.6 show two extraordinary situations in cycle slip detection.

These simulations have been formed adding extra cycles to L1 and L2 carrier mea-

surements which are free of cycle slips in the same arc. Figure 3.5 shows that GF

combination is insensitive to cycle slips when both carrier phases have the particular

cycle slip pairs (77n1 & 60n2, n = ±1, 2, 3, ..). Similarly, Figure 3.6 indicates that MW

combination cannot detect cycle slips when they have the same size and same sign in

both carrier phase observations (e.g. n1 = n2 = 10). Therefore, MW combination has

been used together with GF combination to detect cycle slips, determine their size and

repair carrier phase measurements in this thesis.
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(a) MW combination (b) GF combination

Figure 3.5: Simulation of cycle slip based on the values of additional cycles on L1 and
L2 frequencies n1 = 77, n2 = 60.

(a) MW combination (b) GF combination

Figure 3.6: Simulation of cycle slip based on the values of additional cycles on L1 and
L2 frequencies n1 = 10, n2 = 10.
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3.13. Summary

Finally, PPP error sources and their mitigation strategies are indicated in Table 3.5.

In addition, the table shows the possible effect of each error sources on the line of sight

(LOS) direction when any correction is not applied.

Table 3.5: PPP error sources, their mitigation strategies and possible effects on line of
sight direction.

Error Sources
Effect on LOS di-
rection

Mitigation tech-
nique

Orbit error after broadcast
ephemeris compensation

∼ 1 m Precise orbit

Clock error after broadcast
ephemeris compensation

∼ 2 ns (0.6) m Precise clock

Ionosphere (first order) removed
Ionosphere-free com-
bination

Troposphere ∼ 2.3 m

Dry part is corrected
by Saastamoinen
model, wet part is
estimated

Relativistic effect on satellite
clock

∼ 1 m Equation (3.19)

Relativistic effect on signal
propagation

∼ 1− 2 cm Equation (3.20)

Satellite antenna PCO ∼ 2 m IGS ANTEX file

Satellite antenna PCV ∼ 1− 2 cm IGS ANTEX file

Receiver ARP ∼ 10 cm
Observation file
(RINEX)

Receiver antenna PCV ∼ 1 cm IGS ANTEX file

Phase Wind-up ∼ 1 cycle Equation (3.24)

Solid Earth tide ∼ 30 cm Equation (3.27)

Ocean Loading ∼ 5 cm Equation (3.28)

Polar tide ∼ 2.5 cm Equation (3.29)

∗LOS: Line of sight, PCV: Phase center offset, PCO: Phase center variation,
ARP: Antenna reference point
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4. TRADITIONAL AND MULTI-GNSS PPP APPROACHES

PPP, which can achieve centimetre or decimetre-level positioning accuracy with only

one receiver, has been a popular topic among the GNSS community over the past

decade. Nevertheless, convergence time is still the main restriction of PPP due to the

requirement to estimate float ambiguities with the limited number of visible satellites.

As mentioned in Subsection 2.4.2, it can be possible to fix the ambiguity parameters

as integer numbers when the ambiguity parameters regain integer nature using the

external corrections. These methods are named the ambiguity-fixed solutions due to

the recovery of the integer characteristic and can be utilized to shorten the convergence

time [10, 12, 11, 13]. The other way to lessen the convergence time is to provide

additional satellite resources. The emergence of new satellite-based navigation systems

provides an opportunity to enhance the number of visible satellites and to lessen the

convergence time consequently [16, 19]. On the other hand, the integration of the new

systems entails new approaches on PPP modelling. This chapter focuses on integrating

the multi-GNSS to improve the PPP performance and provides information about the

traditional and multi-GNSS PPP models.

Regardless of the employed model, estimation of a set of parameters, such as the

receiver position and clock offset with an appropriate estimation method (e.g. Kalman

filter or least squares adjustment), is essential in PPP. Since Kalman filter provides

additional information on how the states change with time, which contributes to more

accurate solutions if assumption is correct, and also it makes possible to update the

state vector using fewer measurements than the estimated parameters, the Kalman

filter is employed as the estimation method in this thesis [58]. In accordance with

the common implementation, this chapter includes the mathematical description of

Kalman filter, namely Extended Kalman filter, as the first step to PPP modelling

since the functional and stochastic components of the model depend on the estimation

method widely.

In summary, this chapter includes the mathematical representation of Extended Kalman

filter, the description of functional and stochastic models of traditional PPP approach,

the presentation of improved multi-GNSS PPP models and the introduction of further

improvements.
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4.1. Extended Kalman Filter

Kalman filter is an optimal recursive algorithm which employs all available measure-

ments and a priori information about the system and measurements to estimate a set

of variables with the statistically minimized error [59, 60]. The Kalman filter carries

forward all previous information in the filter instead of saving and reprocessing all pre-

vious data, which means that it is recursive. Also, it is optimal because of satisfying

the general optimality conditions given as follows:

lim
n→∞

P (|x̂− x| < ε) (4.1)

E(x̂) = x (4.2)

E{(x̂− E(x̂))T (x̂− E(x̂))} = min (4.3)

where n is the sample size, x is the state vector, x̂ is the estimate of the state vector,

ε is a very small value, P () is the statistical probability and E() is the statistical

expectation [61].

The Kalman filter provides solution to the estimation of the state which is controlled

by a linear discrete-time process. If estimation process and/or measurement model is

non-linear, Extended Kalman filter (EKF), which extends the scope of Kalman filter

to nonlinear optimal filtering problem, is applied [62].

The non-linear dynamic model employed in EKF is expressed by

xk = f(xk−1, wk−1), (4.4)

and the non-linear measurement model is given as follows:

zk = h(xk, vk) (4.5)

where xk and xk−1 are the state vectors at epoch k and k−1 respectively, f is the state

transition function describing the dynamic model, zk is the measurement at epoch k,

h is the measurement model relating the state xk to the measurement zk, and wk and

vk are random variables that indicates the zero-mean process and measurement noise,

respectively.

The individual values of the noise are actually uncertain at each step, where the state

41



vector can be approximated as:

x̃k = f(x̂k−1, 0) (4.6)

and the non-linear measurement model can be expressed as:

z̃k = h(x̂k, 0) (4.7)

where x̃k and z̃k indicate the approximate state and measurement vectors. It should be

noted that the random variables don’t follow a normal probability distribution as they

undergo the non-linear transformation process [62]. Therefore, the non-linear dynamic

and measurement model equations that linearise an estimate about Equation (4.6) and

Equation (4.7) are given as follows:

xk ≈ x̃k + A(xk−1 − x̂k−1) +Wwk−1
(4.8)

zk ≈ z̃k +H(xk − x̂k) + Vvk−1
(4.9)

where x̂k is an a posteriori estimate of the state at epoch k and

• A is the Jacobian matrix of partial derivatives of f with respect to x,

A[i,j] =
∂f[i]

∂x[j]

(x̂k−1, 0), (4.10)

• W is the Jacobian matrix of partial derivatives of f with respect to w,

W[i,j] =
∂f[i]

∂w[j]

(x̂k−1, 0), (4.11)

• H is the Jacobian matrix of partial derivatives of h with respect to x,

H[i,j] =
∂h[i]

∂x[j]

(x̃k, 0), (4.12)

• V is the Jacobian matrix of partial derivatives of h with respect to v,

V[i,j] =
∂h[i]

∂v[j]

(x̃k, 0). (4.13)

A, W , H and V are in fact different at each time step [62]. The prediction error ẽxk
and measurement residual ẽzk can be written as:

ẽxk ≈ A(xk−1 − x̂k−1) + εk (4.14)
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ẽzk ≈ Hẽxk + ηk (4.15)

where εk and ηk indicate new independent random variables having zero mean and

covariance matrices WQW T and V RV T , respectively. It can be noticed that Equa-

tion (4.14) and Equation (4.15) are linear, therefore the new random variables approx-

imately follow the normal probability distribution as given in the following equations:

P (ẽxk) ∼ N(0, E[ẽxk ẽ
T
xk

]) (4.16)

P (ε̃k) ∼ N(0,WQkW
T ) (4.17)

P (η̃k) ∼ N(0, V RkV
T ). (4.18)

The EKF processing includes the prediction and update steps. In the prediction step,

the state vector which contains the estimated parameters and its covariance matrix

are estimated for the next steps. Then, the predicted state is corrected with respect

to the measurements at current step in order to acquire improved estimates of the

state vector. The equations in the update step are sometimes called the measurement

update equations. The equations for the prediction and update steps of EKF are given

as follows:

• EKF time update equations

x̂−k = f(x̂k−1, 0) (4.19)

P−k = AkPk−1A
T
k +WkQk−1W

T
k (4.20)

• EKF measurement update equations

Kk = P−k H
T
k (HkP

−
k H

T
k + V RkV

T )−1 (4.21)

x̂k = x̂−k +Kk(zk − h(x̂−k , 0)) (4.22)

Pk = (I −KkHk)P
−
k (4.23)

where x̂−k and x̂k are predicted and updated state vectors, respectively; P−k and Pk are

predicted and updated state covariance matrices, respectively; and Kk is the Kalman

gain matrix [62].

The computers typically use limited precision for floating point computations, which

causes numerical round-off errors. Therefore, the updated state covariance matrix

might fail to be symmetric and positive definite, which may lead to an ill-conditioned

implementation. To overcome this problem, Joseph form of Pk (Equation (4.23)),
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which ensures that Pk is symmetric positive definite, can be used as given by following

equation [63] :

Pk = [I −KkHk]P
−
k [I −KkHk]

T +KkRkK
T
k . (4.24)

The full operation process of EKF is demonstrated in Figure 4.1.

Figure 4.1: The complete EKF process steps.

4.2. Traditional PPP Approach

PPP is originally designed to obtain receiver position with the dual-frequency ionospheric-

free combinations of GPS measurements only. This approach, which was put forward

by Zumberge et al. [1] and developed by Kouba and Heroux [2]. The functional and

stochastic models used in the traditional PPP approach are described below.

4.2.1. Functional Model

The functional model, which is also called observation model, defines the mathematical

relationship between the measurements and unknown parameters. The traditional PPP

approach employs the ionosphere-free combination, which is a very popular way for

removing the first order ionospheric effect on the measurements (see Subsection 2.3.1).
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The equations of the ionosphee-free combinations for GPS can be reorganized as:

PG,j
3,r = ρG,jr + c d̃t

G

r − c d̃t
G,j

+ TG,jr + ε (P3,r) (4.25)

LG,j3,r = ρG,jr + c d̂t
G

r − c d̂t
G,j

+ TG,jr + λG3 N
G,j
3 + ε (L3,r) (4.26)

where

c d̃t
G

r = c (dtGr + bGP3,r
) (4.27)

c d̃t
G,j

= c (dtG,j + bG,jP3
) (4.28)

c d̂t
G

r = c (dtGr + bGL3,r
) (4.29)

c d̂t
G,j

= c (dtG,j + bG,jL3
) (4.30)

and other terms are the same as given in previous chapters. The following terminology

is found in the literature: c d̃t
G

r is the receiver code clock error, c d̃t
G,j

is the satellite

code clock error, c d̂t
G

r is the receiver phase clock error and c d̂t
G,j

is the satellite phase

clock error [15].

The main strength of PPP is to employ the precise products to eliminate satellite-

related clock and orbit errors. Typically, IGS final products are utilized to minimize

the effect of satellite code clock error in the ionosphere-free code observation, whereas

the receiver code clock error is estimated as well as the receiver position. At the same

time, satellite code clock correction obtained from IGS products is also applied to the

ionosphere-free phase observations in the traditional PPP model because IGS doesn’t

provide any phase clock correction. Taking all these into consideration, Equation (4.25)

and Equation (4.26) can be rewritten as follows:

PG,j
3,r = ρG,jr + c d̃t

G

r − c d̃t
G,j

+ TG,jr + ε (P3,r) (4.31)

LG,j3,r = ρG,jr + c d̃t
G

r − c d̃t
G,j

+ TG,jr + λG3 B
G,j
3 + ε (L3,r) (4.32)

λG3 B
G,j
3 = λG3 N

G,j
3 + (bGL3,r

− bGP3,r
)− (bG,jL3

− bG,jP3
) (4.33)

where the estimated ambiguity parameter (λG3 N
G,j
3 ) is actually a linear function of the

integer ambiguity and hardware biases of receiver and satellite. Thus, the estimated

ambiguity parameter is no longer an integer number and named the floating ambiguity.

The precise products are applied to ionosphere-free combinations, which removes the

first order of ionospheric effect, to mitigate the satellite orbit and clock errors. Ad-

ditionally, the error handling strategies described in the previous chapter are used to

model the rest of error sources. After correcting the whole error sources, the observa-
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tion model is given by the following simplified equations:

PG,j
3,r = ρG,jr + c d̃t

G

r + ZwetMwet(E) + ε (P3,r) (4.34)

LG,j3,r = ρG,jr + c d̃t
G

r + ZwetMwet(E) + λG3 B
G,j
3 + ε (L3,r) (4.35)

ρG,jr =
√

(xs − xr)2 + (ys − yr)2 + (zs − zr)2 (4.36)

where xs, ys, zs indicates the satellite position and xr, yr, zr indicates the receiver

position.

Apart from the direct interests, some unmodeled parameters remain as unknowns in

Equation (4.34) and Equation (4.35). The unknown parameters consist of three coor-

dinate components, one receiver clock offset, one zenith wet tropospheric delay com-

ponent and the floating ambiguity parameters associated with each observed satellite.

Therefore, the state vector which includes the unknown parameters is given by:

x = [xr, yr, zr, c d̃t
G

r , Zwet, λ
G
3 B

G,1
3 , λG3 B

G,2
3 , ...] (4.37)

From the observation model, it can be seen that the measurement equations are non-

linear. Therefore, the design matrix consists of the Jacobians of the estimated param-

eters, that is the elements of the state vector, in the observation model. The Jacobians

of the observation model are expressed as follows:

∂PG,j
3,r

∂xr
=
∂LG,j3,r

∂xr
= −x

s − xr

ρ
,

∂PG,j
3,r

∂yr
=
∂LG,j3,r

∂yr
= −y

s − yr

ρ
,

∂PG,j
3,r

∂zr
=
∂LG,j3,r

∂zr
= −z

s − zr

ρ
,

∂PG,j
3,r

∂c d̃t
G

r

=
∂LG,j3,r

∂c d̃t
G

r

= 1,

∂PG,j
3,r

∂Zwet
=
∂LG,j3,r

∂Zwet
= Mwet(E),

∂PG,j
3,r

∂λG3 B
G,j
3

= 0,

∂LG,j3,r

∂λG3 B
G,j
3

= 1

The complete design matrix, which consists of the Jacobians, is given for each satellite
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as follow:

H =


−x

s − xr0
ρ0

−y
s − yr0
ρ0

−z
s − zr0
ρ0

1 Mwet(E) 0 ...

−x
s − xr0
ρ0

−y
s − yr0
ρ0

−z
s − zr0
ρ0

1 Mwet(E) 1 ...



4.2.2. Stochastic Modelling

Kalman filter requires the statistical characteristics of estimated parameters as well as

the statistical properties of measurements. The well-defined statistical behaviour of

both measurement and parameter pave the way to achieve a appropriate solution. The

general way to specify the statistical properties of the measurements is to construct the

observation covariance matrix which is indicated by R in Equation (4.21). Moreover,

the kinematic behaviour and variations of the parameters with time determine the

stochastic properties of the estimated parameters.

Because the traditional PPP approach employs the ionosphere-free combinations, the

error propagation law must be applied to obtain the variances of the linear combinations

as follows:

σ2
PIF

=

(
f 2

1

f12 − f 2
2

)
σ2
P1

+

(
f 2

2

f12 − f 2
2

)
σ2
P2

= 6.481σ2
P1

+ 2.389σ2
P2

(4.38)

σ2
LIF

=

(
f 2

1

f12 − f 2
2

)
σ2
L1

+

(
f 2

2

f12 − f 2
2

)
σ2
L2

= 6.481σ2
L1

+ 2.389σ2
L2

(4.39)

where σ2
P1

and σ2
P2

are the variances of pseudorange observations on frequency 1 and

2, respectively and σ2
L1

and σ2
L2

indicate the variances of carrier phase observations

on on frequency 1 and 2, respectively. The variances of ionosphere-free combinations

(σ2
PIF

, σ2
LIF

) constitute the diagonal components of the observation covariance matrix

(R). The off-diagonal elements of observation covariance matrix are zero since the

phase and code observations are presumed to be uncorrelated.

Apart from the systematic errors and biases, the code and phase pseudoranges are

influenced by random noises. The most of the random noises consists of the actual

observation noise and multipath effect. The multipath is frequency dependent and

its effect is much lower on carrier phases than code pseudoranges. Furthermore, the

pseudorange observable has considerably greater wavelength than the carrier phase

observable. As a consequence, the code observations has the relatively larger level of
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noise in comparison with the phase observations [31]. Table 4.1 indicates typical noise

levels of GPS observations.

Table 4.1: GPS observation noise levels [31].

Observation Noise amount

Code pseudorange (Coarse acquisition) 10 cm to 300 cm

Code pseudorange (Precise) 10 cm to 30 cm

Carrier phase range 0.2 mm to 5 mm

An additional consideration to take into account is that the noise level of GPS ob-

servations is directly related to satellite elevation angle. The multipath effect and

ionospheric and tropospheric delays are considerably higher level at lower elevations

[64]. Therefore, an elevation dependent model should be used to relate the noise level

with the elevation angle (E) as follows:

k =

sin2E, E < 30

sinE, E > 30

σ2
P =

σ2
P,0

k
and σ2

L =
σ2
L,0

k

(4.40)

where σ2
P,0 and σ2

L,0 indicate the initial variances of code and phase observations, re-

spectively.

As previously stated, it is required to define the stochastic properties of estimated

parameters as well as the stochastic characteristics of measurements in the Kalman

filter. The prior uncertainty of estimated parameters and epoch-to-epoch variation of

the dynamic model should be specified appropriately.

In the traditional PPP model, the state vector consists of three coordinate components,

one receiver clock offset, one zenith wet tropospheric delay and ambiguity parameters

as stated before. The expected values of estimated parameters constitute the initial

state vector x̂0. Assuming there is no correlation between components of the state

vector, the initial covariance matrix P0 includes only diagonal elements.

On the other hand, it is quite difficult to define the behaviour of dynamic model

correctly. While Coordinate components, zenith wet tropospheric delay and receiver

clock offset might be modelled by using random walk process, carrier phase ambiguity

parameters are assumed to be constant if there is no cycle slip. The differential equation
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of the system dynamics for random walk process is given by the following equation as:

ẋ(t) = F (t)x(t) + w(t), w(t) ≈ q(t) (4.41)

where F (t) is the system dynamic matrix, w(t) is the random white noise which is

defined by the spectral density matrix q(t). The propagation of the system dynamic

covariance matrix can be simplified as follow [65]:

Q =

∫ ∆t

0

A(t) q(t)A(t)T (4.42)

where Q is the process noise matrix, ∆t is the time difference and A(t) is the transition

matrix.

In static positioning, the transition matrix for the station coordinates is an identity

matrix and the noise matrix can be depicted as:

Qpos =


qX ∆t 0 0

0 qY ∆t 0

0 0 qZ ∆t

 (4.43)

where qX , qY , qZ are the spectral densities of position components.

Similarly, the transition matrix for the receiver clock offset and zenith wet tropospheric

delay is still an identity matrix and the process noise of these parameters are given as

follows:

Qclock =

[
qclock ∆t

]
(4.44)

Qtrop =

[
qtrop ∆t

]
(4.45)

where qclock and qtrop are spectral density of the receiver clock and zenith wet tro-

pospheric delay, respectively. The stochastic properties of the estimated parameters

indicated in Table 4.2 can be used for the Kalman filter [16, 66].

4.2.3. Quality Control

One of the essential steps of the filtering process is to validate the filter performance

which is directly related to the measurements because the Kalman filter updates the

state vector at each epoch using the measurements. Because of the recursive character,
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Table 4.2: Stochastic properties of the estimated parameter for traditional PPP ap-
proach

Component Model Spectral Density

Position Random Walk 0 (in static mode)

Receiver Clock Offset Random Walk 1× 105 m2/sec

Tropospheric zenith wet delay Random Walk 1× 10−9 m2/sec

Phase ambiguities Constant 0

any error in the measurements deteriorates the filtering performance for the subsequent

epochs. Consequently, it is required to detect and tolerate the erroneous measurements.

The erroneous measurements can result from the multipath, cycle slip, receiver clock

jump and other error sources. How to deal with the cycle slip and clock jump is

comprehensively explained in the previous chapter. However, it is essential to control

the consistency of measurements with the stochastic model. The innovation sequence

vector which describes the difference between the predicted and actual measurements

is typically employed to detect the inconsistency as follows:

vk = zk − h(x̂k, 0) (4.46)

where zk is the actual measurements and h is the measurement model.

The innovation sequence must follow the normal distribution for an optimal filter.

Therefore, the innovation sequence typically reflects the effect of erroneous measure-

ments. Firstly, a global statistical test is conducted to determine whether the innova-

tions are Gaussian. If any anomaly is identified in the global test, a local statistical

test should be conducted to distinguish which measurement is most likely erroneous.

The measurement having the maximum local test value is presumed to be an outlier.

The procedure of the global and local tests is summarized as follows [67].

Global Test:

T = vTk Sk vk | T < χ2
α(mk, 0) (4.47)

Local Test:

w =
(vk)i√
(Sk)ii

(4.48)

where,
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Sk = Rk +Hk P
−
k H

T
k

α : level of significant

mk : degrees of freedom

χ2
α(mk, 0) : upper α probability point of the Chi-squared distribution

Hk : design matrix

Rk : observation covariance matrix

P−k : predicted parameter covariance matrix

4.3. Multi-GNSS PPP Approach

Although traditional PPP approach globally provides centimetre-level positioning accu-

racy, the convergence time is still the main limitation of PPP. The ambiguity parameter

in traditional PPP, as previously described, is a float number and named float ambi-

guity, therefore the initializing time, i.e. convergence time, is pretty long. In general,

it approximately takes 20 minutes for positioning solution to achieve 20 centimetres or

better horizontal accuracy in static mode [35]. The positioning accuracy and conver-

gence time mainly depend on the user environment, the observation session length and

the geometry and number of the visible satellites.

Due to independent, unlimited and highly precise positioning ability, PPP has re-

ceived much attention in recent years. However, it is not preferable for a wide range

of real-time GNSS applications because of the restriction caused by the convergence

time. Over the last decade, much effort has been made to shorten the convergence

period with ambiguity resolution methods. These methods are pretty successful to re-

duce the convergence time, but they can be applied only if external corrections, which

are mainly obtained from a network solution, are available. This method is typically

named ambiguity-fixed solution and requires a service provider to obtain the related

corrections [10, 11, 12, 13]. On the other hand, additional satellte resources make

it possible to optimize the satellite geometry and therefore to accelerate the conver-

gence speed. After achieving the full operational capability, GLONASS has provided

additional satellite resources to GNSS users. Some researchers which examine the per-

formance of combined GPS/GLONASS PPP confirmed that the additional satellites

enhance the PPP performance as regards convergence time and accuracy [16, 17, 18].

Additionally, with the emergence of the additional navigation systems like the Chi-
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nese BeiDou and European Galileo, the multi-GNSS PPP including four constellations

has been studied in recent years [19, 20]. The first results suggest that the combined

multi-GNSS has a potential to enhance the PPP performance significantly. However,

it is still required to validate the multi-GNSS PPP performance with further research

in various aspects.

Although the combined multi-GNSS provides an opportunity to enhance the PPP per-

formance, it entails new modelling approaches and more complex processing strategies.

There are some differences between the navigation systems, in terms of the spatial ref-

erence definition, working signal properties, applied corrections to hardware biases and

accuracy of precise products. Therefore, it is needed to deduce new functional and

stochastic models which ensure the integration of Multi-GNSS.

4.3.1. Functional Model

Because each navigation system uses its own spatial reference frame for positioning (see

Chapter 2.1), the coordinate system transformation must be performed to combine the

navigation systems. The other option to ensure the compatibility of reference systems

is to employ the precise products generated in the same reference system. Fortunately,

IGS provides the precise products for GNSS within the scope of MGEX project. For

the multi-GNSS process, the MGEX products given in Table 3.2 can be utilized to

eliminate the satellite orbit error and clock error which includes the satellite code

hardware bias.

Similar to the traditional PPP approach, the ionosphere-free combinations are em-

ployed to remove the first-order ionospheric effect in the multi-GNSS PPP model,

whose observation equations are written as follows:

PG,j
3,r = ρG,jr + c d̃t

G

r + ZwetMwet(E) + ε (PG
3,r)

LG,j3,r = ρG,jr + c d̃t
G

r + ZwetMwet(E) + λG3 B
G,j
3 + ε (LG3,r)

(4.49)

PR,j
3,r = ρR,jr + c d̃t

R

r + ZwetMwet(E) + ε (PR
3,r)

LR,j3,r = ρR,jr + c d̃t
R

r + ZwetMwet(E) + λR3 B
R,j
3 + ε (LR3,r)

(4.50)

PE,j
3,r = ρE,jr + c d̃t

E

r + ZwetMwet(E) + ε (PE
3,r)

LE,j3,r = ρE,jr + c d̃t
E

r + ZwetMwet(E) + λE3 B
E,j
3 + ε (LE3,r)

(4.51)

PC,j
3,r = ρC,jr + c d̃t

C

r + ZwetMwet(E) + ε (PC
3,r)

LC,j3,r = ρC,jr + c d̃t
C

r + ZwetMwet(E) + λC3 B
C,j
3 + ε (LC3,r)

(4.52)
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where G, R, E and C indicate GPS, GLONASS, GALILEO and BDS respectively.

Unlike other navigation systems, there exist various hardware biases in the GLONASS

receiving channels due to FDMA method, which utilizes the distinct frequency channel

for each satellite. Hence, the hardware biases are denoted as a sum of an average term

and a frequency-dependent term as follows:

bRPi,r
= bR,avgPi,r

+ δbRPi,r

bRLi,r
= bR,avgLi,r

+ δbRLi,r

(4.53)

where bR,avgPi,r
and bR,avgLi,r

are the average receiver hardware biases for code and phase,

respectively; δbRPi,r
and δbRLi,r

are the inter-frequency biases (IFB) [68].

At this stage, it is not required to consider the satellite-related hardware biases because

the phase biases have been eliminated in the receiver clock offset and the code biases

contaminated into the ambiguity parameter. As for the receiver, the average code

hardware bias is absorbed by the receiver clock offset. If Equation (4.53) are embedded

into Equation (4.50), GLONASS observations can be rewritten as:

PR,j
3,r = ρR,jr + c d̃t

R

r + ZwetMwet(E) + δbRP3,r
+ ε (PR

3,r)

LR,j3,r = ρR,jr + c d̃t
R

r + ZwetMwet(E) + λR3 B
R,j
3 + ε (LR3,r)

d̃t
R

r = dtRr + bR,avgP3,r

λR3 B
R,j
3 = λG3 N

G,j
3 + (bR,avgL3,r

+ δbRL3,r
− bR,avgP3,r

)− (bG,jL3
− bG,jP3

)

(4.54)

As it can be seen in the above equations, the GLONASS code pseudorange observation

contains the inter-frequency code bias (δbRP3,r
) parameter additionally. The IFBs may be

estimated in state vector, but this is usually not preferable because too many unknowns

weaken the model structure. Therefore, IFB parameters can be ignored in the multi-

GNSS model if only the pseudoranges take the quite smaller weight in comparison with

phase observations [16, 69].

On the other hand, if the equations from 4.49 to 4.52 are directly employed, there will

be many receiver clock offset parameters to be estimated. Instead, a more suitable

way is to introduce the system time bias parameters which reflect the time differences

between the other navigation systems and GPS [16, 19]. If the system bias parameters

are introduced according to the GPS receiver clock offset, the observation equations of

GLONASS, Galileo and BDS are given as:

PR,j
3,r = ρR,jr + c (d̃t

G

r + ISBR
r ) + ZwetMwet(E) + ε (PR

3,r)

LR,j3,r = ρR,jr + c (d̃t
G

r + ISBR
r ) + ZwetMwet(E) + λR3 B

R,j
3 + ε (LR3,r)

(4.55)
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PE,j
3,r = ρE,jr + c (d̃t

G

r + ISBE
r ) + ZwetMwet(E) + ε (PE

3,r)

LE,j3,r = ρE,jr + c (d̃t
G

r + ISBE
r ) + ZwetMwet(E) + λE3 B

E,j
3 + ε (LE3,r)

(4.56)

PC,j
3,r = ρC,jr + c (d̃t

G

r + ISBC
r ) + ZwetMwet(E) + ε (PC

3,r)

LC,j3,r = ρC,jr + c (d̃t
G

r + ISBC
r ) + ZwetMwet(E) + λC3 B

C,j
3 + ε (LC3,r)

(4.57)

where ISBR
r , ISBE

r and ISBC
r are GPS/GLONASS, GPS/GALILEO and GPS/BDS

system time bias parameters, respectively.

In the multi-GNSS model, the unknown parameters include the three position coor-

dinate components, one receiver clock bias, three inter system time biases, one zenith

wet tropospheric delay component and one real-valued ambiguity parameters for each

of the observed satellites. The state vector is given by:

x = [xr, yr, zr, c d̃t
G

r , ISB
R
r , ISB

E
r , ISB

C
r , Zwet, λ

G
3 B

G,1
3 , λG3 B

G,2
3 , ...] (4.58)

Like the traditional model, the design matrix of the multi-GNSS model is composed

of the Jacobians of the observation model according to the estimated parameters.

Jacobians of the inter-system time bias parameters are given by:

∂P s,j
3,r

∂ cISBR
r

=
∂Ls,j3,r

∂ cISBR
r

=

0 GPS, GALILEO and BDS satellites

1 GLONASS satellites

∂P s,j
3,r

∂ cISBE
r

=
∂Ls,j3,r

∂ cISBE
r

=

0 GPS, GLONASS and BDS satellites

1 GALILEO satellites

∂P s,j
3,r

∂ cISBC
r

=
∂Ls,j3,r

∂ cISBC
r

=

0 GPS, GALILEO and GALILEO satellites

1 BDS satellites

The Jacobians of other estimated parameters are the same as given in the traditional

PPP model.

4.3.2. Stochastic Modelling

It is essential to describe the stochastic models appropriately for achieving an opti-

mal solution in the Kalman filter. Determining statistical behaviour of both measure-

ments and estimated parameters in multi-GNSS data processing is complicated because

the combined GNSS model involves different kinds of measurements and parameters.

Therefore, the covariance matrix of measurements and the variations of the parameters
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with time should be handled carefully in the multi-GNSS model.

Akin to the traditional model, the measurement covariance matrix is composed of only

diagonal elements assuming there is no correlation between the measurements. The

diagonal elements of the covariance matrix are the variances of the ionosphere-free com-

binations calculated from Equation (4.38) and Equation (4.39), whereas off-diagonal

elements are zero. As given in Equation (4.40), it is recommended to employ the

weight model which depends on satellite elevation angle due to high amount of multi-

path and noise effect at low elevation angles. The covariance matrix for ionosphere-free

combinations of all GPS satellites is given as follows:

ΣεG =



σ2
P,G1 0 0 0 0 0 0 0

0 σ2
L,G1 0 0 0 0 0 0

0 0
. . . 0 0 0 0 0

0 0 0 σP,Gk 0 0 0 0

0 0 0 0 σL,Gk 0 0 0

0 0 0 0 0
. . . 0 0

0 0 0 0 0 0 σP,Gn 0

0 0 0 0 0 0 0 σL,Gn



(4.59)

Similarly, the covariance matrices of GLONASS, Galileo and BDS can be demonstrated

by ΣεR, ΣεE and ΣεC , respectively.

Typically, a ratio between code and phase observations, which is usually equal 100,

are used to weight the different observations in the same system. However, the covari-

ance matrix should reflect the weight of measurements obtained from different navi-

gation systems. Unlike the other navigation systems, GLONASS utilizes the FDMA

signal method. Hence, GLONASS code observations contain the receiver and satellite-

dependent inter-channel biases (ICBs). The ICBs can’t be embedded into receiver

clock offset because they differ for each satellite. It is recommended to assign small

weights to the GLONASS code measurements because the accuracy of GLONASS code

measurements is lower than GPS ones [16].

Additionally, the quality of the orbit and clock products are not at the same level

for all navigation systems. The MGEX precise products of GPS and GLONASS are
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generally at the same level as the standard IGS products. In addition, Galileo and BDS

products have poorer quality relative to GPS and GLONASS products [29]. Thus,

it is required to reflect the quality difference between the precise products on the

measurement covariance matrix. The initial variance ratio among the four systems can

be employed as follows:

σ2
P,G : σ2

P,R : σ2
P,E : σ2

P,C = 1 : 4 : 4 : 4

σ2
L,G : σ2

L,R : σ2
L,E : σ2

L,C = 1 : 1 : 4 : 4
(4.60)

In the multi-GNSS PPP model, there are additional three parameters to be estimated,

which are inter-system time biases. Random Walk process is employed to model these

parameters with the spectral density value 10−7 m2/sec [16, 66].

4.3.3. Quality Control

The quality check procedure described in Subsection 4.2.3 can be implemented into the

multi-GNSS PPP model for validating the Kalman filter performance.

4.4. Further Improvements

The exact description of both functional and stochastic models is essential to reach

an optimal solution in the implementation of the Kalman filter on PPP process. Tra-

ditionally, the ionosphere-free combinations are employed as the functional model for

PPP. Although the functional model is well-known for PPP, it is pretty tough to deter-

mine the stochastic properties appropriately. The Kalman filter requires initial values

of the estimated parameters and their initial covariances apart from the observation

data. A good initial knowledge of both process and measurements assists Kalman filter

in achieving an optimal solution, while insufficient or inexact a priori knowledge weak-

ens the precision of the PPP estimates. On the other hand, outliers and incorrectly

weighted measurements influence the filter performance adversely.

An adaptive robust Kalman filtering method, which introduces an equivalent covari-

ance matrix and an adaptive factor, can be applied for PPP processing [70, 71, 72].

In addition to adaptive robust Kalman filtering method, an alternative method to de-

termine the initial values of the unknown parameters and their covariance matrix are

presented in this section.
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4.4.1. Adaptive Robust Kalman Filter

Compared with the classical Kalman filter, an equivalent weight matrice and an adap-

tive factor are additionally introduced in the adaptive robust Kalman filter (ARKF)

process. The equivalent weight matrice is responsible for tolerating incorrectly weighted

observations. Additionally, the adaptive factor balances the contribution of state-space.

Essentially, ARKF is a combination of the robust estimation and adaptive filter, and

its recursive equations are expressed by the following simple form:

x̂−k = f(x̂k−1, 0) (4.61)

P−k = AkPk−1A
T
k +WkQk−1W

T
k (4.62)

Kk =
1

αk
P−k H

T
k (

1

αk
HkP

−
k H

T
k +Rk)

−1 (4.63)

x̂k = x̂−k +Kk(zk − h(x̂−k , 0)) (4.64)

Pk = [I −KkHk]P
−
k [I −KkHk]

T +KkRkK
T
k (4.65)

where Rk denotes the equivalent covariance matrix of measurements, αk is an adaptive

factor (0 < α ≤ 1) and the other terms are the same as given previously[72].

The main difference between the adaptive robust and classical Kalman filters is the

computation of the Kalman gain matrice (Equation (4.63)). In the classical Kalman

filter, the observations are either accepted or rejected according to a statistical test. It

means that the observation weight is either set as one or zero. Instead, a continuous

weighting function ranging from zero to one is utilized in the robust estimation.

The equivalent covariance matrix of measurements can be computed using the im-

proved IGG (Institute of Geodesy and Geophysics) III function as given the following

equations: [71, 72]

Ri = Ri/γi (4.66)

γi =


1 |ṽi| ≤ k0

k0

|ṽi|

(k1 − |ṽi|
k1 − k0

)2

k0 < |ṽi| ≤ k1

0 |ṽi| > k1

(4.67)

where γi is the variance inflation factor, ṽi is the standardized posterior residual, k0 and

k1 are two thresholds which are usually chosen as k0 = 1.5 ∼ 3.0 and k1 = 3.0 ∼ 8.0.

In contrast to the original version, the improved filtering scheme conducts equivalent

variance function for only the measurement with largest standardized residual instead
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of all measurements in each iteration.

In addition to the equivalent covariance matrix, an proper adaptive factor shall be

constructed to balance the influences of measurements and dynamic model. A three-

segment function depending on innovation-based statistics is presented by:

V k =

∑nk

i=1 ṽk∑nk

i=1 σ
2
Vk

(4.68)

αk =


1 |V k| ≤ c0

c0

|V k|

(c1 − |V k|
c1 − c0

)2

c0 < |V k| ≤ c1

0 |V k| > c1

(4.69)

where ṽk is the innovation, σ2
Vk

is the standard deviation of innovation, c0 and c1 are

two thresholds which are usually chosen as k0 = 1.5 ∼ 3.0 and k1 = 3.0 ∼ 8.0 [72].

The adaptive robust Kalman filter has recently received attention in many GNSS appli-

cations [70, 71, 73]. As for PPP, much effort has been made to enhance the effectiveness

of filtering solution through the adaptive robust Kalman filter. Moreover, many studies

have shown that the implementation of the adaptive robust Kalman filter in PPP pro-

cessing influences filtering performance positively as compared to the classical Kalman

filter [72, 74]. In this study, the adaptive robust Kalman filter scheme explained above

is applied.

4.4.2. Initialisation of Kalman Filter

As previously mentioned, Kalman filter requires the specification of initial values in a

proper way [62]. In the implementation of Kalman filter on PPP, insufficient or wrong

prior knowledge not only degrades the precision of the PPP estimates but also it may

lead to a failure of PPP solution. Unfortunately, a proper initial knowledge reflecting

the system dynamic is difficult to be obtained in most GNSS applications because

measurement quality and process dynamics vary depending on the application.

Herein an innovative method, which reflects the initial system dynamics appropriately,

is suggested to obtain a priori knowledge of the process. This method involves the

computation of initial parameters and their covariances using least squares adjustment

in the first epoch. Because least square independently determines the unknown pa-

rameters, estimated parameters are very close to actual values and represent the initial
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system dynamics in a proper way. Moreover, it is not required an extra information

about the system to perform least squares adjustment.

Least squares solution is simply given as follows [31]:

x̂ = (ATWA)−1ATWZ = N−1ATWZ (4.70)

where x̂ is the vector of unknowns, A is the design matrix, Z is the observation matrix,

W is the weight matrix of observations and N denotes the normal equation matrix.

The cofactor matrix of the estimated parameter vector is given by:

Qx̂ = N−1 (4.71)

The residuals (ṽ), the a posteriori variance of unit weight (σ̃2
0) and the covariance

matrix of the estimated parameters (Σx̂) can be calculated as follows:

ṽ = Z − Ax̂ (4.72)

σ̃2
0 =

ṽTWṽ

n− u
(4.73)

Σx̂ = σ̃2
0Qx̂ (4.74)

where n is the number of measurements and u indicates the number of unknown pa-

rameters, respectively.

The functional and stochastic models given for both traditional and multi-GNSS PPP

approaches can be used for least squares adjustment as well. However, the functional

models of PPP are non-linear, and thus a linearisation process using a Taylor expansion

around the approximate position is required. After the linearisation step, the least

squares method can estimate the unknown parameter iteratively. Finally, estimated

parameter and its covariance matrix are utilized by the Kalman filter as the initial

values.
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5. SOFTWARE DEVELOPMENT

As a part of the thesis, a PPP software package, named PPPH, was developed to both

design the PPP models and filtering techniques independently, and to evaluate the

multi-GNSS PPP performance. Consequently, PPPH was designed to perform PPP

process accepting data from GPS, GLONASS, Galileo and BeiDou. The theoretical

background of the software is based on the models and methods described in the

previous chapters.

PPPH was developed in MATLAB R© environment due to its highly suitable architec-

ture for technical computing. MATLAB is a high-level language for programming,

computing, and visualization of data through its matrix-based structure and built-in

graphics. PPPH only requires the installation of MATLAB in the related computer.

However, MATLAB version should be 2016a or newer because the graphical user in-

terface (GUI) of software was developed using the MATLAB App Designer which is a

special environment to design and develop the visual components of a user interface.

In addition to MATLAB core files, PPPH does not need any MATLAB toolbox.

PPPH fundamentally consists of five main components:

• Data importing,

• Preprocessing,

• Modelling,

• Filtering,

• Analysis

Each of the components and their options are represented by a related section in the

GUI of PPPH. The sections will be briefly explained in this chapter.

5.1. Data Importing

There are several file formats designed to exchange data within the GNSS community.

Navigation data required for performing PPP processing such as observations, satellite

orbits, and clocks, etc. are provided in its specific file format as well. Before performing
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PPP process, it is required to extract and make data ready to be utilized. For this

reason, the first component of PPPH is to handle files and data appropriately. In

PPPH, relevant data can be easily imported into the software using the data importing

section indicated in Figure 5.1. This section allows users to specify five fundamental

files for PPP, which are observation file, precise orbit file, antenna correction file, clock

correction file and differential code bias file.

Figure 5.1: Data importing section of PPPH GUI.

The observation files use RINEX format as the standard exchange format, and PPPH

is compatible with RINEX 2 and 3 versions. Additionally, PPPH can process files

comprising GLONASS, Galileo, and BeiDou observations together with GPS observa-

tions. At this stage, it can be decided which system observations will be utilized for

PPP process. When it comes to precise navigation data, SP3 is the standard format

accepted by the GNSS community. In addition to SP3 files produced by IGS, PPPH is

also compatible with MGEX products described in Section 3.1. PPPH can also process

ANTEX files which contain the antenna PCOs and PCVs of satellites and receivers.

In addition to precise satellite positions, SP3 file contains satellite clock corrections.

Nevertheless, it is not recommended to use satellite clock corrections obtained from the

SP3 file for precise GNSS applications due to long sampling interval. As an alternative,
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the CLK file including high-rate clock data can be used for satellite clock corrections.

PPPH can process the CLK file if ”Clock File” is selected as the clock source option.

In the case of CLK file is used, its sampling interval has to be specified. Finally, the

DCB file which contains differential code biases between P1 and C1 observations of

satellites can be imported into PPPH if ”P1-C1 ” is selected as DCB option. These

last two files are optional for PPP processing, while first three files are obligatory.

5.2. Preprocessing

Raw data obtained from data importing section require a pre-processing step to miti-

gate gross errors and inconsistencies in the data. PPPH accepts user preferences related

to this step through the preprocessing section shown in Figure 5.2. After preprocessing

step, the data get completely ready for the filtering process.

Figure 5.2: Preprocessing section of PPPH GUI.

Outliers in the data are detected and eliminated at the initial stage of the preprocessing

step. Then, cycle slips in the phase measurements are detected and repaired using the

algorithms described in Section 3.12. Herein, there are options to decide which cycle
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slip methods will be applied. Moreover, there is an option to determine whether clock

inconsistencies will be checked as described in Section 3.2. As well, PPPH provides a

option whether or not the code observations will be smoothed with phase observations.

The last choice in the preprocessing section is to specify the elevation cut-off angle.

5.3. Modelling Options

Modelling component of PPPH is responsible for calculating the corrections to mitigate

the influence of error sources on GNSS measurements. These corrections are categorized

into four groups in the modelling options section of PPPH depending on their effect

(see Figure 5.3). Table 5.1 shows the correction types and handling strategies provided

by PPPH. Because Chapter 3 explains the strategies to handle relevant error sources

comprehensively, herein only corresponding sections are referred in the table.

Figure 5.3: Modelling options section of PPPH GUI.

The corrections to be employed can be selected in modelling options section of PPH

as can be seen in Figure 5.3. Thus, PPPH provides an opportunity to evaluate the

impacts of corrections on the filtering solution separately.
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Table 5.1: Corrections and handling strategies provided by the modelling sections of
PPPH.

Category Correction type Handling strategy

Satellite

Clock offset Section 3.1

Antenna phase center Section 3.6

Wind-up Section 3.7

Receiver
Antenna phase center Section 3.6

Antenna reference point Section 3.6

Atmosphere
Ionosphere Ionosphere-free comb.

Troposphere Section 3.3

Other
Relativistic clock Section 3.5

Relativistic path range Section 3.5

Solid tide Section 3.8, 3.9, 3.10

5.4. Filtering Options

The adaptive robust Kalman filter is utilized in PPPH to estimate the state-space

vector. The functional and stochastic models related about PPP are comprehensively

described in the previous chapter. Accordingly, PPPH enables to specify the options

and parameters of the Kalman filter through the filtering options section of GUI (see

Figure 5.4).

In this section, there are two options to determine initial values of the Kalman filter;

the selection of parameters manually and the determination of parameters using the

least squares adjustment. Similarly, process uncertainty parameters can be manually

determined. Moreover, a priori position can be defined in two ways if ”using least

squares” option is deactivated. One of these is to use approximate position obtained

from the observation file, while the other is to specify position manually. Finally,

standard deviations and weighting methods of the measurements can be defined in the

filtering options section of GUI.

After all these selections, filtering process is started with the RUN button situated in

the main screen for the interval specified by the user. An output file containing the

results is created by PPPH at the end of the filtering process.
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Figure 5.4: Filtering options section of PPPH GUI.

5.5. Analysis

The last component of PPPH is the analysis section as indicated in Figure 5.5. This

section provides many tools to evaluate the qualities of filtering solution and data, com-

prehensively. First of all, it is essential to identify a reference point as a ground truth

to calculate the statistics, such as accuracy, root mean square error and positioning

error. Then, the accuracy and RMS values calculated in the local system appear in

the section panel together with the convergence time.

To analyze the epoch-by-epoch variations of positioning error, PPPH provides three

different plot options, which are ;

• NEU positioning error, which demonstrates the errors in north, east and up

directions separately (Figure 5.6a),

• Horizontal positioning error (Figure 5.6b),

• 3D positioning error indicating the total spatial error (Figure 5.6c).

PPPH also enables to produce plots of receiver clock estimation, visible satellite number
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Figure 5.5: Analysis section of PPPH GUI.

and dilution of precision, example plots of which are given in Figure 5.7, respectively.

By means of these tools, PPPH provides a possibility to evaluate not only the filtering

performance but also the data quality.

A flowchart for the basic procedure of PPPH processing, which represents the whole

process step, is illustrated in Figure 5.8.
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(a) NEU positioning error. (b) Horizontal positioning error.

(c) 3D positioning error.

Figure 5.6: Examples of the positioning error plots generated by PPPH.
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(a) Receiver clock estimation. (b) Visible satellite number.

(c) Dilution of precision.

Figure 5.7: Examples of additional plots generated by PPPH.
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Figure 5.8: The flowchart of PPPH processing.
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6. TESTS AND RESULTS

This chapter presents the results and analyses of experimental tests conducted to evalu-

ate both the performances of the PPPH and multi-GNSS PPP model. Firstly, the data

collection procedure used in this study is described, and then the results are presented

and analysed in detail.

6.1. Data Description

Six IGS stations have been selected to be utilized in this study. They are HOFN,

NNOR, OUS2, REUN, UNB3, and WTZZ whose locations are indicated in Figure 6.1.

The main characteristic of these stations is that they are an MGEX stations equipped

with the multi-GNSS receivers to track GLONASS, Galileo and BeiDou satellites in

addition to GPS.

Figure 6.1: Distribution of IGS reference stations used in this study.

IGS broadcasts 30 seconds observation data of its reference stations regularly. Obser-

vation datasets collected from selected six stations during the days between 10-14 May

and 2-6 June 2015 were obtained via IGS services. Instead of 10 consecutive days, it

was preferred to use two 5-days periods to analyze the influence of ionospheric varia-

tions on the PPP models and algorithms. When deciding the time spans, Kp indices

have been taken into account. Kp index refers to an integer number between 0 and 9,

which represents the level of ionospheric activity [75]. Typically, the level of ionospheric
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activity is very quiet if Kp is lower than 1, it is moderately active if Kp is between 1

and 4.5, and it is highly active if Kp is greater than 4.5 [56]. Using 3 hours Kp indices

provided by GFZ (http://www.gfz-potsdam.de/en/kp-index/), two 5-days periods

have been determined among the quietest and most distributed days of 2015. Note

that the availability of MGEX data and products is an important restriction for this

selection.

Table 6.1 shows the daily average of 3 hours Kp indices for selected 10 days. As it

can be easily seen in the table, the first 5-days period is moderately active in terms

of ionospheric activity, while the second 5-days period is very quiet. Kp indices also

indicates that there is a high level of ionospheric activity on May 13, 2015.

Table 6.1: Daily average Kp indices of the days between 10-14 May and 2-6 June 2015.

Days (2015) May 10 May 11 May 12 May 13 May 14

Kp index 2.2 2.9 3.0 4.9 2.0

Days (2015) June 2 June 3 June 4 June 5 June 6

Kp index 0.8 0 0 1.2 1.6

Finally, IGS final products were utilized to eliminate the orbit and clock errors in

GPS-only PPP, while MGEX products produced by GFZ were utilized for multi-GNSS

PPP processing,. The specifications of these products were previously described in

Section 3.1.

6.2. Validating the Positioning Performance of PPPH

The positioning performance of PPPH is required to be validated by comparing a ref-

erence or the other PPP estimates. For this purposes, two comparisons were performed

within the study. The first test is performed by comparing the PPP estimates of the

software with the reference coordinates as regards the convergence time, accuracy and

precision. The second is to compare the results of PPPH with the ones which are

acquired from the other PPP software or services, statistically.

To assess the positioning performance, 24 hours datasets explained before were pro-

cessed in PPPH in static mode including the only GPS satellites. As mentioned above,

the quality assessment of the estimates was made in three aspects, which are accu-

racy, precision and convergence time. To determine the accuracy of PPP estimates,

IGS weekly solutions, which include very precise station coordinates, were used as the

ground truth. The positioning error, that is the difference between the PPP solution
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and the ground truth, was computed in the topocentric system. Additionally, con-

vergence time was determined with the definition of the time taken until to achieve a

sub-decimetre 3D positioning accuracy and for a period longer than 5 minutes. Con-

cerning the precision, root mean square (RMS) error was computed as including the

whole epochs after the convergence time.

Table 6.2 shows the positioning errors acquired from the PPPH estimates at the end

of 24 hours processing. From the table, we can see that the horizontal and vertical

positioning errors have reached a maximum value of 1.7 cm and 3.5 cm, respectively.

Additionally, 80% of the horizontal positioning errors and 55% of the vertical posi-

tioning errors are less than 1 cm. It means that PPPH could provide centimetre-level

positioning accuracy. Furthermore, there is no significant difference between the posi-

tioning and RMS errors due to the rigorous error modelling in PPP, which shows that

the positioning estimates are very consistent after the convergence time. Also, Fig-

ure 6.2 illustrates the ten days convergence times for each station. It can be seen that

the convergence takes maximum 70 and minimum 8 minutes, respectively. It should be

mentioned that the number and geometry of visible satellites can vary the convergence

time significantly. Considering at least 1 hour is required to achieve 5 cm or better

horizontal positioning accuracy in standard PPP processing, the convergence time ob-

tained from PPPH processing is very comparable with the general acceptance [76].

Finally, it is observed that there is no considerable impact of ionospheric variations on

the PPP results when the positioning errors are taken into consideration.

Figure 6.2: Ten days convergence times of each station obtained from PPPH estimates.

The second validation can be made by comparing the results of PPPH with the other

software’s result. For this purpose, online PPP processing services can be employed to

validate the quality of PPPH estimates. Such services are the PPP software packages

generated and developed by leading universities and research institutes, and they are
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Table 6.2: Ten days positioning errors of six stations obtained from PPPH estimates
at the end of 24 hours processing

Station Day

Positioning
errors (cm)

RMS
errors(cm) Day

Positioning
errors (cm)

RMS
errors(cm)

N E U N E U N E U N E U

HOFN

1 0.4 0.7 -0.6 0.8 1.2 0.7 6 -0.3 0.7 -0.7 0.8 0.9 1.1

2 0.2 0.5 -0.8 0.5 1.1 1.5 7 -0.2 0.9 -0.6 0.3 1.1 0.7

3 0.1 1.4 -0.2 0.4 1.2 1.2 8 -0.1 0.9 -0.8 0.5 0.9 0.7

4 0.4 0.2 -0.3 0.5 1.8 2.0 9 -0.1 1.0 -0.6 0.3 1.2 0.7

5 0.3 0.7 -0.1 0.5 1.1 1.4 10 0.1 0.6 0.6 0.3 0.6 0.8

NNOR

1 -0.4 0.9 -0.2 0.4 1.7 1.5 6 -0.1 0.4 -0.9 0.3 1.2 1.6

2 -0.4 -0.1 -1.0 0.6 2.5 2.9 7 -0.2 0.3 -1.1 0.6 1.3 2.3

3 -0.4 -0.2 -0.4 0.7 1.7 1.2 8 -0.3 1.0 -1.4 0.4 1.8 2.2

4 -0.4 -1.2 -1.6 0.6 2.6 2.4 9 -0.6 0.9 -2.0 0.8 3.3 3.2

5 -0.6 -0.3 -1.7 0.8 1.0 2.2 10 0.1 1.1 -0.8 0.5 2.7 2.1

OUS2

1 0.8 1.1 0.1 1.2 1.2 1.2 6 0.1 0.7 0.6 0.4 0.9 1.8

2 1.6 0.1 1.2 1.9 0.8 1.7 7 0.6 0.2 -0.5 0.4 0.7 0.7

3 0.9 0.8 -0.1 1.2 1.2 1.3 8 0.1 0.9 -1.1 0.3 1.3 1.1

4 1.2 1.2 -0.3 1.5 2.1 1.7 9 -0.3 0.6 -1.5 0.5 0.7 1.3

5 0.5 0.6 -0.6 0.6 1.0 1.8 10 -0.4 0.7 -1.4 0.6 1.2 1.3

REUN

1 -0.3 0.1 0.7 0.2 0.7 0.9 6 -0.1 -1.4 -3.5 0.2 2.3 4.5

2 0.1 -1.0 -1.4 0.7 1.5 2.0 7 -0.4 -1.3 -1.3 0.3 1.8 1.4

3 0.1 0.8 -0.5 0.4 0.9 1.1 8 -0.3 -0.4 0.5 0.4 0.8 1.1

4 0.6 0.8 -0.3 0.7 0.9 0.9 9 -0.1 -1.1 -0.3 0.4 1.5 1.3

5 -0.7 0.2 -0.3 1.3 0.8 2.8 10 -0.3 -1.0 -0.6 0.3 1.1 0.9

UNB3

1 0.8 -1.4 -2.1 1.2 2.2 1.9 6 -0.4 -0.1 -1.7 0.9 0.8 2.5

2 1.0 -1.4 -2.2 1.5 2.2 2.9 7 -0.6 0.3 -1.6 1.1 0.5 2.7

3 0.6 -1.3 -1.3 1.1 2.2 1.7 8 -0.7 -0.3 -2.6 1.6 0.7 2.3

4 1.7 0.5 -1.1 2.5 2.5 2.7 9 -1.0 0.4 -1.9 1.4 0.6 2.5

5 0.3 -1.3 -2.0 0.6 2.1 1.6 10 -0.8 0.5 -1.5 1.1 0.6 2.0

WTZZ

1 0.3 1.2 -1.3 1.2 1.3 1.0 6 0.3 1.0 -0.2 0.3 1.4 1.1

2 -0.3 0.4 0.9 0.5 0.9 1.6 7 -0.3 0.3 -0.1 0.7 0.5 0.9

3 -0.2 0.5 1.4 0.1 0.7 2.8 8 -0.3 0.5 -1.2 0.5 0.7 1.1

4 1.0 -0.3 0.6 1.2 2.2 1.6 9 -0.4 0.2 -0.4 0.5 0.6 0.7

5 0.2 0.1 1.7 0.3 1.1 3.4 10 0.1 0.3 -0.9 0.4 0.7 0.8
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freely open to users 24-h per day. Currently, there are six online PPP processing ser-

vices free of charge, namely Online Positioning User Service (OPUS), Automatic Pre-

cise Positioning Service (APPS), Scripps Coordinate Update Tool (SCOUT), Canadian

Spatial Reference System Precise Point Positioning Service (CSRS-PPP), GPS Analy-

sis and Positioning Software (GAPS) and Geoscience Australia Online GPS Processing

Service (AUSPOS). Table 6.3 gives the developers and URLs of these services.

Table 6.3: Agencies and URLs of online PPP processing services.

Service Agency URL

OPUS
National Geodetic
Survey (NGS) of the
United States

https://www.ngs.noaa.gov/OPUS/

APPS
Jet Propulsion Labo-
ratory (JPL)

http://apps.gdgps.net/

SCOUT
Scripps Orbit and
Permanent Array
Center (SOPAC)

http://sopac.ucsd.edu/processing.shtml#

CSRS-
PPP

National Resources
Canada (NRCan)

https://webapp.geod.nrcan.gc.ca/geod/tools-

outils/ppp.php?locale=en

GAPS
University of New
Brunswick (UNB)

http://gaps.gge.unb.ca/

AUSPOS Geoscience Australia http://www.ga.gov.au/bin/gps.pl

Online PPP services offer an alternative to GNSS users which need to highly precise

positioning. The quality of results obtained from online PPP services is mainly depen-

dent on the data span [77, 78, 79]. In order to obtain PPP solutions, it is only required

to upload the observation data via the internet. A short time later, the results includ-

ing precise coordinates and other estimates are sent by e-mail. In general, online PPP

processing services produce coordinates in ITRF, however, some services have options

to obtain coordinates in their national geodetic reference frame.

Online PPP services have taken considerable attention within the GNSS community

over the past decade. These services have been widely used in GNSS applications, such

as vertical and horizontal displacement monitoring, marine applications, etc [80, 81, 82].

Additionally, several studies have shown that online PPP services enables centimetre-

level positioning accuracy for a 24 hours datasets in the static mode [78, 79, 83].

Among the options presented above, two of the most used online PPP services, CSRS-

PPP and GAPS, were chosen for the comparison with PPPH. Although the online

PPP services follow standart PPP processing strategy in general, there are certain

differences between them. Table 6.4 presents the main processing strategies of these
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online services in addition to PPPH.

Table 6.4: Main processing strategies of PPPH, GAPS, CSRS-PPP

PPPH GAPS CSRS-PPP

Constellation
GPS, GLONASS,
Galileo, BeiDou

GPS, Galileo,
BeiDou

GPS, GLONASS

Satellite orbit and clock IGS, MGEX
IGS or NRCan,
MGEX

IGS or NRCan

Satellite and receiver
phase center offset

IGS ANTEX

Observable Undifferenced, ionosphere-free linear combination of
dual frequecny code and phase observations

Weighting scheme Elevation angle-dependent

Processing mode Static Static/Kinematic Static/Kinematic

Troposphere

Dry model
Saastamoinen
(GPT2)

VMF1
(ECMWF) by
default

Davis (GPT)

Wet model Estimated Estimated
Hopfield (GPT)
initial and esti-
mated

Mapping function GMF VMF GMF

Adjustment method
Adaptive robust
Kalman filter

Sequential least
squares with
weighted con-
straints

Batch least
squares

Estimation Station coordinates, receiver clock offset, inter-system
bias, tropospheric wet delay, ambiguities

GPT: Global Pressure and Temperature data, GPT2: Global Pressure and Tem-
perature 2 data, ECMWF: European Center for Medium-Range Weather Forecast
data, GMF: Global Mapping Function, VMF: Vienna Mapping Function

In order to compare PPPH with online PPP services, same datasets were processed in

CSRS-PPP and GAPS, individually. It should be noted that CSRS-PPP does not have

an option to determine which navigation systems will be included in PPP processing.

So, CSRS-PPP necessarily perform PPP processing including GLONASS satellites in

addition to GPS satellites. However, GAPS is not compatible with GLONASS and

PPP solutions are performed with only GPS satellites. The results were statistically

evaluated in a similar way to previous analysis. Table 6.5 and Table 6.6 present the

5-days averaged positioning errors, RMS errors and convergence times obtained from
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PPPH, GAPS, and CSRS-PPP for the days between 10-14 May and 2-6 June 2015,

respectively.

When the results are analysed, it is observed that the average positioning errors ob-

tained from three services (or software) do not exceed 2.6 cm. Additionally, the 10-days

average 3D positioning errors of PPPH, GAPS, and CSRS-PPP are 1.6, 2.0 and 1.3 cm,

respectively, which means that centimetre-level positioning accuracy has been achieved

by. As a consequence, it is clear that PPPH is quite comparable with online PPP ser-

vices in terms of accuracy. Similarly, the RMS errors of all three services (or software)

are at the centimetre-level. Nevertheless, CSRS-PPP has relatively fewer RMS errors

in the whole directions. Probably an important factor for this result is that CSRS-PPP

employs GLONASS satellites in PPP processing together with GPS.

If the convergence results are analysed, we can see that the maximum convergence time

takes 39, 37, and 21 minutes in PPPH, GASP, and CSRS-PPP processing, respectively.

Also, the average convergence times for all stations are 28.8, 26.4, and 16.4 minutes for

PPPH, CSRS-PPP, and GAPS solutions, respectively. It should be noted that CSRS-

PPP solution converges to sub-decimetre positioning accuracy shorter than both PPPH

and GAPS probably because of including GLONASS satellites as described before.

Again, it can be said that three solutions are comparable with each other and with the

standard PPP acceptance as mentioned above.

The last matter about the comparison is to evaluate the impact of ionospheric variations

on PPP processing models and algorithms. If the results of the first 5 days, which is

experienced moderately high ionospheric activity, and the second 5 days, which is a

very quiet period in terms of ionospheric variations, are examined, it is seen that there

are not any significant difference. Therefore, it can be concluded that the PPP results

are rarely affected from the ionospheric variations.

In conclusion, the positioning performance of PPPH was validated by online PPP

services with regards to accuracy, precision, and convergence time. It can be said that

centimetre-level accuracy can be achieved by PPPH, and it is compatible with the

online PPP processing services.
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Table 6.5: Five days averaged PPP results for PPPH, GAPS and CSRS-PPP (May 10-14, 2015).

PPPH GAPS CSRS-PPP PPPH GAPS CSRS-PPP PPPH GAPS CSRS-PPP

Stations
Positioning errors (cm) RMS errors (cm) Convergence

N E U 3D N E U 3D N E U 3D N E U N E U N E U time (minutes)

HOFN 0.3 0.7 0.4 0.9 0.6 1.0 1.6 2.0 0.2 0.5 0.6 0.8 0.5 1.3 1.4 1.1 2.4 3.2 0.4 0.5 0.6 13 13 10

NNOR 0.4 0.5 1.0 1.2 0.8 0.3 1.0 1.3 0.2 0.4 1.0 1.1 0.6 1.9 2.0 0.9 0.6 1.1 0.3 0.5 1.0 27 22 15

OUS2 1.0 0.8 0.5 1.3 0.9 0.4 2.4 2.6 0.6 0.2 0.8 1.1 1.3 1.3 1.5 0.9 1.0 2.6 0.7 0.8 1.1 24 19 13

REUN 0.4 0.6 0.6 0.9 0.9 0.5 0.7 1.2 0.5 0.3 0.7 0.9 0.6 0.9 1.5 1.0 0.8 1.5 0.6 0.7 1.1 39 37 15

UNB3 0.9 1.2 1.7 2.2 1.2 0.4 1.2 1.7 0.3 0.5 0.8 1.0 1.3 2.2 2.2 1.5 0.9 1.2 0.7 0.9 1.4 20 18 10

WTZZ 0.4 0.5 1.2 1.4 0.8 0.4 1.9 2.1 0.3 0.3 1.8 1.9 0.7 1.2 2.1 0.7 0.6 2.2 0.3 0.7 1.8 38 36 21

Table 6.6: Five days averaged PPP results for PPPH, GAPS and CSRS-PPP (June 2-6, 2015).

PPPH GAPS CSRS-PPP PPPH GAPS CSRS-PPP PPPH GAPS CSRS-PPP

Stations
Positioning errors (cm) RMS errors (cm) Convergence

N E U 3D N E U 3D N E U 3D N E U N E U N E U time (minutes)

HOFN 0.2 0.8 0.7 1.0 0.4 0.4 1.9 2.0 0.3 0.3 0.4 0.6 0.4 0.9 0.8 0.5 0.6 1.8 0.4 0.5 0.7 18 31 10

NNOR 0.3 0.7 1.2 1.4 0.9 0.2 0.8 1.3 0.2 0.3 0.9 1.0 0.5 2.0 2.2 0.9 1.1 1.2 0.3 0.7 1.0 18 14 15

OUS2 0.3 0.6 1.0 1.2 0.9 0.5 1.8 2.1 0.7 0.4 0.9 1.2 0.4 1.0 1.2 0.9 1.2 2.6 0.8 0.8 1.6 12 19 10

REUN 0.2 1.0 1.2 1.6 0.8 0.7 0.9 1.3 0.5 0.4 0.8 1.1 0.3 1.5 1.8 1.1 4.1 4.7 0.6 0.8 1.2 18 16 15

UNB3 0.7 0.3 1.8 2.0 0.5 0.3 1.0 1.1 0.3 0.1 1.1 1.2 1.2 0.6 2.4 0.6 1.0 1.4 0.6 0.5 1.3 34 20 13

WTZZ 0.3 0.5 0.6 0.8 0.6 0.2 1.3 1.5 0.3 0.4 1.3 1.4 0.5 0.8 0.9 0.6 0.7 1.7 0.5 0.6 1.6 27 19 17
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6.3. Integrating Multi-GNSS to Improve the PPP Performance

The geometry and number of visible satellites, observation session length and quality of

precise products are important factors to determine the quality of PPP estimates. Since

the combined multi-GNSS provides additional satellite resources, it can improve the

PPP performance significantly. The contribution of multi-GNSS to PPP performance

is evaluated in this section.

Three different PPP scenarios, which are GPS-only, GPS/GLONASS and multi-GNSS,

have been introduced for the assessment of multi-GNSS contributions on the PPP per-

formance. Because the PPP performance closely depends on the geometry of visible

satellites as previously stated, first of all, the availability of visible satellites was anal-

ysed. For this purpose, 24 hours observation data collected from six MGEX stations

during 2-6 June 2015 were processed under three scenarios. The precise orbit and

clock products provided by GFZ were utilized for the whole systems for the sake of

consistency. Figure 6.3 presents the average number of visible satellites (per epoch) of

different combined system for each station.

Figure 6.3: Average numbers of visible satellites of different system combinations dur-
ing the days between 2-6 June 2015.

As it can be seen from Figure 6.3, the satellite availability depends on the geograph-

ical location of the station. If GLONASS satellites are employed together with GPS,

the number of visible satellites are increased at the rate of 74% in average. This rate

ranges between 66% and 80% depending on the station’s location. Similarly, the ad-

dition of Galileo and BDS satellites raises the number of visible satellites at a rate of

approximately 28% relative to the combined GPS/GLONASS. However, the increase

considerably varies from one station to other. For example, the rate of increase is 9% at
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(a) Visible satellite distribution for GPS.

(b) Visible satellite distribution for GLONASS.

(c) Visible satellite distribution for Galileo.

(d) Visible satellite distribution for BeiDou.

Figure 6.4: Visible satellite distribution for GNSS at station NNOR on 2 June 2015.

station HOFN, while the rate is 70% at station NNOR. The reason is that the number

of BDS observations increase significantly in Asia-Pacific due to the BDS Geostation-

ary Earth Orbit (GEO) satellites in the region. Figure 6.4 shows the visible satellite

distribution for GPS, GLONASS, Galileo and BeiDou at station NNOR on the date

of 2 June 2015, respectively. From Figure 6.4, we can see that the increase of satellite

number caused by Galileo is not remarkable and the most of the increase is actually
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caused by GLONASS and BDS. While the number of visible GLONASS satellites is

approximately the same for all the stations, the number of visible BDS satellites is very

dependent on geographical location.

The satellite geometry is another important factor influencing the quality of position

estimates. The PDOP factor is typically used for measuring the instantaneous geom-

etry [31]. Figure 6.5 shows the average PDOP factor of different system combinations

for each station. Note that the average PDOP factor was calculated by taking the

average of the PDOP factors of the whole epochs before the convergence. The com-

bined GPS/GLONASS reduces PDOP factor by 23%, and the reduction ratio ranges

from 13% to 30%. Therefore, the GPS/GLONASS combination has great potential to

improve PPP performance at all stations. However, it is not possible to say the same

thing for the addition of Galileo and BeiDou satellites. The average rate of reduc-

tion is approximately 14%, but if only the stations located in the Asia-Pacific region

are considered, the ratio rises to 27%. Additionally, there is not any improvement

in PDOP factors for stations HOFN and WTZZ. Still, the PDOP factors of stations

located in the Asia-Pacific region shows considerable improvement when multi-GNSS

combination is employed.

Figure 6.5: Average PDOP factors for different system combinations.

The results were also analysed with regards to accuracy and convergence time. Fig-

ure 6.6 indicates the average 3D positioning errors calculated for the different system

combinations in each station, respectively. As the figure implies, the integration of

two or more constellations efficiently improves the 3D positioning error according to

GPS-only PPP solution. If the results of GPS/GLONASS PPP and multi-GNSS PPP

are compared, it is seen that there is a slight improvement in positioning accuracies for

all stations except for station NNOR. The exception can be caused by the poor quality

of the BDS products. Also, it should be noted that the differences do not exceed a few
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millimetres. Similarly, 6.7 illustrates the average convergence times for the different

system combinations. The figure demonstrates that the GPS/GLONASS and multi-

GNSS PPP significantly reduce the convergence time. In conclusion, the combined

multi-GNSS has a considerable potential to improve the performance of PPP.

Figure 6.6: Five days averaged 3D positioning errors for different system combinations.

Figure 6.7: Five days averaged convergence times for different system combinations.

To assess the multi-GNSS PPP performance in more details, the same dataset has been

processed in static mode under the three scenarios described above, but, this time the

Kalman filter estimator is restarted every 3 hours, which means that each station has

8 periods in one day, and 240 periods in five days. In other words 720 processes were

performed individually. Table 6.7 demonstrates the average positioning errors of PPP

solutions for different system combinations and their improvements with respect to

GPS-only PPP solution. From Table 6.7, it can be concluded that the positioning

accuracy of combined system PPP is better than GPS-only PPP. The improvement
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ratio of combined GPS/GLONASS PPP in the positioning accuracy varies between

7.5% and 27.4%. Considering the improvements in the whole stations, the combined

GPS/GLONASS PPP enhances the 3D positioning error at a rate of %16.2 in average.

Similarly, the combined four systems has an improvements between 8.5% and 45.3%

with respect to GPS-only PPP solution, while the average ratio of improvement is

21.6%. On the other hand, the stations in Asia-Pacific, namely NNOR, OUS2, and

REUN experienced significant improvements for the integration of multi-GNSS PPP.

This is not surprising due to the considerable increase of both visible satellite number

and geometry as described before.

Table 6.7: Positioning error comparison of different system combinations.

Station System combination Positioning error (cm) Improvement w.r.t GPS (%)

N E U 3D N E U 3D

HOFN

GPS 0.9 1.6 3.1 3.6 - - - -

GPS/GLONASS 0.9 1.4 2.7 3.2 0 12.5 12.9 12.0

GPS/GLONASS/Galileo/BDS 0.9 1.4 2.6 3.1 0 12.5 16.1 13.5

NNOR

GPS 0.9 2.4 2.9 3.9 - - - -

GPS/GLONASS 0.8 1.4 2.3 2.8 11.1 41.7 20.7 27.4

GPS/GLONASS/Galileo/BDS 0.7 1.2 1.6 2.1 22.2 50.0 44.8 45.3

OUS2

GPS 1.4 2.7 2.8 4.1 - - - -

GPS/GLONASS 1.3 2.1 2.2 3.3 7.1 22.2 21.4 20.0

GPS/GLONASS/Galileo/BDS 1.3 2.1 1.9 3.1 7.1 22.2 32.1 24.6

REUN

GPS 0.9 2.0 2.6 3.4 - - - -

GPS/GLONASS 0.8 1.9 2.0 2.9 11.1 5.0 23.1 15.6

GPS/GLONASS/Galileo/BDS 0.7 1.8 1.9 2.7 22.2 10.0 26.9 20.4

UNB3

GPS 1.4 1.9 3.2 4.0 - - - -

GPS/GLONASS 1.4 1.8 2.5 3.4 0 5.3 21.9 14.9

GPS/GLONASS/Galileo/BDS 1.3 1.7 2.5 3.3 7.1 10.5 21.9 17.2

WTZZ

GPS 1.2 1.6 3.7 4.2 - - - -

GPS/GLONASS 1.1 1.3 3.5 3.9 8.3 18.8 5.4 7.5

GPS/GLONASS/Galileo/BDS 1.0 1.5 3.4 3.8 16.7 6.3 8.1 8.5

Table 6.8 shows the average convergence times for PPP solutions of different system

combinations in addition to its reduction according to GPS-only PPP solution. From

the table, we can see that the multi-GNSS PPP has the best performance in terms of

the convergence. The combined GPS/GLONASS PPP lessens the convergence time

at a rate of 28.1% in average. Similarly, the multi-GNSS PPP has an average of

33.2% reduction in the convergence time with respect to GPS-only PPP. As it would
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be expected, the most significant reduction for multi-GNSS PPP is observed at the

stations located in Asia-Pacific region. On the other hand, multi-GNSS PPP has a

slight influence on the convergence time at stations HOFN, UNB3, and WTZZ because

of the limited increase in the number of the visible satellite.

Table 6.8: Convergence time comparison of different system combinations.

GPS
GPS/
GLONASS

GPS/
GLONASS/
Galileo/
BDS

HOFN
Convergence time (min) 26.4 20.8 20.3

Reduction w.r.t GPS (%) - 21.2 23.1

NNOR
Convergence time (min) 28.0 17.5 16.0

Reduction w.r.t GPS (%) - 37.5 44.6

OUS2
Convergence time (min) 23.9 17.7 16.8

Reduction w.r.t GPS (%) - 25.9 29.7

REUN
Convergence time (min) 31.5 23.5 20.0

Reduction w.r.t GPS (%) - 25.4 36.5

UNB3
Convergence time (min) 29.4 20.7 19.8

Reduction w.r.t GPS (%) - 29.6 32.7

WTZZ
Convergence time (min) 31.4 22.4 21.1

Reduction w.r.t GPS (%) - 28.7 32.8

Finally, Figure 6.8 presents the 3D positioning errors for 8 different periods during the

day 2 June 2015 at station NNOR. In order to be apparently visible, only one hour

of each 3 hours period is illustrated in the figure. From Figure 6.8, it can be seen

that the combined PPP considerably shortened the convergence time excepts for the

third period (see Figure 6.8c). The multi-GNSS PPP has a lightly better convergence

performance at station NNOR during the date of 2 June 2015 relative to the combined

GPS/GLONASS PPP.

6.4. Initialization of Kalman Filter using Least Squares Adjustment

In Subsection 4.4.2, it was stated that insufficient or wrong initial knowledge about

both estimated parameters and process dynamics degrade the quality of PPP estimates.

Unfortunately, it is difficult to obtain a priori parameters reflecting system dynamics

appropriately because measurement quality and process dynamics vary depending on
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(a) Between 00:00 and 01:00. (b) Between 03:00 and 04:00.

(c) Between 06:00 and 07:00. (d) Between 09:00 and 10:00.

(e) Between 12:00 and 13:00. (f) Between 15:00 and 16:00.

(g) Between 18:00 and 19:00. (h) Between 21:00 and 22:00.

Figure 6.8: 3D positioning errors for different system combinations during the day 2
June 2015 at station NNOR.
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many factors, such as application type, receiver type, geographical location of the

station, user environment, etc. To overcome this problem, an innovative method is

introduced to acquire prior knowledge of system dynamics in this study. This method

involves the computation of initial parameters and their covariance using least squares

adjustment.

To assess the effectiveness of the method, an experimental test was conducted. 24

hours observation data collected from 6 IGS stations on 2 June 2016 were processed by

restarting every 3 hours. It should be mentioned that the PPP solutions were performed

by including GPS, GLONASS, Galileo, and BDS satellites, and the precise products

provided by GFZ were used. For the analysis, each process was initialized with a priori

parameters obtained by least squares and also with the standard parameters, individ-

ually. As a result, 96 processes were performed to examine the contribution of this

approach. The spectral densities of estimated parameters given in Subsection 4.2.2

were used as a default for both processes. Additionally, initial uncertainties of station

coordinates, receiver clock error, tropospheric delay, inter-system biases and ambigui-

ties were assumed to be 100 m, 105 m, 0.5 m, 100 m and 200 m, respectively. Table 6.9

shows the average values for positioning errors and convergence times acquired from

PPP processes initialized with both standard parameters and least squares adjustment.

From the table, we can see that new method slightly enhance the positioning perfor-

mance of PPP, approximately 4.5%. However, it has a considerable improvement on

convergence time. Compared to the standard parameters, initialization of the Kalman

filter with parameters obtained from least squares reduces convergence time at a rate

of 15.8% in average. As a consequence, it can be concluded that the new approach

is successful to determine suitable initial parameters for the implementation of the

Kalman filter in PPP processing.

Table 6.9: Average values of positioning errors and convergence times acquired from
PPP processes initialized with standard parameters and least squares adjustment

Initialization
method

Number
of data
sets

Positioning error (cm) Convergence
time (min)

N E U 3D

Standard
parameters

48 1.1 2.3 3.6 4.4 38

Least squares 48 1.1 2.1 3.5 4.2 32

Improvement
(%)

0 8.7 2.8 4.5 15.8
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7. CONCLUSIONS

The principal goal of this thesis is the examination of the multi-GNSS PPP performance

including the observations from multi-constellations, which are GLONASS, Galileo,

BDS as well as GPS. The thesis includes the theoretical background for multi-GNSS

PPP approach containing functional and stochastic models as well as the traditional

PPP approach. Furthermore, some improvements aiming to increase the efficiency of

the Kalman filter estimation on PPP were introduced. As a part of this research, a

PPP software package, named PPPH, was developed to evaluate the multi-GNSS PPP

performance independently. The performance of PPPH was evaluated by comparing

with other PPP software or services. Finally, several tests were performed to examine

the multi-GNSS PPP performance as regards the convergence and positioning accuracy.

After all of them, a number of conclusions drawn from the research and suggestions

are provided in this section.

7.1. Conclusions

A new PPP software package, called PPPH, was developed in the MATLAB R© envi-

ronment. PPPH is designed to process observations from GPS, GLONAS, Galileo,

and BDS, and to provide multi-GNSS PPP solutions. PPPH includes five main com-

ponents, which are data importing, preprocessing, modelling, filtering, and analysis.

PPPH allows users to interfere each processing step of PPP through its user-friendly

graphical user interface (GUI). To assess the performance of PPPH, 24-h observation

data collected from 6 IGS stations during ten days between 10-14 May and 2-6 June

2015 were processed in static mode. The results indicated that the horizontal and

vertical positioning errors taking IGS weekly solutions as theground truth reached 1.7

and 3.5 cm at most, respectively. Additionally, 80% of the horizontal positioning errors

and 55% of the vertical positioning errors were less than 1 cm, which demonstrated

that PPPH provides centimetre-level positioning accuracy.

Additional investigation conducted to determine whether ionospheric variations affect

the PPP models and algorithms. While the 5-days period between 10-14 May was

moderately active in terms of ionospheric variation, the second 5-days period between

2-6 June 2015 was rather quiet. When the results of both two periods are compared,

it was observed that there was no considerable difference between them in the sense of

the positioning accuracy and convergence time. Therefore, it was concluded that the
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models and algorithms of PPPH are not affected by the ionospheric variations.

In addition, a comparison between PPPH and online PPP services was made to vali-

date the performance of PPPH. The same data set was processed with two of widely

used online PPP services, namely CSRS-PPP developed by National Resources Canada

(NRCan) and GAPS developed by University of New Brunswick (UNB). As a result,

it was observed that the average positioning errors obtained from PPPH, GAPS, and

CSRS-PPP do not exceed 2.6 cm. Moreover, 10 days average 3D positioning errors of

PPPH, GAPS, and CSRS-PPP were found to be 1.6, 2.0 and 1.3 cm, respectively. Con-

sequently, two online PPP services achieved the centimetre-level positioning accuracy

as well as PPPH. From the point of positioning accuracy, PPPH is quite akin to online

services. On the other hand, maximum convergence times were 39, 37 and 21 minutes

for PPPH, GAPS, and CSRS-PPP processes, respectively. Further, the average con-

vergence times of the whole stations were calculated as 28.8, 26.4, and 16.4 minutes

for PPPH, CSRS-PPP, and GAPS solutions, respectively. It should be mentioned that

the CSRS-PPP processes GLONASS satellites by default, which is thought to be the

main reason for its better performance in terms of convergence time. Nevertheless, it

can be concluded that the three solutions are comparable with each other.

Before evaluating the contribution of multi-GNSS to PPP performance, the satellite

availability was analysed because PPP performance mainly depends on number and

geometry of visible satellites. 24 hours observation data collected from 6 IGS stations

during 2-6 June 2015 were processed in three different PPP processing modes; GPS-

only, GPS/GLONASS PPP, and multi-GNSS. The inclusion of GLONASS improved

the number of visible satellites by 70% relative to the GPS only solutions. Likewise,

the addition of Galileo and BDS increased the number of visible satellites at the rate of

28% relative to the combination of GPS and GLONASS. Furthermore, it was noticed

that Galileo and BDS significantly improved the number of visible satellites in the

Asia-Pacific region. The reason for this is that BDS has additional Geostationary

Earth Orbit (GEO) satellites in this region. Therefore, multi-GNSS PPP offers a

considerable prospect to augment the PPP performance near Asia-Pacific region.

To evaluate the contribution of multi-GNSS to the PPP performance, 24 hours ob-

servation data collected from 6 MGEX stations during the days between 2-6 June

2015 was processed by restarting the process at every 3 hours. The processes again

were performed under three different PPP scenarios; GPS-only, GPS/GLONASS, and

multi-GNSS. The GPS/GLONASS PPP improved the positioning accuracy at the rate

of 16.2% in comparison with the GPS-only PPP solutions in average. Similarly, rel-

ative to GPS-only PPP, the multi-GNSS PPP provided a 21.6% improvement in the
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positioning accuracy. Moreover, the GPS/GLONASS PPP decreased the convergence

time at a rate of 28.1% relative to the GPS-only PPP. In similar, the multi-GNSS

PPP decreased the convergence time at the rate of 33.2%. This rate reached to 44.6%

at the station NNOR located in the Asia-Pacific region. Consequently, multi-GNSS

PPP improved the performance of PPP significantly relative to the GPS-only PPP,

especially in the Asia-Pacific region.

Insufficient or wrong initial knowledge about estimated parameters and process dy-

namics not only degrade the accuracy of PPP estimates but also may lead to a failure

of the convergence in the implementation of the Kalman filter on PPP. To overcome

this problem, an innovative method introduced to obtain prior knowledge of system

dynamics. This method involves the computation of both initial parameters and their

covariances using least squares estimation. In order to evaluate the contribution of this

approach, a data set including 48 samples was processed with both the standard initial

parameters and a priori parameters acquired from least squares adjustment. Results

show that although there is not any significant improvement with regard to the po-

sitioning accuracy, and new approach reduces convergence time by 15.8% in average

with respect to the standard parametrization.

7.2. Recommendations

The recommendations for future works about this research are given as:

• Five agencies broadcast multi-GNSS precise products as a part of IGS MGEX

project. A comparison can be performed to investigate the quality of these prod-

ucts and their influence on multi-GNSS PPP.

• Recently, several agencies have started to broadcast the precise orbit and clock

products in real time. PPPH can be improved to support real-time applications.

• Integrating multi-GNSS improves not only the positioning accuracy but also the

other estimates, such as tropospheric wet delay. Therefore, this research may be

extended to estimate the atmospheric water vapor.

• In this research, the multi-GNSS PPP model includes the ambiguity-float so-

lution. The contribution of multi-GNSS on ambiguity-fixed solutions can be

investigated.

• It would be beneficial to present PPPH as a multi-GNSS PPP service via the

internet for the GNSS community.
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Géodésique, 107, 13-34, 1973.

[40] Boehm, J., R. Heinkelmann, H. Schuh, Short Note: A global model of pressure

and temperature for geodetic applications, Journal of Geodesy, 81, 679–683, 2007.

[41] Lagler, K., Schindelegger, M., Boehm, J., Krasna, H., Nilsson, T., GPT2: Empir-

ical slant delay model for radio space geodetic techniques, Geophysical Research

Letters, 40, 1069-1073, 2013.

[42] Niell, A. E., Global mapping functions for the atmosphere delay at radio wave-

lengths, Journal of Geophysical Research, 101 (B2), 3227-3246, 1996.

[43] Boehm, J., Schuh, H., Vienna mapping functions in VLBI analyses, Geophysical

Research Letters, 31, L01603, 2004.

[44] Boehm, J., Niell, A., Tregoning, P., Schuh, H., Global Mapping Function (GMF):

A new empirical mapping function based on numerical weather model data, Geo-

physical Research Letters, 33, L07304, 2006.

[45] Boehm, J.,Werl, B., Schuh, H., Troposphere mapping functions for GPS and very

long baseline interferometry from European Centre for Medium-Range Weather

Forecasts operational analysis data, Journal of Geophysical Research, 111, B02406,

2006.

[46] Seeber, G., Satellite Geodesy, Berlin, New York, 2003.

[47] Kouba, J., A guide to using International GNSS Service (IGS) products,

http://kb.igs.org/hc/en-us/articles/201271873-A-Guide-to-Using-

the-IGS-Products, 2015.

[48] Bar-Sever, Y.E., A new model for GPS yaw attitude, Journal of Geodesy , 70:11,

714-723, 1996.

[49] Montenbruck, O., Schmid, R., Mercier, F., Steinberger, P., Noll, C., Fatkulin,

R., Kogure, S., Ganeshan, A.S., GNSS satellite geometry and attitude models,

Advances in Space Research, 56, 1015-1029, 2015.

92

http://www.igs.org/products
http://kb.igs.org/hc/en-us/articles/201271873-A-Guide-to-Using-the-IGS-Products
http://kb.igs.org/hc/en-us/articles/201271873-A-Guide-to-Using-the-IGS-Products


[50] Schmid, R., Dach, R., Collilieux, X., Jäggi, A., Schmitz, M., Dilssner, F., Absolute
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BSc. : Selçuk University, Geomatics Engineering, Konya, 2013.

MSc. : -

PhD. : -

Foreign Languages

English (fluent)

Work Experience

Control Engineer BCT Engineering and Consultancy 2013-2014

Research Assistant Hacettepe University 2014-...

Areas of Experiences

Geodesy, Global Navigation Satellite Systems (GNSS), Multi-GNSS Integration,

Precise Point Positioning (PPP), Matlab Programming

Projects and Budgets

-

96



Publications
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