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ABSTRACT
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Doctor of Philosophy, Computer Engineering Department

Supervisor: Prof. Dr. İlyas ÇİÇEKLİ
Co- Supervisor: Asst. Prof. Dr. Gönenç ERCAN

October 2020, 150 pages

Personalization is a technique used in Web search engines to improve the effectiveness of in-

formation retrieval systems. In the field of personalized web search has recently been doing

a lot of research and applications. In this research, we evaluate the effect of personalization

for queries with different characteristics. With this analysis, the question of whether per-

sonalization should be applied for all queries in the same way or not is investigated. While

personalizing some queries yields significant improvements on user experience by providing

a ranking inline with the user preferences, it fails to improve or even degrades the effective-

ness for less ambiguous queries. A potential for personalization metric can improve search

engines by selectively applying a personalization.

Current methods for estimating the potential for personalization such as click entropy and

topic entropy are based on the clicked document for query or query history. They have

limitations like unavailability of the prior clicked data for new and unseen queries or queries

without history. In this thesis, the topic entropy measure is improved by integrating the user

distribution to the metric, robust to the sparsity problem. This metric estimates the potential
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for personalization using a topical user profile created on user documents. In this way, we

can overcome the cold start problem to estimate the potential for new queries and increase

the accuracy of estimates for queries with history.

Although in this thesis the main focus is on topic-based user profiles, since there is not

more research on keyphrase-based user profiles in the process of personalization, we do a

comparison research between keyphrase-based and topic-based profiles. We examine how

personalization can be integrated into the state of the art keyphrase extraction models by

considering different models of supervised and unsupervised methods. We evaluate topic-

based and keyphrase-based user profiles using a re-ranking algorithm to complete the process

of personalization using different datasets. In personalization using keyphrase-based profiles,

personalized models based on supervised keyphrase extraction approaches obtained more

accuracy by 7% than unsupervised approaches however it does not improve compared to

topic-based models.

In topic-based models, we use a combination of personalization in the level of user-specified

and group profiling as part of the ranking process. In the previous ranking methods, more

improvement in ranking is for the queries which match the user’s history. To take advantage

of ranking for all queries, we present a group personalized topical model(GPTM) that uses

groups obtained from clustered similar users on topical profiles. Experiments reveal that the

proposed potential prediction method correlates with human query ambiguity judgments and

group profiles based ranking method improve the Mean Reciprocal Rank by 8%.

Keywords: User Search Behavior, Topic-based User Profile, Keyphrase-based User Profile,

Personalized Web Search, Latent Dirichlet Allocation
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ÖZET

ARAMA SONUÇLARINI İYİLEŞTİRMEK İÇİN KONU KULLANICI
PROFİLİNİ KULLANARAK SEÇİCİ KİŞİSELLEŞTİRME

Samira KARIMI MANSOUB

Doktora, Bilgisayar Mühendisliği

Danışman: Prof. Dr. İlyas ÇİÇEKLİ
Eş Danışman: Dr. Öğr. Üyesi Gönenç ERCAN

Ekim 2020, 150 sayfa

Kişiselleştirme tekniği, bilgi erişim sistemininin etkinliğini iyileştirmek için web arama mo-

torlarında kullanılan bir tekniktir. Kişiselleştirilmiş web araması alanında son günlerde

sıkça araştırma ve uygulama yapılmaktadır. Bu araştırmada öncelikle farklı karakteristik-

lere sahip sorgularda kişiselleştirmenin etkisini ölçüyoruz. Bu analiz ile kişiselleştirmenin

tüm sorgulara aynı biçimde uygulanıp uygulanmayacağı araştırılmaktadır. Bazı sorguların

kişiselleştirilmesi, kullanıcı tercihleri ile aynı öncelikte bir derecelendirme yapıldığı takdirde

kullanıcı deneyiminde önemli iyileştirmeler sağlarken, belirsiz sorguların etkinliğini

iyileştirmez ve hatta bazen azalmasına neden olur. Kişiselleştirme metriklerinin potansiyeli,

kişiselleştirmeyi seçilimli bir şekilde uygulayarak arama motorlarını iyileştirebilir.

Kişiselleştirme potansiyelini tahmin etmek için kullanılan ”tıklama entropisi” ve ”konu en-

tropisi” gibi mevcut yöntemler, sorgu ve sorgu geçmişi için tıklanan dokümanlara dayalıdırlar.

Bu yöntemlerin, önceki tıklanmış verilerin kullanışsızlığı gibi yeni ve görünmeyen sorgular

veya geçmişi olmayan sorgular için bir takım sınırları mevcuttur.
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Bu tezde, konu entropisi ölçümü, kullanıcı dağılımını metriğe entegre ederek seyreklik prob-

lemine dayanıklı olacak şekilde iyileştirildi. Bu metrik kullanıcı dökümanları üzerinde

oluşturulan konusal kullanıcı profillerini kullanarak kişiselleştirme potansiyelini tahmin eder.

Bu yolla yeni sorguların potansiyelini tahmin etmek ve geçmişe sahip sorguların doğruluğunu

artırmak için soğuk başlangıç probleminin üstesinden gelebiliriz.

Bu tezde her ne kadar ana odak noktası konu tabanlı kullanıcı profilleri olsa da anahtar

kelime tabanlı kullanıcı profilleri hakkında çok araştırma olmadığı için, anahtar kelimeye

dayalı profiller ve konu tabanlı profiller arasında bir karşılaştırma yapıyoruz. Denetimli

ve denetimsiz yöntemlerin farklı modellerini göz önünde bulundurarak, kişiselleştirmenin

ustalık derecesinde anahtar kelime çıkartma modellerine nasıl entegre edilebileceğini inceliy-

oruz. Farklı veri kümelerini kullanarak kişiselleştirme sürecini tamamlamak için yeniden

derecelendirme algoritmaları kullanılarak anahtar kelime ve konu tabanlı kullanıcı profil-

lerini değerlendiriyoruz. Anahtar kelime tabanlı kişiselleştirmede, denetimli anahtar ke-

lime çıkartma yaklaşımı %7 oranında iyileştirme sağlarken, konu tabanlı kişiselleştirmede

bir iyileştirme sağlamamaktadır.

Konu tabanlı modellerde, derecelendirme sürecinin bir bölümü olarak, kullanıcı tarafından

belirlenen ve grup profili seviyesinde kişiselleştirme kombinasyonu kullanırız. Önceki dere-

celendirme yöntemlerinde iyileştirmeler, kullanıcının geçmişi ile eşleşen sorgular içindir.

Derecelendirmenin avantajlarını tüm sorgularda kullanmak için, konusal profiller üzerinde

kümelenen benzer kullanıcılardan elde edilmiş grupları kullanan grup kişiselleştirmiş konusal

modelini (GPTM) tanıtıyoruz. Deneyler, potansiyel tahmin yönteminin insan sorgularında

belirsiz kararlar ile ilişkili olduğunu ve grup tabanlı derecelendirmenin ortalama karşılıklı

derecelendirmeyi %8 artırdığını göstermektedir.

Anahtar Kelimeler: Kişiselleştirilmiş Arama, Kullanıcı Profili, Kullanıcı Arama Davranışı,

Topikal Kullanıcı Modeli
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1. INTRODUCTION

1.1. Motivation

The increased volume of information and the high demand for information retrieval from

web-based systems motivate research related to personalization methods. Personalized ser-

vices are common in web search, recommendation, filtering systems, and other adaptive

websites that can tailor themselves concerning users’ needs. Personalizing web search by

re-ranking the retrieved documents concerning a user’s interests is adopted by many search

engines. The personalization of broad and ambiguous queries yield a better user experience.

For instance, for the query “test”, if the user issuing the query is a medical professional,

results relevant to medical tests should be preferred over tests for evaluating students in ed-

ucational institutes. On the other hand, for other queries with a more clear and specific

meaning, the ranking methods without any personalization are more effective [1]. A mea-

sure able to estimate the potential for personalization can enable the selective application of

personalization and improve the overall effectiveness of the search system.

According to some research, personalization should not be used for all queries in the same

way because it varies in effectiveness for different queries. There is a need to estimate the

potential for personalization for queries. Exploring the characteristics of a query is necessary

to achieve a correct personalization process. For this purpose, query features will investigate

in several aspects including query structure, query history, the clicked results for each query.

Then we will investigate the effective features for estimating the potential of queries.

Different measures are used to determine the potential for personalization of queries [2, 3].

Click entropy measured using the query history and documents clicked by the users is one

such measure [2]. This method is recently improved by a topic model-based extension [3]

and referred to as topic entropy. Although these metrics can estimate the potential for per-

sonalization partly, they have limitations especially for queries without history. For these

queries, as no document is previously clicked estimating their click and topic entropy is im-

possible. To overcome this problem, a new metric called unified topic entropy is proposed,
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which estimates the potential for personalization using the topical user profile created on the

clicked document by the user for other queries. In this thesis, we improve topic entropy by

measuring how each user’s topical user profile differentiates from the query words’ topics.

Using the topic distributions of clicked documents for each user as a feature, the potential

for personalization is modeled on a fine-grained level.

Through experiments, we show that the proposed method can process queries without any

history and is more effective for queries with low frequency. This allows the system to

overcome the cold-start problem.

Along with estimating the potential for personalization for queries, it is needed to create a

user profile. The user profiles are created using user-specific content, user behavior, and user

context. To obtain contextual and background information about the user, we should follow

the steps such as collecting, processing, and analyzing information for creating user profiles.

The structure of the user profile always is an important issue because of its impact on ranking

performance. It is clear that if the algorithms used in the user model be more accurate and

powerful, the user model and personalized services will result in better efficiency and quality.

Therefore, creating an efficient user profile is a challenge.

In this thesis, we consider both user contents such as the features extracted from queries and

user behaviors such as clicked documents. Our purpose is to show the importance of hidden

topics in the clicked documents by users. To do this, we create the topical user profile for each

user using the clicked documents. Besides, we conduct comparative research on keyword

and keyphrase-based user-profiles intending to consider keyphrase-based user profiles in the

personalization process. Our motivation is to develop a Keyphrase-based profile that operates

on documents to improve in the process of personalization.

Finally, a ranking method completes the process of personalized search. Topic models have

also used in the process of ranking the search results [4, 5]. There is the sparsity problem for

user profiles when a user does not have sufficient history. To resolve this problem, the users

are first grouped as the latent topics modeled using Latent Dirichlet Allocation (LDA). Our

proposed ranking model re-ranks the search results concerning user group profiles instead of
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individual user profiles. The proposed group profile improves retrieval effectiveness when

using both long-term and short-term query histories.

In summary, this thesis proposes two novel algorithms concerning two sub-tasks of web

search personalization. The first algorithm focuses on estimating the potential for personal-

ization using our proposed metric which is referred to as unified topic user entropy. Second

is a re-ranking method for personalization using grouped topic profiles. When these two

contributions are used in combination, a clear improvement over the baseline methods is

achieved.

1.2. Contribution and Outline

1.2.1. Main Contributions

The contributions of the thesis are as bellows:

• To estimate the potential for personalization for queries, exploring the characteristics

of the query to achieve a correct personalization process. For this purpose, query

features are investigated in several aspects.

• In this framework, a new metric is proposed using the topic distribution of user doc-

uments in a topical user profile, to estimate the potential for personalization for all

queries. In this way, we can overcome the cold start problem to estimate the potential

for new and unseen queries and increasing the accuracy of estimates for queries with

history. The purpose is to prevent useless personalization by identifying the appropri-

ate queries for personalization and filter out unappropriated queries such as naviga-

tional queries. The new metric will be applied in the process of ranking as a weighting

approach to estimate the potential for personalization.

• After estimating the potential for personalization for queries, it is needed to create a

user profile using user behavior. To create a user profile, we follow the steps such as

collecting, processing, and analyzing information. In this thesis, we consider both user
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contents such as the features extracted from queries and user behaviors such as clicked

documents.

• In the process of creating the user profiles, keyword/keyphrase-based and topic-based

user profiles will be applied to represent user interest. Topic-based profiles are created

using the LDA model on query log which is divided into short-term and long-term to

consider user interest in different time intervals to compare efficiency.

• Finally, ranking methods will be applied to built user profiles to improve personalized

search results. To achieve more improvements selective topic models of personalized

and non-personalized models are proposed in this thesis. To take advantage of ranking

for all queries, combination methods will be used which are using topical user profiles

and group profiles. Topical group profiles are created by clustering on the topical user

profile.

1.2.2. Thesis Outline

An outline of the chapters in this thesis is including an overview of the related works of need

for personalization, search personalization, and user modeling, that are discussed in detail.

Following that, three chapters are detailing our contributions and explain the main works

related to providing a new model to estimate personalization, user modeling, and re-ranking

to improve personalized search. The organization of the thesis is as follows:

Chapter 3. discusses the related work on user profiling as topic-based models and key-

word/keyphrase based models and personalized search approaches. It is focused on describ-

ing the personalized web search using user profiles as topic-based and keyword/keyphrase

based profiles.

The method including the main phases as an overview is discussed in chapters 4., 5. and 6.

These chapters include main phases estimating the potential for personalization, creating a

user profile and ranking the results. In chapter 4., estimating the potential for personalization

for a global query will be considered. In this chapter, a new metric called unified topic user
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entropy is presented as a solution to estimate the potential for new/unseen queries or queries

without history.

In chapter 5., user profiles are built. In this chapter, keyword, and key phrase-based and

topic-based user profiles will be created to represent user interest. In the main part of the

research, in this chapter topic-based profiles are created using the LDA model on query log

which is divided into short-term and long-term to consider user interest in different time

intervals to compare efficiency.

Finally, in the last part of the method in chapter 6., ranking methods will be applied to

improve personalized search results. This chapter presents our new proposed personaliza-

tion search method based on grouped user profiles. The evaluation methodology is given

in Chapter 7. We perform the experiments to study the effectiveness of the ranking methods

with presented models and evaluation results are presented at the end of this chapter. Chapter

8. includes the concluding and future works remarks.
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2. BACKGROUND INFORMATION

Personalization depends on prior knowledge about information retrieval and web search.

Personalization aims to build accurate and detailed user models, thus a definition of what is

meant by the user model is introduced first. Both the contexts of what type of data is used

in user-profiles and the models to represent them are introduced. User models in the form

of keyword-based, topic-based, semantic-based, rule-based, and ontology-based represen-

tations are defined for completeness, however, we will concentrate on keyword/keyphrase-

based and topic-based that are under-explored in the literature. Given a user model, person-

alization methods are used to change the behavior of ranking or recommendation algorithms.

Integrating the user model to generic retrieval systems require machine learning algorithms.

The techniques used in machine learning and predictive statistical methods are presented in

this Chapter as required background information.

Since the problem is using personalized search in the process of re-ranking, it is necessary

to define the notion of retrieval, query, and re-ranking. A retrieval system first gets a query

from a user and then re-ranks the results concerning her/his user profile. In this process, a

query can consist of a string of different lengths. A re-ranking method re-orders and gen-

erates a list of documents returned by the search engine for the given query using the user

profile. In our research, a generic ranking method refers to a re-ranking method that uses a

generic document scoring function based on topic models without any personalization, while

a personalized re-ranking method uses the personalization factor for the created user profile

using the documents clicked.

2.1. Estimating Potential for Personalization

In this section, the potential for personalization is defined and common techniques used for

search personalization are discussed.
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2.1.1. Potential for Personalization

In the process of personalized search, personalization is not appropriate for all user queries

and may even yield worse results than generic ranking methods. The ranking for a naviga-

tional, specific, and unambiguous query is usually stable and its ranking does not depend

on the user preferences. Better rankings can be obtained for those queries without person-

alization. For example, the query “my space” is usually a navigational query for the social

networking website regardless of the user issuing this query. For such a query, trying to

personalize the results can produce an inferior ranking. For such queries, it seems that per-

sonalization does not result in improvement.

Thus it is important to quantify how much a query can benefit from personalization. Teevan

et al. [6] defines the potential for personalization as the gap between the results returned by

the search engine to everyone (generic ranking) and the tailored and expected result to satisfy

an individual. In this chapter, we discuss the metrics used to estimate the potential, and in

chapter 4. we will estimate the potential for personalization for all queries in the data set.

2.1.2. Estimating Potential Techniques and Methods

A query is an element to represent the user’s goals(from search) by the search engine. Given

this query, predicting its potential for personalization is an important task with a direct impact

on the final effectiveness of the system. Teevan et al. [6, 7] evaluated different metrics to

predict the ambiguity of a query and its potential for personalization. They evaluated intrinsic

features such as query length, click entropy introduced by Duo et al. [2], clarity measure

which compares the language model of the retrieved result set to a background language

model [8] and result entropy for predicting the potential for personalization.

Click entropy
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In the research conducted by Teevan [6, 7], the potential for queries was investigated, and

click entropy is introduced as a dominant indicator. Click entropy measures the variability in

clicked results across individuals as Equation 1.

ClickEntropy(q,Dq) =
∑
d∈Dq

−P (d|q)log(P (d|q)) (1)

Where Dq is the set of documents clicked for the query q and P (d|q) is the number of clicks

for a document d divided by the total number of clicks for the query q. In more research, the

click entropy is normalized to [0, 1] as follows:

NormalizedClickEntropy(q,Dq) =
ClickEntropy(q,Dq)

log2|Dq|
(2)

Click-entropy models the ambiguity using only the user interactions, ignoring the contents

of the documents.

User entropy

The user entropy is also another indicator of entropy that averages click entropy by each

user. Wang et al. [9] proposed user entropy and discussed that the user entropy is useful

for low-frequency queries. They reported click entropy as a reliable method for predicting

the potential when the history for the query is available. User entropy can be calculated as

Equation 3.

UserEntropy(q, Uq, Dq) =

∑
u∈Uq

ClickEntropy(q,Du,q)

|Uq|
(3)

Where Du,q is the set of documents clicked for the query q by user u and |Uq| is the number

of users that submitted query q.

Topic entropy
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Song et al. [10] discussed the relationship between query ambiguity and topic distribu-

tions. They used the latent topic model variable to model the clicked documents’ content

and improved the click-entropy model for predicting the ambiguity of queries. Topic entropy

discussed by Yano [3] models P (d|q) using the topic model distribution of the documents,

able to account for documents with similar contents. It can be calculated using Equation 5.

TopicEntropy(q,Dq) =
∑
d∈Dq

P (d|q)KL(P (z|d)||P (z|q)) (4)

=
∑
d∈Dq

P (d|q)
∑
z∈Z

P (z|d)log(
P (z|d)

P (z|q)
) (5)

Where P (z|d) is the probability of the topic z for the given document d and

KL(P (z|d)||P (z|q)) is Kullback-Leibler Divergence between two probability distributions

P (z|d) and P (z|q). In this thesis, the topic set Z is obtained using Latent Dirichlet Alloca-

tion (LDA). P (z|q) is the probability of the topic z or the given query q and it is estimated

using the documents clicked for a query q as in Equation 6.

P (z|q) =
∑
d∈Dq

P (z|d)P (d|q) (6)

2.2. Generic Forms of User Models

Since there is not a classification on user models for research and the need for such research

is strongly felt, so we first discuss the generic forms of user models or the types of context

incorporated in the user models and then we are going to classify the major dimensions that

play a critical role in user modeling. We discuss in detail based on conducted research in the
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next chapter. These dimensions are individual or group profiling, explicit or implicit feed-

back, supervised and unsupervised learning, short-term or long-term interests, distributive or

non-distributive user models and dynamic or static profiling.

2.2.1. Context Incorporated in a User Model

This chapter explains the types of context incorporated in a user model. Although in initial

user models, personal and background information such as name, age, address, email, phone

number was the main basic in creating user models but there is also some complex con-

text information as critical elements in creating user model. The incorporated context in the

structure of a user model can be a different range such as user interests, preferences, knowl-

edge, abilities, background, goals, skills, individual traits depending on the behind intent in

creating user model.

In addition to some of the contexts can share some cases and ideas depending on the purpose

of the application. In many of personalization, the data about user behavior and interactions

between users and systems is important to collect. Besides, in more research, user models

can be a combination of different contexts listed. For instance authors in [11] created a user

model with several parameters including personal information such as user identity, name,

address, etc., general characteristics such as weight, height and physical abilities, state of the

user such as education, occupation, expertise, and user capabilities and preferences.

Because the interests and priorities of the user are changing, a comprehensive user model

must adapt itself with different variations. So the correct choice of different combinations

of contexts to create an efficient user model is very important. There is a general division

based on feature-based and stereotype models. Based on the type of feature incorporated, it

can be distinguished the user model into different categories. These features can be static or

variable. We consider both models, the feature-based models, which are the most common

ones used in information retrieval and personalization and the stereotype models.

• Interests, Preferences and Abilities
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In recent years, interests and preferences play an important in the structures of user

models. They are used as keyword vectors and hierarchical concepts by the interest-

driven nature of the information. The research [12] used user preferences as a context.

Abilities and disabilities, which consist of physical and mental also seem to be one of

context to create a user model. We can find instances of using abilities in [13, 14]. For

example, in [13] the mental ability of a user is investigated.

• Knowledge

As time goes on, the user can learn new knowledge and forget some old knowledge,

so the nature of knowledge is dynamic and will change over time. The changing na-

ture of knowledge makes the models more complex than scalar models. Examples of

knowledge models can be found in [15–19]. For example, the author in [16] used from

a knowledge model to provide personalized services in adaptive hypermedia systems

for adaptive presentation.

• Background

The background information consists of any type of user background such as job,

education, professional background, and also are stable over time. In most of the per-

sonalization systems, background information can be used as a critical component.

Stereotype models are the simplest method to make background models as user mod-

els. An example of stereotype models can be found in [20].

• Goals

Because of the changing nature of the goal models, goal recognition is difficult and

not very accurate. In the goal models, the user purpose is modeled using a list of all

purposes called the catalog. The research conducted in [20] used goals models in the

catalog method.

• User context

With the growth of adaptive and context-aware systems, the use of context models

as the basis of user models has spread. For example, in [12], the author used a user
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context model to automatically adapt the system to the user needs. There are differ-

ent contexts for users that a context-aware system tries to identify [21–23]. In [24],

the author is categorized context in two groups. The first is the human user context

and surrounding context and the second is according to persistence such as permanent

(static) and temporary (dynamic).

• Relevant or non-relevant topics

Although profiles are built from relevant topics but also irrelevant topics are investi-

gated in [25, 26]. In these models, the system simultaneously identifies both kinds of

relevant and non-relevant documents and if necessary, delete non-relevant information.

Examples of these profiles can be used for filtering systems.

Depending on the problem, each of the discussed fields or any combination of these features

can be used to build a user model.

2.2.2. Major Dimensions in User Models

Although there is no complete division on the user model’s dimensions in previous works,

we explored different design patterns for user models. In general, the user model can be clas-

sified in multiple dimensions, though often a mixture of them is used. Hence, we decided to

present a comprehensive classification of different dimensions of the user based on research

conducted in [21] where a three-dimensional space of user models is introduced. We have

completed and classified user models to six dimensions as follows:

• Individual vs. group profiling,

• Supervised vs. unsupervised learning,

• Explicit vs. implicit feedback in user models,

• Long-term vs. short-term user models,
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• Dynamic vs. static user models

• Distributive vs. non-distributive user models

In addition to the major dimensions defined above, there are also many sub-dimensions.

There are different systems with significant differences that can follow from major dimen-

sions, so the choice of the dimensions for the system is still a problem.

• Individual vs. group profiling

An important aspect of user modeling is individual or group profiling. In individual

profiling, the user information such as demographic information is considered while

in the group profiling information of a similar group of users are gathered as a profile.

The groups are formed by similar users with the same interests, goals, and prefer-

ences. There are a number of samples that are using user profiling in personalization

as individual or group profiling.

Group profiling can generate a partly comprehensive profile by overlapping a small

amount of information between users. For example, in [27], is created a profile for

a group of users‘ interests by user click-through data. This research used a learning

method and a collection of training data to re-rank search results. Also, the author in

[28] is used group profiling in two ways. In some cases, it is used of default values

such as “woman” or “computer scientist” and in some cases, is used querying the user.

In [12, 29], user modeling issues are discussed using stereotypes as a sample of group

profiling and then used the group profiles to recommend new interests to users.

• Supervised vs. unsupervised learning

There are two ways for producing profiles: top-down or supervised and down-top or

unsupervised. In the supervised profiles also called deductive learning, the profiles

can be created using the data mining process. This process begins with a hypothesis

developed by a researcher and then the testing and validity process will be done. The

critical problem is finding relations and correlations between hypotheses.
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In the unsupervised profiles also called inductive learning, the patterns are mined and

are entered the loop. Some statistical methods like classification techniques use unsu-

pervised learning while other techniques such as rule-induction techniques use super-

vised learning.

• Feedback in user modeling

For collecting information about user interests, we need to know about user feedback.

The common used feedbacks in studies are explicit feedback, implicit feedback, and

blind or ”pseudo” feedback. In explicit feedback, the information about a user to

create his/her profile is collected explicitly by asking the user. In implicit feedback,

user information can be implicitly collected on the client-side, such as browser agents

or the server-side, such as search queries collected by search engines. Each method

has advantages and disadvantages.

Hybrid approaches are also possible. Hybrid approaches use explicit and implicit feed-

backs on user profile creation. This approach combines the advantages of implicit and

explicit feedback and increasing efficiency and the accuracy of information. Some

papers [30] also proposed approaches for creating simulated feedback in personaliza-

tion techniques and ranking functions. For example, Varma et al. [30] introduced

techniques for simulating the user search behavior using click-through data.

• Explicit feedback or relevance feedback

In explicit feedback, is asked from the user for his/her interests and preferences explic-

itly. This information is used as relevant documents to improve user profiles. The data

collected from the user is in the form of Hypertext Markup Language(HTML) and the

most contain personal information. For example, Nazar et al. [28] used questionnaires

to collect information about the user in two fields of personal information management

and adaptive visualization. The model has focused on static user characteristics.

Explicit feedback has advantages and disadvantages. One of the most important advan-

tages of explicit feedback is the correctness and accuracy of the information because
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the information is specified by the user. Some movie rating sites such as Netflix1

provide the possibility of rating by users feedback or some sites such as MyYahoo!2,

explicitly collect the user information and then use the information to organize the con-

tent of the web site. One of the most important disadvantages of explicit feedback is to

cost the user’s time and agreement. The issues related to privacy concerns is another

disadvantage because sometimes users do not want to give some information. Since

the user interests change, the profile also should be changed. So, we need a dynamic

structure for the user profile.

One of the earliest studies on personalization based on explicit feedback is researched

in [31] where authors have used explicit feedback for recommendation web pages.

The user feedback is as a rating on links on a page. The authors have used ratings

to recommend other similar links to the user. In [32] also a direct approach is used to

identify a user’s interest in web content to obtain explicit ratings on web pages from the

user. The introduced system in [33, 34], also is used to assist users. This system used

explicit feedback during browsing for help to the user. However, according to [35],

providing explicit feedback from the user is not always desirable. Also, considering

observations in [36], users are reluctant to provide explicit feedback. So, more studies

tend to use implicit methods for inferring user interests.

• Implicit feedback

There are several problems in explicit feedback such as the issues of data inaccuracy or

data incorrect and also disruption to users. In implicit feedback, the user’s behavior is

extracted implicitly for creating a user model. The user behavior includes user clicks,

dwell time, the information of scrolling, saving, or bookmarking a page. In research

[37] implicit feedback is classified based on the resource to examination such as vote

and click, retention such as bookmark and share, and reference feedback such as to

reply or discussion. More useful methods for constructing the user model are user

browsing history and clicked pages. In [38] authors are discussed the common implicit

1Netflix Website, Http://www.netflix.com/
2Yahoo Personalized Portal, http://my.yahoo.com/
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feedback techniques. In the field of recommendation systems also exist applications of

implicit feedback for collecting information from user behaviors. For example, [39–

42] established a model by a user with monitoring click history and predicting future

page visits.

• Short-term vs. long-term user models

There are two important aspects in user profiling to infer user’s purposes: collecting

information about user interests, and the length of time which interests remain static

or the period that the interests change.

In short-term knowledge systems, the priority is to detect the variations for short pe-

riods or session boundaries and the profile just represents the user’s current interests

while the long-term systems consider long-term changes. The author in [43] used data

collected over a long period of time in the query expansion technique. A system de-

pends on different performance can use short-term and long-term data for different

purposes for example in [44] author created user profiles as short-term and long-term

using semantic concept hierarchy tree.

Unfortunately, many existing models [45] has focused on the long-term user interests

over time and have ignored short-term interests while users also have short interests

and profiles have to adapt to the changes. There are a number of the ways for adapta-

tions in [46–52]. In [49–51], authors incorporated information about the recent of an

event and in [52] authors have used genetic algorithms into their models. The author

in [48] benefited from a personalized system at different time periods.

Other approaches to achieve adaptive in short-term interests would use retraining a

predictive model periodically. Also, hybrid approaches can be used to combine several

approaches of short-term and long-term interests. For example, consider a sportsman

who wants to go on vacation, and he wants to reserve a hotel on the web. He searches

for hotels. His user profile should save hotel information as short-term interests and

he has several interests such as sport and so on as long-term interests. When the user
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returns from his vacation, the information related to hotels and reservation have to

forget over time.

• Dynamic vs. static user models

In static profiles, information remains unchanged over time whereas in dynamic pro-

files, as time goes on, the information can be modified or augmented. The earlier user

profiles had a simple structure and static and there were not any learning algorithms.

The model available in [50] focused on static profiling in the field of personalization.

In dynamic profiles, the learning process always continues throughout the lifetime of

the system. Because of the changing nature of user interests, the implicit feedback

for creating the profile has easily adapted to dynamic profiling. The accuracy of using

dynamic profiling is according to the time period. For example, in [53] the author has

used a combination of static and dynamic profiling. The static profiling is collected by

the online forms and the dynamic profiling is learned and analyzed by the user’s data.

Since the nature of online systems is dynamic, they have to use dynamic profiling. For

example, in [54] is started to discuss sudden changes in interest in contrast to gradual.

In [55] also is presented a new technique based on user interests’ shift. The model

is developed by the Bayesian approach for filtering systems and different experiments

for the evaluation of interest shifts in the research are conducted. In [56] user profile

is adapted itself using new information collected.

• Distributive vs. non-distributive user models

Group profiles can be divided into distributive (decentralized) or non-distributive (cen-

tralized) profiles. In distributive profiles, the properties are distributed to all compo-

nents of the body as same, while in a non-distributive profile they are not distributed

[57]. Since the components in the non-distributive profiles communicate with the sys-

tem using a client-server model, They have several advantages such as stability, more

security, and consistency. They are also efficient because does not need redundant stor-

age. The non-distributive profiles have also disadvantages such as providing network

connections and hardware resources.
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Nowadays the non-distributive systems are more practical, because of how collecting

and information from various clients. This collected information can be applied by

personalization systems. There is an overview of distributive modeling in [58]. In

[59] the author presented a general user model ontology for distributed user models.

In the paper, the user’s information such as age, position, birthplace, and also user’s

preferences are collected. The advantage of the distributive profiles is the simplifica-

tion for exchanging user model data between different systems. In other words, in the

presented model in [60], the structural differences between user modeling systems are

removed by a specialized ontology for user modeling tasks.

2.3. User Model Structure

How to collect information about a user, how to represent information, and generally, user

model structure is different in each application. Besides, the used techniques to create and

represent the user model is also different. Concerning the representation models [61–64],

user interests can be represented as a set of rules or keyword(term) or concepts [31, 65] such

as vector space or class vectors [66], graph-based representations, an instance of predefined

ontology or a hierarchically-arranged collection of concepts [39, 67–73]. There are several

studies on the user model representation techniques in [74].

After storing the appropriate data in the user model, it is necessary to use an effective repre-

sentation model to structure the user profile. More recent approaches consider concepts and

relationships between concepts and requiring an external knowledge resource, such as the

ODP3, or Wordnet4.

2.3.1. Keyword based Models

The main feature of keyword-based profiles is simplicity and flexibility. They use a set

of weighted words to represent. These words are extracted from the web pages. Although

3Open Directory Project, http://www.dmoz.org
4http://wordnet.princeton.edu/
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there are many relationships between sets of keywords, keyword-based profiles cannot model

user interests precisely and correctly. However, to employ keyword-based models for web

personalization, we need to acquire keywords from documents visited by the users. For

example, in [75] is proposed a combining approach to build a keyword-based profile on

extracted keywords and the user’s explicit rating of the page.

In [76], the author presented an approach to creating a keyword-based user model where

keywords are extracted from the visited web pages. To combine different approaches to

keyword extraction, the paper developed an extensible library that focused on the extraction

of required keywords from web pages. So to extract relevant keywords from web pages, it

needs to employ and combine other techniques like semantic knowledge. There are problems

like the vocabulary problem [77] and the conceptualization problem. In the conceptualization

problem, there is a difference between user concepts and available concepts.

There are several modified versions of keyword-based user models. For example, in [58]

the author tried to solve the lack of semantic information of keyword using a predefined

knowledge base. In this way, the user model is improved by combining the keywords and

ontology concepts.

2.3.2. Vector Space Models

The vector space models are first introduced in information retrieval [78] and then are used

for representing the documents [79] in the user profiling field. They are represented in the

form of vectors of weighted terms. In [56] the authors have developed a user model based

on the vector space model to create user profiles using browsed pages and bookmarks.

In the vector space model, concepts are trained on examples by an external pre-classified

database such as an open directory. Then there is a need for mapping between vocabulary and

concepts. Finding and handling an open directory could be considered as the most problem

in this method. In the vector space model, the first pre-processing is performed on the interest

documents for removing interjections and particles. Then the feature selection phase selects
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key terms and their weights are calculated by different methods. Finally, the weighted vectors

and updated time is returned to the user profile.

2.3.3. Semantic Network Models

At first keyword-based user profiles were used to represent the user’s preferences. But as

keywords made a lot of ambiguity such as polysemy problem and user preferences could

not be represented by a list of keywords, thus semantic approaches were created. Without

semantic structure, content processing is not possible. There are complexity factors in natural

languages such as synonyms, polysemy. Semantic approaches can provide the semantics of

user preferences in a conceptual way [80–82].

Semantic networks are made up of nodes and arcs that the nodes represent concepts, and the

arcs connect the co-occurrences nodes. Semantic networks need to analyze a large amount of

user data. In [83], the author has described a personalized search by a semantic user profile to

connect related concepts. [84] also presented a five-step process based on term dependencies

and as a hierarchical network.

2.3.4. Concept Hierarchies Models

The concept Profile is a semantic network-based profile that the nodes represent abstract

topics instead of words. In spite of, the more systems in the past works, was structured

information as keyword vectors like the conducted works in [16, 85–87] but there are systems

to store profiles as concept hierarchies such as SmartPush [88] that was consist of 40-600

nodes.

Hierarchical concept profiles in the simplest form are built by a reference taxonomy such as

WordNet or thesaurus and in the complex form are built by reference ontology such as ODP.

There are machine learning techniques such as classification techniques and clustering algo-

rithms to build hierarchical user interests. Although generally, the hierarchical algorithms

use the reference taxonomy to create user profiles, they can be created without any reference
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taxonomy like [89] that the author has provided a hierarchical user model as manual. In re-

search [90] also is provided a hierarchical clustering by unsupervised methods. In [89] also

profile is clustered as a concept hierarchy that bottom and nodes are short-term and the upper

nodes are long-term user interests. Yihong et al. [91] presented a method with two steps to

create user interest. This method the first cluster the viewed web pages from the HowNet5

and then in the second step, calculates the similarity between the keywords and the vectors.

Although hierarchical clustering algorithms are accurate, classification methods as standard

are more reliable than them. The classification techniques require a knowledge source, there-

fore, collect web pages for training data in each taxonomy.

Several different text classification techniques have been used such as SVM6, KNN7, Naive

Bayesian, Decision Tree, and Neural Networks. For example authors in [92] have employed

text classification for building Chinese weblogger’s interest. They have used the combina-

tion of classifiers such as the Naive Bayes Classifier [93], Support Vector Machine [94] and

Rocchio Classifier [95].

Authors in [96] created a user profile using a three-level hierarchical structure. Similar work

in [96], Trajkova [73] used a classifier to construct user interests by user’s browsing his-

tory in a three levels taxonomy. The model in [97] also has used the ODP taxonomy but

the difference is that it has used the user search histories to build his profile. One of the

most limitations of classification methods is when the taxonomy changes. By changing the

taxonomy structure, the training data must also change.

In [63], the researcher made the user and general profiles using a set of categories by ODP

based on the user search history. The purpose of references [98] is to show that a user’s

interest focus on more than one domain at the most time, and so it can use hierarchical

structure in works such as recommendation, personalization and information retrieval. In

[99] is constructed a user profile by architecture tree concerning Google directory. In the

paper, each topic is presented in a tree directory. In [44] is also created a user profile with the

5Available in http://www.keenage.com/zhiwang/e zhiwang.html
6Support Vector Machine
7K-Nearest Neighbour

21



semantic concept hierarchy tree to solve the disadvantages of a lack of semantic information

of keyword. A navigation based system for browsing web sites has proposed in [67]. The

system has used a hierarchy user profile.

2.3.5. Ontological Models

An ontology defines the existing concepts and relationships between users. The aim of using

ontology is to make relationships between concepts. The start of using ontology to represen-

tation user model was in 2005 with [100].

As we mentioned before, a user profile can be created by a pre-existing reference domain

ontology [101]. The ontology can be created manually collecting user’s data to model the

user information [50] or automatically for various domains [102]. For example, in [103], is

utilized learning techniques to find relevant classes in taxonomy and relationships between

classes. There are many surveys of methodologies in [104–106].

The advantage of ontological models is that there is no burden of designing a new schema

for a particular application. One of the most popular reference ontology is available in RDF

format in [50]. The research [22, 107, 108] has used ontologies for knowledge representation

in various applications such as browsing, query extension, and personalized retrieval. Also,

using an ontology in the field of user profile has provided in several applications [50, 73, 109]

personalized web search and browsing [65, 67].

In [73] is created a keyword-based user profile by a pre-existing ontology. In the paper,

it is investigated techniques that implicitly build ontology-based user profiles by the user

information. [110] has built an ontological profile with the user’s dynamic information. In

the field of personalized web search, [67] has generated a set of ontology categories by

mapping the content of each page to a group of categories in Magellan ontology. Liu et al.

[65] have also created a user profile from pre-classified documents with mapping a user’s

search query to ODP categories. They have also classified any source of representative text

by the system. Nazim et al. [111] studied domain ontology as reference ontology using ODP.
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User documents are extracted in topics or concepts and a feature vector is built for each topic

for creating the initial user profile.

Using ontologies in the different applications, there is a need to create a general ontology

for modeling user profiles where this general ontology can be employed as a reference when

profiling functionalities need to be developed. [50] has presented such a general ontology

for modeling user profiles for different applications and communicating between them.

On the other hand, ontological approaches are applied in addressing the unseen data or the

cold-start problem [112]. For unseen data or unavailable user behavior, existing concepts in

the domain ontology can be used as a user profile [73].

2.3.6. Topic-based Models

Topic-based user models extract topics of documents by using different methods. One of the

common methods to extract topics is using a reference ontology or ODP. In some research,

ODP is also used as a reference to topics extracted from trained web pages. For example in

[113] the user interests are used as a classification on ODP metadata to personalize search and

[114] used ODP for classifying topics and explored on their relations with query ambiguity.

Although this method has advantages like extracting the hidden topics in documents, the

sparse topics are a problem in extracting topics in this method. In addition, training pages

with labeled topics is also a big problem.

There are several latent topic techniques to find text content features such as probabilistic

latent semantic analysis (pLSA) and LDA. Topic models discover and analyze the basic se-

mantic structure of a set of documents. Then the hidden structure is modeled using Bayesian

inference on the topics that are supposed to be in the collection.

Probabilistic topic models are also used for personalization. They use Probabilistic Latent

Semantic Indexing (PLSI)[115] and Kullback-Leibler Divergence to estimate a query model.
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Hofmann [116] proposed pLSA that uses a statistical model to extract the topics from the hid-

den semantic structure of documents. PLSA makes improvements in probabilistic modeling

of text documents, but have the overfitting problem for the unseen document.

LDA was proposed by Blei et al. [117] because of the problems of pLSA. The LDA is an

unsupervised model that overcomes the problems of overfitting in the pLSA. In [118], the

authors report the result of comparing between the LDA with the multinomial mixture(MM)

and the pLSA models. In this thesis, the LDA is used in various parts of the research to

measure the document similarity based on latent topic distributions.

Recently some research tries to combine topic distribution models with features of query am-

biguity for improvement in personalized search. There is some research on the improvement

of the personalization process for some queries [54, 55, 119]. In [43], the authors discussed

the relation between query ambiguity and topic distributions. In [120] a new approach is

proposed for the comparison of click entropy and topic entropy for identifying ambiguous

queries.

2.4. Learning Techniques for Creating a User Profile

After the organization of user information, it needs to define user profiles by a standard

structure. Whatever the chosen language was more structured and expressive, the user model

would be accurate. There are a number of techniques with different characteristics and per-

formances for constructing user profiles. The early traditional approach for user modeling

was knowledge bases and there were problems with these knowledge bases: the construction

was a resource-intensive process namely obtaining such knowledge bases was a problem,

and after construction usually, they are not extendable. In addition, with the increasing of

data, these knowledge base problems and uncertainty in user modeling were increasing. The

need to address these problems caused to rise of statistical models for user modeling.

After the traditional user models, they were constructed using different learning techniques

such as the probabilistic models, linear models, TFIDF based models, Markov models, vector

space model, neural networks, decision tree models, rule base models, genetic algorithms,
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Bayesian networks, classification and clustering methods. We argue these techniques in the

following.

2.4.1. Classification Techniques

Classification methods are unsupervised learning and cluster the objects according to their

attribute values in the same group. Liang in [17] utilized the machine learning techniques

consist of Rocchio, kNN, and SVM methods. This paper also measured the effect of the

increase in the number of training documents on personalized search performance. In [61]

also the text classifier is used for personalization web pages. In this paper, websites are

classified into regions as hierarchical.

Michael et al. [113] argued a profile that was implemented as classifiers for new documents.

In this research, a comparison of several different classifiers is done, including Decision tree,

Nearest neighbor, Neural networks, and Bayesian methods.

2.4.2. Predictive Statistical Techniques

The predictive statistical models for the first time were used to model the user using the

machine learning techniques [121]. There are a variety of uncertainty techniques in the fields

of machine learning called predictive statistical models. Two main approaches are content-

based and collaborative. Although both the content-based and collaborative approaches are

aiming to estimate the user behavior, in the content-based approach it is done by the user’s

history while the collaborative approach uses the behavior of similar users.

Many statistical models are used in the content-based and collaborative approaches. In [122,

123] is conducted comparative studies on content-based predictive models. [122] has used

two rule induction techniques for learning and predicting the result obtained by a student

when performing subtraction. Davison et al. [123] made a comparison to estimate the user

behavior using the decision tree and the Markov model.
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Macskassy et al.[124] made a comparison of a naive Bayes classifier and a rule-based model

in recommendation systems. The results indicated that Bayesian networks are more accurate

in different ranges and conditions. Alspector et al. [125] investigated a comparison between

the collaborative approach with a content-based approach in the domain of film recommen-

dations. According to results, the collaborative approach using linear networks was more

accurate than the content-based approach using decision trees. They concluded that each

approach has limitations and the best results are obtained when both the content-based and

the collaborative approaches are combined.

2.4.3. Neural Network Techniques

Neural network methods were started in 1988 by Gardner et al. [126]. This method has a

non-linear network structure. In content-based approaches are used of neural networks to

represent a user’s preferences. Jenning et al. [127] used a neural network to create a user

profile where the nodes in the network are liked terms by the user and the edges are an

association between terms.

In another research [33, 34] authors used user browsing behavior to construct neural net-

works. In [24], the author also used nonlinear approaches to create user models by collecting

user behavior from implicit feedback. In the paper, the profile is based on a multi-layer

neural network method where the feedback is reading or rejecting a document.

2.4.4. Bayesian Network Techniques

Bayesian networks have been used for a variety of user modeling applications [128, 129].

The structure of Bayesian networks is based on Bayes theorem and conditional probability

distribution as directed acyclic graphs with nodes and arcs. Bayesian networks are more ex-

tensive in comparison to other methods discussed because they can represent any probability

distribution instead of a single variable. For example, [130, 131] used a Bayesian network to

estimate agents’ behavior.
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There are several studies in the application of Bayesian methods to the task of modeling the

user interests. In [20] the authors designed a Bayesian model to infer a user’s behavior by

the user’s background, actions, and queries in detail. [132] has used a Bayesian network to

model the next query search of previous query behaviors on the web. The other model in

[133] applied a naive Bayesian classifier that calculates the relation between an item and a

specific class.

On the other way, Bayesian networks are a practical and effective technique for modeling

user interest shift and tracking for example, [55] has used a Bayesian network to create a pro-

file. In this paper, an interest tracker is employed for learning based on relevance feedback.

In [134] a new user modeling system called Zebra is proposed and provides an inference

mechanism for reasoning out new information about students. In this paper, a Triangular

Learner Model has proposed that used the Bayesian network and Markov model. The core

of Zebra is consist of two engines: a mining engine and a belief network engine.

2.4.5. Linear Models Techniques

Linear models have used weighted sums of known values to make unknown values. They

have a simple structure and easily extended and generalized. Collaborative and content-based

approaches use linear models for different applications as predicting a user’s rating for news

articles. The resulting is the weighted sum of the ratings.

2.4.6. Rule Induction Techniques

These techniques use the set of rules for prediction. They can represent rules in a variety of

forms such as decision trees or conditional probabilities. They are used by both the content-

based and collaborative approaches. For example, in [135], has used a rule induction based

system to predict a user’s next action. In [51] also is combined a C4.5 technique with a rule

induction technique for tutoring applications.
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[136] used a combination of rule-induction, TFIDF-based and linear models. In this paper,

authors have used two models to predicate and recommend news articles. When we don’t

have enough data and information in the system, for building an initial model this technique

can be useful.

There are several studies under the collaborative approaches that use a ripper to learn a set of

rules for different tasks like [137–139]. For example, [137] used rule induction techniques

to predict ratings in films. In [139] the authors used ID3 to learn a decision tree to predict

user next action on a scheduling problem.

2.4.7. Markov Models Techniques

Markov models have a simple structure based on the Markov assumption. Using the Markov

assumption, the user’s requested page can be predicted by the last visited pages. Some

researchers have used the Markov model to predict users’ requests on the web. For example,

several models like Bestavros’ model and Horvitz’s model considered and calculated the

probability of request a specific document and then used these generated predictions by the

systems to help users.

28



3. LITERATURE REVIEW

In this chapter, we review related works based on the conducted research. This chapter aims

to three main areas: the need for personalization, personalized search, and user profiling. The

user model has been investigated in several aspects including the user model structure and

representation methods. According to user model structure and user needs, there are many

possible applications on personalized systems. We define a general explanation of the need

for personalization and especially search personalization. Then we explore the approaches

to construct a user profile. Finally, several applications on ranking approaches using user

profiles conclude this chapter.

3.1. The Need for Personalization

Since in the search process, queries are short [140, 141] and the ranking process is a problem

for identifying relevant documents, the need for personalization feels in recent years. Teevan

et al. [39] have investigated people’s aims on the same queries and reported some results.

Based on the results, the need for personalization is different in queries and different people.

The most recent works have conducted on personalization using user interest profiles for all

queries [120, 142–144]. However, based on the research conducted in [120], some queries

can benefit from personalization. For some queries, personalization does not make an im-

provement that it is maybe due to the effect of aggregating group information. Teevan et

al. [7] argued that personalization only for unambiguous queries can make improvements

in the ranking process, and [6] also discussed the concept of potential for personalization

and completed her previous work on selecting between personalized and un-personalized

rankings.

There is a need to estimate the potential for personalization for queries. In order, this explor-

ing the characteristics of the query is necessary to achieve a correct personalization process.

Due to the importance of the query in the personalized search process, more recent works

in personalization has conducted on the potential of the query. In some research, only query
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features are considered such as the length of queries or query click entropy [140] while in

the other research the clicked documents and dwell time is explored. Based on the reference

[145], personalization is insufficient with low click entropy queries. In [143] also in a similar

method, is proposed user entropy which averages click entropy by each user and discussed

that the user entropy is useful for low-frequency queries.

3.2. User Profile Representation

There are different ways for creating and representation user profiles such as weighted vec-

tors of the original terms (term-based methods) [141, 146], topic-based [74, 144, 147] and

ontology-based methods [27, 39, 60], however the main focus in creating user models in

personalized process is the keyword-based user profiles.

Gauch et al. [67] proposed a keyword-based(term based) user profile by the user’s search

histories to improve the personalization. Weighted keyword vectors are used as a predomi-

nant representation of user preferences [119]. Trajkova et al. [73] created a keyword-based

user profile via a proxy server. In the paper, user information such as clicked document and

dwell time are collected by implicit techniques to build a user profile.

McGowan et al. [56] created the user profiles as a collection of vectors for different topics.

Although this method has advantage, one of the problem is the relation beetween the inde-

pendence topics. To solve this problem, [148] provided to use a concept hierarchy between

topics. So the topic-based methods can be used to overcome the problems of the keyword-

based approaches in the personalised search [4, 149–152]. In topic-based methods, the user’s

profiles are presented as a probability distribution over topics [4, 149, 150]. In this approach

to create user profiles, the topics are identified from user documents and then are extracted

using a knowledge base [149, 150], or some techniques [4, 151].

The other common method to create a user profile to improve personalized web search and

browsing are ontologies [153, 154]. [84, 155, 156] ontology-based methods are applied using

the ODP taxonomy as the web topic ontology [37, 157]. [38, 134] used the ODP knowledge

base for creating user profiles in the field of query expansion. Michael et al. [113] proposed
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the user interest as a classification on ODP metadata to personalize search and [114] used

ODP for classifying topics and explored on their relations with query ambiguity. Eduardo

Vicente et al. [158] conducted a study on different user profile representation approaches.

In the field of ontological user profiles, there is some popular knowledge base such as ODP

concept hierarchies or Wikipedia. The ODP8 is used widely as the most popular directory

produced by humans in personalization [149, 150, 152, 159]. Two levels of ODP is depicted

in Figure 3.1. and the extracted topics are listed in Figure 3.2. The two figures are taken

from [160]. The ODP has the problem of not having access to the proper classification for

some documents. Therefore, it is necessary to create topics automatically. Topic modeling

techniques can overcome the limitations in the ODP [117] using Latent Dirichlet Allocation

[4] and other techniques to extract topics from documents.

Figure 3.1. ODP with two levels of categories.

Some papers preferred to use the structured data instead of keyword-based profile such as

SiteIF [87] that authors utilized semantic networks or Anatagonomy [161], Letizia [162,

163], Krakatoa [164], Personal WebWatcher [165], and WBI [166] that search behavior is

used to create profile. In a similar way [17] described a personalized search approach using

a semantic graph structure from ontology. User profiles are built based on queries in a search

session. The tracking changes mechanism is defined using the Kendall rank correlation mea-

sure.
8http://www.dmoztools.net/docs/en/about.html
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Figure 3.2. An example of topics extracted from ODP.

Hybrid methods of keywords and concepts are also used by [68] where the authors tried to

combine the keywords and the ontology concepts. The purpose of this structure is to solve

the disadvantage of the lack of semantic information of keyword. Sieg et al. [167] presented

an approach that uses a spreading activation to build models of user context as ontological

profiles. In the paper, interest scores of concepts represent the user’s interest. James et

al. [168] proposed a model for a personalization search that captures the user interests as

separate ontology-based concepts using clickthrough data. Eduardo Vicente et al. [158],

conducted a study on different user profile representation approaches. Amer et al. [169]

investigated word embedding in the field of personalization and did not lead to good results

because of user profile content and structure.

There are efforts to provide the generic user profiles among the different research such as

Golemati et al. [50] tried to develop an ontology as a reference model to create the user

profile. Razmerita et al. [170] also presented a generic user model architecture, and Liu et

al. [65] created a comprehensive user profile by combining user’s search behavior and the

ontology concepts.

3.3. Personalization and Topic Models

A newer discussion on the topic model and personalization is by Harvey and Carman et al.

[4] and [5] that the authors introduce new models based on latent Dirichlet allocation for
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personalized search. Thanh et al. [171] used latent topics for modeling search tasks by an

unsupervised topic modeling method. A learning method was used to train ranking models.

Than et al. [172] also introduced an embedding method to learn user profiles where users

were embedded in a topical interest space.

In some research [173] probabilistic topic models are used to improve the personalized search

such as [173] that a probabilistic topic model was used as user interests. In this paper,

the Kullback-Leibler Divergence was used to estimate the query model. Shao et al. [174]

proposed a text similarity algorithm using Jensen- Shannon distance to model text set. This

paper used the topic model and word co-occurrence analysis to calculate topics in the text.

Song et al. [175] provided the methods for adopting a user-specific RankNet model using

neural networks. These methods were evaluated based on KL-divergence and click entropy.

Nguyen in two research [176, 177] proposed a three-way method based on the user query

or clicked documents by the three vectors and then used in a deep learning architecture to

rank documents. Momtazi et al. [178]employed topic model in the field of query suggestion.

In this query suggestion process, the topic model was used to extract semantics on the AOL

query log. The main problem in this paper is unseen queries or queries without a history in

the searching process.

3.4. Personalization

Personalization emerged to overcome overloading data on the web. Whatever the user profile

created be more accurate, the process of personalization is more developed. Personalization

is applied by personalized services, such as personalized search, recommendation services,

filtering systems, browsing, and navigation systems [65, 179]. For example, the authors

[86, 180–185], are focused on the personalized filtering using user’s search histories in Email,

Electronic newspapers, Usenet groups, and Web documents.

Today more research focuses on search due to the importance of search as one of the most

common activities on personalized web search [87, 186–189]. Commercial products are also
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provided personalized services like Google Lab’s personalized search9 which matches results

with user interests that are provided by themselves explicitly. Pretschner [190, 191] provided

an overview of the personalizes services by describing approximately 45 personalization

systems.

3.4.1. Personalized Web Search

In many search processes, the user information can be searched using a query and as a list

of results. But these results cannot be always enough and there is a need to search systems

to personalize results. There is a need to create user models to increment the effectiveness

of the search outcome such as [192, 193] that try to combine an exploratory search approach

with an adaptive visualization for increasing effectiveness in personalized search.

There is a lot of solutions for personalized web search such as profile-based approaches and

click-based approaches. The profile-based approaches use user interest models and are very

efficient while the click-based methods are based on clicked pages according to the user’s

query history. Profile-based methods use some techniques for personalized search such as

browsing history, query history, bookmark, saving, print, and so on. For example, the authors

[87, 161–163, 165, 166, 185] increased the efficiency in personalized search and navigation

support with using browsing behavior. Qiu et al. [46] described a personalized search system

to predict future queries and Lai in two separate works [194, 195] tried to combine the user

searching profiles and the document profile, for presenting customized search results to the

users.

In the web search context, Dupret et al. [196] constructed a user profile from user interaction

logs aiming to make web search engine evaluation. Smyth [197] proposed a collaborative

web search approach as a community-based approach that reflects and shares knowledge

within search communities.
9Google Personalized Search, https://www.google.com/psearch/
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The use of ontologies for creating user profile also cause to increase the efficiency of person-

alized search such as [198] that proposed a new web search personalization approach in the

form of concepts by mining search results or Nazim [80] proposed an ontological user model

that used WordNet10 as a knowledge base. The authors [119, 145, 199] have addressed the

main issues related to privacy for information retrieval and proposed that the user profiling

process should be done in the client-side because of privacy issues.

There are two major types in personalized search: re-ranking search results and modifying

the user’s query or query expansion. We would argue about them in the following.

Re-ranking search results

In re-ranking systems, the created user profile by user feedbacks helps to create a new ranking

based on ranking algorithms such as [46, 47] that a user profile is created based on short and

long-term interests.

Re-Ranking algorithms [149, 200] have used a ranking function [155] to sort the results of

search engines. For re-ranking results, a spreading activation algorithm is used. Oard et al.

[40] used the Personalized PageRank approach using a user profile to estimate the ranks of

the results. In a similar work Aktas [201] introduced the re-ranking web search based on the

PageRank approach using the user previous searches for making hub scores.

Pretschner [61] described a metasearch engine that learned from visited pages and re-ranks

documents returned based on the profile. Daoud et al. [83] exploited a semantic user model

of related queries where the user profile has a graph-based and session term structure.

Query expansion

Query refinement is to improve the initial query using implicit or explicit information. This

technique was discussed by Salton and McGill in 1983 and then was used to solve the word

mismatch problem in the words used by search engine [202]. The purpose of this process is

to obtain the semantic or hidden concepts behind the normal keywords or queries by external

10http://wordnet.princeton.edu/
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sources like background knowledge. The query refinement could be also done by the user

model to improve search effectiveness however since it needs the relevant information, it is

a difficult job.

Finkelstein [203] proposed a system that generates additional query terms based on the text

surrounding the original query terms in a document the user is reading and [204] proposed

an automatic query expansion approach using an experiment to compare the performance of

different inputs in searching and browsing such as search query, expanded query, snippet,

and page content. The results showed the best input for identifying user interests was the

expanded query.

Another issue that results in emerged query expansion is short queries with a length of about

two [205]. The authors [65, 203, 204] investigated the query length using co-occurrence

concept and identifying the most frequent word in the field of query expansion.

In the field of personalized search, [153] used user profiles to expand queries and [206] re-

fined queries using a local context. [207] also refined queries only based on user preferences

and without user profiles. Kim et al. [208] used a fuzzy concept and query expansion in

the personalized search engine by using link-based search techniques. Many search engines

used link structure and fuzzy concepts with a network to find user queries ’ subjective interest

and their results were efficient. Nazim [111] exploited a query generator by the user profile

ontology for generating a personalized semantic search.

3.4.2. Personalization in Various Domains and Applications

We discuss several applications and their impacts. The common feature of all applications in

various domains is that user modeling is utilized to provide personalized information from

the web. We intend to categorize personalized approaches based on the proposed categories

[189] as follows:

• Approaches to improve ranking (re-ranking) search results
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• Approaches to modify the query (query expansion)

• Approaches to recommend items (news, film, paper, and . . . )

• Approaches to filter irrelevant information

The approaches in the first category propose modifying the ranking score in the PageRank

algorithm to re-rank results by user profile such as [68, 114, 145, 209, 210]. The approaches

in the second category are aimed at expansion query by user profile as knowledge support.

These approaches want to obtain more accurate queries by using user profile and query ex-

pansion techniques such as [47, 65, 211, 212]. The third category approaches try to suggest

items and web pages of user interest that are known as recommendation systems [213].

In the previous chapter, we discussed two first categories and in the following, we consider

the other applications on personalization such as recommendation, filtering systems, and then

we review the other applications that the user model is the main component in them.

Personalized recommendation

Nowadays one of the most important fields in the personalization on the web is recommenda-

tion systems. Recommender systems are applied in web sites such as ”Amazon”, ”Netflix”,

social networks, websites, and news. There is some research on semantic web personaliza-

tion specifically recommendation systems [22, 214–216].

Recommender System collects the requirements of every user and after doing a process,

recommends user-specific items to them. Recommender systems can use user profiling to

collect and process user requirements. In the field of recommendation based on the user

profile [154, 155] provided a recommendation based system that covers the changes in user

interests extracted from the user documents.

There are several methods like explicit and implicit feedbacks to collect and select items

for recommendations such as clicking items, bookmarked items, rated, buying a product,

requesting a movie, recently viewed, etc. For example, Liebermann and Budzik [162, 206]
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presented a recommender system to suggest items to users. In these papers, the user infor-

mation is collected implicitly from the recently viewed web pages.

Ouanaim et al. [217] presented an application to recommend the closest tourist spots to the

user using his/her information. The system provided in [218] called Case-Based Profiling

for Electronic Recruitment(CASPER) automatically recommends jobs to a user based on his

qualifications and experiences.

Zhao et al. [219] created a personalized recommendation system using the behavioral fac-

torization technique on Google plus. Ryen et al. [220] presented five variant information

resource including social and historic resource to predict future behavior.

The recommendation systems can be also a type of information filtering system that filters

irrelevant information and recommend relevant information to users such as [221] that pre-

sented a recommender mechanism called StumbleUpon and uses collaborative filtering while

requires explicit action from a large community of users. These social networks need to make

virtual communities for the distribution of web content.

Personalization in Filtering Systems

Filtering systems using different techniques try to decide which documents are irrelevant

and which are not and then delete some irrelevant documents. This is usually done by rank-

ing functions with a specified threshold. Since the decision about relevant or irrelevant is

difficult, so the system performance in ranking usually is better than filtering.

There is some research on filtering techniques [140, 168, 222–226] and intelligent agent

[19, 162, 227–229] that we discuss in more details below. Hyunjang et al. [102] used a

filtering system for personalized documents on the web. Lam et al. [55] investigated a

filtering system using a Bayesian approach to track changes in interests.

Content based filtering
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In content-based or cognitive filtering, the user profile is created using exploring the content

of visited items by the user and feedback is very important. In this technique, the main goal

is to find users with similar explicit feedbacks for the items.

Collaborative filtering

In collaborative filtering, the users are considered in the groups and are clustered with sim-

ilar interests. The clustering in this technique is very important and has a great impact on

system performance. There is another method for filtering information like demographic

filtering systems or fuzzy clustering systems [230]. In demographic filtering systems [231],

demographic information is used to recognize user preferences. One of the advantages of

collaborative techniques is to support diverse ranges of content, such as image, video, music

as independence from the content.

Foltz and Palleti [140, 232] is developed a filtering system that user profiles were created

using both implicit and explicit user feedback. Chen et al. [153] proposed an approach to

collaborative web search using the search behavior.

Personalized summaries

From each document can be extracted summaries that show the main content of the docu-

ment. There are several techniques for the selection and extraction of a summary. The early

research on summarization [233, 234] showed that users tend to select the parts of the text

that are related to their interests. Having a user model, the summaries could be personal-

ized for example for a digital newspaper, an automatic summarization process can help to

personalization. The presented system in [235] sends a selection of the news items to the

users concerning their user profiles. Tombros and Carbonell [236] and [237] generated the

summaries by combining different fields such as position and title.

Other applications

Several aspects of user modeling are used in different applications such as personal infor-

mation management, energy management, adaptive hypermedia, adaptive visualization, in-

telligent tutors, electronic books, intelligent agents, adapting to physical limitations. Orwant
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et al. [238] presented a user modeling system called DOPPELGANGER for filtering and

sorting electronic mail. In the system, users’ information is gathered and then processed.

DOPPELGANGER used sensors, applications, and learning techniques like linear predic-

tion and Markov models to model users in a multi-sensor, multi-application environment.

Each user model is a dimension that is determined by the available sensors such as the user’s

political preference or her/his age, favorite color, and so on.

In the field of personal information management and adaptive visualization, the model, pre-

sented in [50], focused more on static user characteristics. In this paper, to complement the

user profile ontology, a combination of explicit and implicit feedback is investigated. Using

user profiling in the field of energy management is also investigated [239]. In the paper, en-

ergy management based on user profile and micro accounting for smart energy management

is developed.

Adaptive hypermedia systems tried to present relevant information base on user-specific

characteristics, goals, interests, knowledge, and abilities. In intelligent tutoring systems, it is

tried to identify user needs and help to students using a user model. Using the user model,

the system can adapt appropriate exercises and examples to this user. Intelligent tutors use

learning techniques to adopt knowledge and so need to possess a user model.

Early user models in intelligent tutor’s systems were very simple and efficient. For example,

Carroll et al. [240] built a training system that can not adapt to user needs. Then later

systems tried to determine what the user knows. They started to build a student model and

tried to add adaption property to the learning system based on the current student model. For

example, Federico [241] used user interests and weaknesses in finding solutions to problems.

Anderson et al. [242] presented a model-tracing method that knowledge is represented in

terms of productions. In another sample, [243] used a Bayesian model to help students.

User models are also applied to facilitate interpersonal information acquisition and retrieval

such as Harvey and Bull [244, 245] that used user model based on preferences expressed by

the user and user actions to facilitate information retrieval. The authors in [246] described

intelligent information agents and the key limiting factor in agent technology. This paper
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has discussed building and maintaining ontologies as a body of knowledge for the web as

an important factor. Ontologies can also classify or linking items to create communication

between user and computer. Trewin et al. [247] have utilized user modeling to dynamically

adapt to physical limitations. This paper has used keyboard operations for personalized user

modeling with various disabilities.
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4. ESTIMATING POTENTIAL FOR

PERSONALIZATION

In the process of personalized search, personalization is not appropriate for all user queries

and may even yield worse results than generic ranking methods. The ranking for a naviga-

tional, specific, and unambiguous query is usually stable and its ranking does not depend

on the user preferences. Better rankings can be obtained for those queries without person-

alization. For example, the query “myspace” is usually a navigational query for the social

networking website regardless of the user issuing this query. For such a query, trying to

personalize can produce an inferior ranking.

In this chapter, we consider the potential for personalization in two phases. In the first phase,

the query features are explored to identify effective factors to measure personalization in

queries in subchapter 4.1. In the second phase, the potential for personalization for queries

is estimated. Finally, in 4.3. we quantify the query personalization using experiments and

provide the results.

4.1. Identifying Effective Factors to Measure Query Personalization

We investigate the appropriate and effective factors to estimate query personalization. In

order, we explore query features in several aspects including query structure, query history,

and the clicked results for each query. Then we explore which features are the most valuable

to predict query personalization to help personalization services using prevention useless

personalization.

In this thesis clicked results by the user are used as the main resource to research. As we

know, people clicked on the same results for common and popular queries such as ”Google”

or ”Facebook” but different results for ”learning PowerPoint” or ”morning exercise”, so the

entropy of clicked results for each query is also important. Based on the conducted research

by Teevan et al. [6, 7], there is a direct relation between the potential for personalization and
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click entropy. The results obtained in the research show a correlation around 85% between

personalization and click entropy. Like the work done in [7], click entropy is calculated

based on Equation 1 which measures the variability in clicked results over people. When

more pages are clicked for a query, click entropy is high and conversely, a small click entropy

shows a few pages are clicked for a query.

On the other side, query frequency is also an effective factor to measure the potential for

personalization in queries. The query frequency can be collected from the query log. It

is assumed that high-frequency queries are the indicators of the popular and navigational

queries and are not appropriate for personalization and conversely low-frequency queries are

appropriate for personalization. Here our goal is to investigate the relationship between click

entropy, query frequency, and personalization.

To illustrate the relationship between query frequency and click entropy, we depicted Figures

4.1. and 4.2. for the queries in the AOL data set. Here, we can deduce from the figures a

relationship between query frequency and click entropy that with the increasing the query

frequency, click entropy is also increasing. But as the graph shows, there are some irregu-

larities and it is not a strictly increasing graph. For queries with low query frequency (in our

data set less than one hundred), the graph is ascending.

Figure 4.1. The relationship between query frequency and click entropy in the AOL data set.

According to the above figures, with increasing the query frequency, click entropy also in-

creases but after reaching a certain extent, click entropy does not increase and remains rela-

tively constant or even in some cases decreases. Figure 4.1. illustrates this issue well. This
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Figure 4.2. Rate of changes in click entropy to frequency

stable mode is somewhat related to the popularity of queries. Popular queries are known

queries with the high frequency used by people such as the names of country, city, the spe-

cial dates and the names of models, book or application (Microsoft office 2006), the names

of movie, music, the names of popular persons (sportsman, actors, political persons) and so

on. In popular queries, different people clicked on the same results, so with the increasing

query frequency, click entropy partly increases and then remains relatively constant or even

in some cases decreases. So the click entropy for popular queries places in a certain range.

On the other hand, when a query has high frequency and low click entropy, then the proba-

bility that the query is popular is high. In the following, we examine the correlation between

click entropy and query frequency along with query features.

In the following, we examine the query features to estimate personalization based on the

extracted features from reference [7]. These features include the query length, history, and

the clicked results for each query. We begin by examining the simplest features such as

query length11, the query consists of the time, date, place, and query contain the URL. These

features are calculated for all queries collected from users using correlation coefficient and

are represented in Table 4.1.

We divide other features into the features related to query history and user history. The

features that place in the query history category include query frequency (the number of times

11The query length is detailed in Figure 0.2., Appendix A.
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Query Features Query Frequency Click Entropy
Low High Low High

Query Length -0.088 -0.075 0.251 0.395
Query consists of the time-date-place 0.042 0.018 0.150 0.175

Query contains the URL fragment 0.016 0.130 0.192 0.263

Table 4.1. The correlation ratio among features related to the query structure.

query issued), the average of item rank clicked per query, click entropy, and the number of

queries with no item rank clicked. All calculations use the correlation coefficients between

query features and the measures of query frequency and click entropy. These features are

indicated in Table 4.2. The user history features are also calculated in Table 4.2. such as

query frequency per user (the number of users who issued query), click entropy query for

each user, the number of distinct users, the average of item rank clicked for each query per

user.

Query and User History Features Query Frequency Click Entropy
Low High Low High

Query frequency 1.0 1.0 0.735 0.583
The number of item rank clicked for each query (all combinations) 0.615 0.896 0.060 0.488

The number of item rank clicked for each query(distinct) 0.317 0.038 0.608 0.325
Click entropy 0.735 0.583 1.0 1.0

Query frequency for each user 0.186 0.058 0.022 0.045
The number of users (distinct) 0.726 0.912 0.020 0.464

Average item rank clicked for each query per user 0.021 -0.010 0.274 0.107

Table 4.2. The correlation ratio among features related to the query and user history.

After calculating the properties of the table, we want to discuss the relationships among these

measures. The best results and measures are achieved for features that involve query history.

To achieve a better result, we have divided these measures to low query frequency and high

query frequency.

Based on the calculations in Table 4.2., the features related to query history like query fre-

quency, click entropy and the number of item rank clicked for each query have the highest

correlations. As the table shows, click entropy for both low and high query frequency is in-

creasing but in high frequency is less. There is also a dramatic increase in feature the number
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of item rank clicked for each query. We calculated this feature for both distinct and combi-

nations. There is also a remarkable increase in click entropy for low-frequency queries while

a low increase in all combinations. Therefore, it can be inferred that for queries with high

frequency, there is less growth to increase for correlations click entropy and the number of

item rank clicked for each query while a more growth for low query frequency.

4.2. Estimating Potential for Personalization

In this chapter, the potential for personalization for a global query is explored regardless

of the user who clicked on it. We use it before the re-ranking process for each user. The

goal is to prevent useless personalization for unambiguous queries regardless of the user.

Although there are some metrics such as click entropy and topic entropy to identify queries

whether they require personalization, they have limitations especially for queries without

history. To overcome these limitations, we present a new metric called unified topic user

entropy (UTUE) that estimates the potential for personalization using topic distributions of

individual query words. First, we summarize click entropy and topic entropy metrics since

we compare their performances with the performance of our new metric.

As discussed in the previous chapter, based on references [6, 7] click entropy is a known

metric for estimating personalization in queries. Click entropy measures the query’s person-

alization potential using the clicked documents. If the click entropy is high, it means that

different users click on different documents and the query is ambiguous. Click entropy is

defined in Equation 1 as the entropy of the documents’ click probability distribution for the

query. For an unambiguous query, relevant documents are clicked with a higher frequency

by different users creating a probability distribution with less uncertainty.

As can be seen from Equation 1, click entropy is purely based on documents but not their

contents. When different documents with similar contents are clicked by users for a query q,

click entropy will be high signaling a false ambiguous query. Furthermore, in the reference

[3] topic entropy discussed in Equation 5 is proposed as a natural extension of click entropy

with more performance. In the other words, if the click entropy for a query is high, it means
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that different users click on different documents and it might be an ambiguous query and as

a result potential for personalization in a query will be high.

Topic entropy is the weighted sum of Kullback-Leibler divergences of query and document

topic distributions and Yano et al. [3] model the topic entropy as the center of gravity for the

topic distribution divergences. While this measure incorporates document similarities, the

users’ behavioral differences are only modeled through the P (d|q) component. Topic entropy

is still not defined (its value is zero) for the new queries the same as the click entropy. Topic

entropy on the other hand models P (d|q) using the topic model distribution of the documents,

able to account for documents with similar contents. In topic entropy Equation 5 the topic

set Z is obtained using LDA. P (z|q) is the probability of the topic z for the given query q

and it is estimated using the documents clicked for a query q as in Equation 6.

We try to address these problems in our new metric. Although Yano et al. [3] also propose

topic user entropy (TUE) as in Equation 8 to incorporate the users’ behavioral differences, in

their experiments the correlation of topic user entropy results with human judgments is low

compared to Topic Entropy.

TUE(q, Uq, Dq) =
∑
u∈Uq

∑
d∈Dq

P (d|q, u)KL(P (z|d)||P (z|q)) (7)

=
∑
u∈Uq

1

|Uq|
∑
d∈Dq

P (d|q, u)
∑
z∈Z

P (z|d)log(
P (z|d)

P (z|q)
) (8)

Where Dq is the documents clicked for the query q, Uq is the user set issuing the query q. It

is assumed that the probability of each user issuing the query is equally likely.

Note that TUE weights the divergence of document model from query model by P (d|u, q)

which is the number of times the user u clicks document d for query q, divided by the total

number of clicks of u for query q. For a user who did not issue q previously, TUE is not

defined since no document is clicked. To solve this cold start problem, we try to benefit

from extracted topics of topical user model P (u|q) in our new metric. We define P (u|q) in
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Equation 10 and it is the probability distribution of the query on the users using the LDA

topic model.

P (u|q) ∝ P (u)P (q|u) = P (u)
∏
w∈q

P (w|u) (9)

= P (u)
∏
w∈q

∑
z∈Z

P (w|z)P (z|u) (10)

Where P (u) is the probability of the user u and it is estimated by the proportion of queries

submitted by user u to the total number of queries. P (w|z) is the probability of the word w

of the query for the topic z and P (z|u) is the probability of the topic z for the given user u.

P (z|u) is also estimated using all documents Du clicked by user u as in Equation 11 and it

is used to weight the contribution of each topic for the query.

P (z|u) =
∑
d∈Du

P (z|d)P (d|u) (11)

Using P (u|q) as the weighting factor instead of P (d|q, u), we define our new metric called

as the unified topic user entropy (UTUE) as in Equation 13. This metric unifies all users who

have or have not issued the query in the past.

UTUE(q, Uq, Du) =
1

|Uq|
∑
u∈Uq

P (u|q)
∑
d∈Du

KL(P (z|d)||P (z|q)) (12)

=
1

|Uq|
∑
u∈Uq

P (u)
∑
d∈Du

∏
w∈q

∑
z∈Z

P (w|z)P (z|u)P (z|d)log(
P (z|d)

P (z|w)
) (13)

As a new query will only be submitted by a single user and will not have any clicked docu-

ments, du,q will be an empty set. As a result, TUE(q, Uq, Dq) will be equal to zero. Instead

of depending on the clicked documents for the specific query q, the documents clicked by
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the user Du for all queries are used. Furthermore, instead of using P (z|q) which depends on

the clicked documents for the query q, the topic distribution of words is used.

4.3. Quantify Query Personalization

Since in the AOL data set, there is not any value to measure personalization, we consider the

click and topic entropy as indicators of personalization and calculate the correlation between

these metrics12.

4.3.1. Evaluation Metrics

The potential for the personalization metric is evaluated using a similar methodology to Yano

et al. [3]. The correlation between human judgments for query ambiguity and the automatic

measures are reported. First for three different frequency levels queries are randomly sam-

pled and two-hundred queries are selected for each frequency level. A total of six-hundred

queries is annotated by human judges as “clear”, “broad” and “ambiguous”. Five human an-

notators are used for the annotations and the inter-rater agreement is estimated using Fleiss

Kappa is 0.436.

For evaluation, labeled queries are assigned weights, for ambiguous, broad and clear weights

are defined as 2, 1, and 0 values. Then for each query label, scores are calculated as the sum

of human-assigned labels. The rank correlation between the human scores and the potential

for personalization metrics are calculated using Kendall’s τ .

4.3.2. Experimental Result

We quantify query ambiguity by using discussed evaluation metrics. The performance of

the three potential for personalization metrics is investigated using the 600 query ambiguity

dataset built in this research. Table 4.3. indicates the correlation using Kendall’s τ in the

12The values are detailed in Figure 0.1., Appendix A.
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human judgments and three metrics, namely Click Entropy [2], Topic Entropy [3] and the

proposed UTUE metric. The results are grouped into three highlighting the effectiveness of

the metrics for each frequency category. There are two-hundred queries at each frequency

level. The low-frequency group is also separated into three sub-groups to reveal the perfor-

mance gains of the proposed UTUE metric for low frequencies. If a query’s frequency is

equal to one, it means that the query is new and its click entropy and topic entropy is equal

to zero. 34% of the queries are new without any history where only UTUE can be used for

calculating the potential for personalization.

τforLowFreq τforMidFreq τforHighFreq
F = 1 2 ≤ F < 10 10 ≤ F < 50 50 ≤ F < 150 150 ≤ F < 400

Click Entropy 0.149 0.181 0.252 0.226 0.214
Topic Entropy 0.149 0.268 0.340 0.301 0.283

UTUE 0.297 0.273 0.182 0.207 0.185

Table 4.3. Kendall’s τ between methods and ambiguity levels in different query frequency.

The results in Table 4.3. show that UTUE outperforms the topic entropy and the click

entropy for the queries without history and the first column indicates that the improvement

is doubled for those queries. UTUE’s performance for the queries whose frequency is less

than 10 is given in the second column where UTUE outperforms the other metrics. However,

for queries with frequencies higher than 10, topic entropy and click entropy can estimate the

potential more accurately and outperforms the proposed UTUE.

Figure 4.3. shows the plot of frequency and rank correlation for both Topic Entropy and

UTUE. While topic entropy is more accurate for identifying query ambiguity in higher

frequencies, the UTUE is more effective for lower frequencies. It means that the topic

entropy measure can successfully determine the ambiguity of a query if there are enough

previously clicked for that query. But UTUE performs better for low-frequency queries as it

tries to determine the ambiguity of a query from the clicked documents using the individual

words forming the query. This result confirms our intuition that UTUE can be used for

queries where the other metrics fall short, in queries without a history and for low-frequency

queries, and topic entropy should be preferred for the other queries.
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Figure 4.3. The changes in kendall’s τ in topic entropy and UTUE metrics for low-frequency
queries.
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5. USER PROFILING PROCESS

In this thesis, the methodology is divided into three parts: User profiling process, Estimating

the potential for personalization, and Re-ranking process for search personalization. A gen-

eral overview of the framework is described in Figure 5.1. The framework is consists of the

main steps of creating the user and group profile, estimating the potential for personalization,

and re-ranking results. In the first step, user profiles are created using the keyword/keyphrase

based and topic-based structures described below. In the second step, the potential for per-

sonalization is estimated using topic entropy metric and proposed new metric(Unified Topic

User Entropy) described in Chapter 4. Finally, in the last step, the personalization process

completes with ranking the result using user and group profiles and combinations methods

described in Chapter 6.

Figure 5.1. An overview of the framework includes the main steps.

As mentioned before the purpose of the user profiling process is to collect user information

based on user needs and interests. There is an overview of the user profiling process in per-

sonalization [21, 248]. The system developed in [18] has divided the user profiling process

into three main works that consist of data extraction, data integration, and discovery. In a

similar approach in [112]the authors added one additional phase visualization to the process.
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Zhiheng et al. [249] proposed a multi-interest modeling method to complete a hierarchy

structure to improve efficiency. Based on their research the scheme is consisting of three

modules: user modeling module for managing data, text classification training module, and

semantic similar network training module.

A user profiling process can be conducted into the following subprocess, collecting infor-

mation such as experience, interests, behaviors, pre-processing of collected information, and

creating a user model. Finally, the process is completed using applications to provide person-

alization services. There are a number of most popular techniques in collecting, representing,

and creating user models [74]. In this chapter, we describe the techniques used.

5.1. Collecting Information

User profiling is started with collecting information about the users. Older systems gathered

data explicitly from the users by asking the users, but the user is not interested in directly

giving information. Besides, this method is needed to fill a lot of questions and may not

always provide correct answers.

Nowadays more research is focused on implicit methods or behavioral user profiling for

collection information. There is two major matter of collecting information. The content of

the data collected and techniques to collect information. Since in this thesis, we use implicit

methods to collect user information, so we discuss in detail in the following.

5.1.1. Techniques to Collect Data

There are several techniques to capture the user’s interests using exploring his/her actions and

inferring interests and preferences such as browser caches and agents, history and browsing

search, proxy servers, and search logs. Some of the techniques collect the user activities

while interacting with the site on the side of the server, for example in browser cache and

proxy server methods. There are two methods for collecting browsing histories, one is in-

stalling a proxy server by users and the other is sharing the browsing caches periodically by
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Example publications Server side Client side Implicit Explicit
Asnicar and Tasso [185] X X
Chen and Sycara [153] X X

Micarelli and Sciarrone [189] X X
Speretta and Gauch [186] X X

Chirita et al. [149] X X
Teevan et al. [1] X X

Chirita et al. [212] X X
Tao et al. [250] X X X

Bennett et al.[150] X X
Huang et al. [99] X X

Hannak et al. [251] X X X
White et al. [152] X X
Yang et al. [159] X X

Table 5.1. The techniques used to collect data in some example publications.

users. In browser agents, the agents can collect data with browsing history by bookmarking,

downloading, scrolling, and moussing.

Web and search logs collect the browsing and query histories to build user profiles to help

personalization. This method is not required to install a desktop application by users on the

client-side such as Google Desktop Search. Table 5.1. shows the techniques used to collect

data in some example publications. In this thesis, we use a query log collected by the AOL

search engine and session TREC 2014.

5.1.2. The Content of the Information Collected

There is a range of content information such as click-through data or query log analysis,

mouse movement, scrolling, browsing the history, desktop information analysis, dwelling or

display time, etc. For example, there are some studies with a focus on created user profiles

by the content of browsing history [43, 61, 153, 185]. As discussed in Table 5.1. Chen and

Sycara [153] have used multiple TFIDF vectors for creating the WebMate system. Pretschner

et al. [61] also used browsing history and user preferences are created over time. Sugiyama

et al. [43] and Gauch et al. [185] have built a user profile based on browsing history to re-

rank results from a search engine. Also, Lieberman [162] with the Letizia system, Mladenic
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[165] with the Personal Web Watcher system and Gauch et al. [73] with OBIWAN, have

built the user profile by analyzing the browsing history.

The authors [39, 46, 252] have used log files and click history to learn user profiles. Hijikata

et al. [253] have traced the user’s mouse operation and Thomas [254] has tracked the user

bookmarks to create the profiles. Collecting data from different sources such as web pages,

email, and documents are used by Dumais [255]. Matthijs et al. [256] collected the data from

several components such as the visited pages in the search process and the time opening on

the page and Xueping [99] used the user search result concerning Google Directory.

The Honeypots is introduced by Spitzner [257] to capture user information. The Honeypots is

designed as a website that attracts the users and is tracked internet usage patterns of the users.

Social networks can be also used to collect information about users for example Jiwei [258]

has extracted user information from Twitter, Google Plus, and Facebook. In this research,

the author used a supervised approach to extract user profiles from Twitter. Kelly et al. [38]

have used implicit feedback to recommend a suitable web page to the user. The paper is used

some special implicit feedback such as text tracing and selection, link pointing, printing a

page, window movement, and resizing. Generally, collection information using social media

and networks is more accurate. In other words, many social media help to build user profiles

[259–266]. For example, Guy et al. [259, 260] have built a personalized recommendation

using social media, and Chen [262] used Twitter for the personalized recommendation. The

conversations are used to build user profiles of friends [263] and communities [265].

The online discussion or forums like Digg, are a type of social media where people gather

together and discuss a specific topic for getting or sharing information with others. In forums,

user’s interests are showed by provided content and the exchanged opinions in discussions.

For example, the authors [98] created a hierarchical user profiling based on generated content

and the topics of the discussions by the users in forums.

Extending on this idea, Ghulam [60] presented a model that uses of social agents and user

activities on the internet to create a community of similar interests. Nazim et al. [111] also

used the social web to collect information to create the profiles. So, the first commitment of
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a system is the method of collecting data for the user model and the second is to uniquely

identify users.

According to Susan Dumais et al. [6] research, clicked item rank and URL by users are the

most critical feedback used by researchers for the personalization field. So, in this research,

we used the click data collected by users. We used a query log collected by the AOL search

engine as a large amount of click-through. Using implicit data sets, we can study many

different users’ interactions while it will be infeasible with explicit data.

5.2. Pre-Processing of Collected Information

After the collection of relevant information, it might preprocess to remove duplicate and

clean up the data. Before cleaning the data set, we should uniform the language in available

data. Since the query log is obtained from a search engine with different geographies, we

only retain the queries in English. Then, we cleaned the dataset by only retaining some

queries. It means that are dropped queries without clicked results. Then the data is filtered

by removing URLs clicked less than one-hundred times.

Besides, the extracted URL or document also needs to be cleaned. To clean them, we ex-

tracted clicked pages by users and re-open them using a search engine. Then we did a

pre-processing on extracted documents. To do, we did a collection of steaming, stop word

removing, and parsing process. For steaming, we applied porter steaming on words on pages.

5.3. Start to Create User Models

In this step, we want to begin to create user models with the collected and preprocessed in-

formation from users. As we mentioned before, there are some approaches and techniques to

represent and structuring user profiles. In this part, by investigating user profile structure, we

create user profiles as keyword-based, keyphrase based and topic-based, and in the following,

we explain both them in detail.

56



5.3.1. Keyword and Keyphrase based User Profiles

We create profiles as keywords and keyphrases extracted of clicked documents by users us-

ing keyword/keyphrase extraction methods. We use a number of models such as TFIDF,

RAKE13[267], TopicRank [268], TextRank [269], KEA(Keyphrase Extraction Algorithm)

[270] and WINGNUS [271] to extract keywords/keyphrases. In the process of keyword-

s/keyphrases extraction, there are supervised and unsupervised methods. Current methods

in unsupervised are divided into statistical models and graph-based models. Among statisti-

cal models, TFIDF is used successfully and we intended to use it as a basic algorithm to the

comparison. TFIDF is described in Equation 14 is a weighting technique used in information

retrieval. In search engines, TFIDF is used to measure the similarity between a query and a

document. The Tf computes the frequency of a word. The idf estimates the logarithm of

the number of the documents divided by the number of documents with the specific word.

wi,j = tfi,j × log
N

dfi
(14)

Where tfi,j is the number of occurrences of i in j , dfi is the number of documents containing

i and N is the total number of documents. Since the length of documents is different, so the

term frequency is often divided by the document length as a way of normalization. In idf

also some terms with low importance have appeared a lot of times. So, we need to weigh

low the frequent terms.

In keywords/keyphrases extraction algorithms, in the first step, keywords candidates are ex-

tracted and then the extracted keywords are sorted by a weighting method or a machine

learning technique as unsupervised or supervised. Finally, the top-K highest weighted can-

didates are selected. More on unsupervised keywords/keyphrases extraction methods, we

apply efficient graph-based models such as RAKE, TopicRank, and TextRank. These al-

gorithms are based on the graph-based modeling which a graph is built based on words or

phrases where the edges’ weights are computed using co-occurrence counts [272, 273].

13Rapid Automatic Keyword Extraction
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The RAKE algorithm proposed in [267] is a language-independent method that extracts

keywords by analyzing word frequency and its co-occurrence with other words in the text.

RAKE focuses on finding multi-word phrases containing frequent words. First, RAKE splits

the text into sentences using punctuation signs and generates the candidates. All words listed

in the stop-word file will be treated as phrase boundaries. This helps generate candidates

that consist of one or more non-stop words, such as ’compatibility,’ ’systems,’ ’linear con-

straints,’ ’set,’ ’natural numbers,’ and ’criteria’ in this text. RAKE is based on the theory

that key phrases frequently contain multiple words but rarely contain standard punctuation

or stop words or other words with minimal lexical meaning. Most of the candidates will be

valid phrases; however, it won’t work in cases where the stop-word is part of the phrase.

RAKE focuses on finding the most frequent phrases with multiple words. Removing punc-

tuations and stop-word from the text is the primitive step. Then the properties of each can-

didate are calculated and sorted according to frequency or RAKE’s scores. The advantages

of RAKE are simplicity and ease of use while there are some limitations such as accuracy,

the lack of stemming, and normalizing keywords the parameter configuration requirement.

Besides the Rake doesn’t yield the correct result for words include stop-word.

TextRank algorithm proposed in [269] is an algorithm based on PageRank and the same as

RAKE extracts key phrases by a co-occurrence graph. In this algorithm, documents are split

into the sentences, and the words with specific tags such as noun, prop, and verb. Then a

graph of words is created and the weight for each node is calculated. Then it collects the

influence of each of its connections and determines the new score for the node. In this way,

TextRank considers the similarity between each sentence to all other sentences.

TopicRank algorithm proposed in [268] is an improvement of the TextRank that extracts

keyphrases using a topical representation. Extracted keyphrases are clustered into topics as

a graph-based structure.

Given a complete graph G = (V,E) where V and E are a set of vertices and edges. The

topics are shown as nodes and the weight wi,j between two nodes is measured as Equation

15 defined [268].
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wi,j =
∑
ci∈ti

∑
cj∈tj

dist(ci, cj) (15)

dist(ci, cj) =
∑

pi∈pos(ci)

∑
pj∈pos(cj)

1∣∣pi − pj∣∣ (16)

Where the distances between the candidate keyphrases ci and cj is measured by Equation 16

and pos(ci) represents all the offset positions of the candidate keyphrase ci. After creating a

graph, the ranking model TextRank, is used over the topics. The ranking model uses a score

function as Equation 17 defined by reference [268] to sort the topics.

S(ti) = (1− λ) + λ×
∑
tj∈Vi

wi,j × S(tj)∑
tk∈Vj wj,k

(17)

Where Vi and λ are the topics voting for ti and a damping factor generally set to 0.85.

In Chapter 7. to complete a benchmark, we will evaluate supervised models like KEA and

WINGNUS as baselines methods. KEA builds a classifier based on the Bayes’theorem using

training documents, and it uses the classifier to extract keyphrases from new documents. In

the training and extraction phases, KEA analyzes the input document depending on ortho-

graphic boundaries (such as punctuation marks, newlines, etc.) and exploits two features:

tfidf and the first occurrence of the term. The WINGNUS similar to KEA uses a Naive

Bayes classifier and POS rules to extract keyphrases. The extracted keyphrase are stored in

the keyphrase based user profiles in the form of XML and will be applied in the ranking

process.

5.3.2. Topic-based User Profiles

Although keywords/keyphrases extract the key topics, they cannot analyze the content of the

document. The most simple way to build a topic-based profile is that use an online ontology
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produced by humans like mentioned before. However, this approach has limitations such as

the lack of online categorization related to a document and pre-determining the categories

for each document by a human. The approaches such as LDA, LSA, PLSA, and LDA2VEC

try to extract hidden topics in a text.

To create a topic-based user profile, it needs to extract topics from relevant documents. As a

result, the topics are hidden or latent concepts that are explaining its document. In this thesis,

in particular, we use the LDA an unsupervised learning method, and a Bayesian version of

pLSA. The LDA uses the original Dirichlet distributions to distribute the topics over the

document and words.

The LDA using a set of documents m, in the first step, assumes the hidden k topics and dis-

tributes the topics across these documents. In the next step, for each word w in the document

assigns the correct topic. Finally, for each topic specifies the words based on the documents

and the frequency of words. The LDA model is depicted in Figure 5.2..

Figure 5.2. The LDA algorithm.

Figure 5.2. depicted an LDA model with α, β and ϕ as hyperparameters according to docu-

ment, word and topic distribution for document m, topic z and word w. The LDA is the most

popular and effective topic modeling technique that can be easily used on new documents.

It is available in the Gensim library as Figure 5.3. The LDA is used in the fields such as

text segmentation [274], tag recommendation [275], automated essay grading [276], topic

identification [277], and web spam classification [278].
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Figure 5.3. Implementation of LDA using Gensim.

In this thesis, we need to create topic models of extracted documents of clicked URLs by

the user. To create topic models, we use LDA that involves an iterative Bayesian topic

assignment process over a train-corpus. The topic extracted can be also obtained by using

an online ontology that has some problems. Thus we create topic models by deriving topics

from the data itself as the work done by Harvey et al. [4].

A personalization topic model is depicted in Figure 5.4. To build the model, the number

of topics needs to be preset. The prior distribution of topics over documents is taken as

Dirichlet. The model involves a document d, a topic variable z, a word w, and a user u.

Figure 5.4. A personalization topic model.
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As we mentioned before, we can get to the topic distribution across documents and the words

included in the topics assuming the dependency between the user and the words to the topic.

In this model θd, φz, and ψz are defined as probability vector over topics, words, and users

in the modeling process. In addition, α, β, and γ are defined to uniform distributions for

sparse data and removing the overfitting problem. The posterior distributions φ̂w|z, θ̂z|d and

ψ̂u|z are described using Equations 18, 19 and 20 that are taken from the research conducted

by Harvey et al. [4, 5].

φ̂w|z =
Nw,z + β 1

W

Nz + β
(18)

θ̂z|d =
Nz,d + α 1

Z

Nd + α
(19)

ψ̂u|z =
Nu,z + γ 1

U

Nz + γ
(20)

WhereNw,z,Nz,d andNu,z are the number of times the topic z appears together with the word

w, document d, and user u respectively. The common methods recommended to approximate

the posterior distribution are variational inference [117] and Gibbs sampling [277]. We used

Gibbs sampling based on the Markov chain approach in our work.

In our model, each state of the Markov model indicates the allocation of topics to words of

search queries, and this process continues to reach a satisfactory convergence. After reaching

an acceptable convergence, the parameters can be estimated.

As such, we begin by creating the user topical profiles that the documents are modeled using

the distribution over topics as Figure 5.5. The parameters will be explained in the evalu-

ation metrics in Chapter 7. Using the distributions explained in Equations 18, 19 and 20

we will construct a ranking model to sort the documents. The details related to re-ranking

implementation are discussed in Chapter 6.
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Figure 5.5. LDA model using related clicked documents

5.3.3. Group User Profiles

The user profiles can be enriched by adding the information of other users with common

interests to the user profiles, and it can improve the efficiency of web search results [2, 47,

152]. These group profiles are created based on the common interest of groups of users.

These group profiles can be created on the keyword/keyphrase-based profiles or topic-based

profiles. In this research, we create group topical user profiles to the purpose of comparing

topical user profiles and we present the experiments in the evaluation chapter.

5.3.4. Building Persistence and Temporal User Profiles

As time is changing, user profiles are also changing. In some studies [43, 114] are used the

different vectors to model the user interests as short-term and long-term. In another study by

Bennett et al. [150] the weights of clicked URLs are used to represent how interests change

over time. We also consider time in creating user profiles. In this way to build short-term
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and long-term user profiles, we consider topical user profile for one and three months. In this

order, we can consider the topical user profile as sessions of time. Table 5.2. shows some

publications of several approaches in the literature as short-term and long-term profiles.

Example publications Long-term Short-term
Nanas et al.[148] X
Mc Gowan [56] X
Dou et al. [2] X

Shen et al. [141] X
Sugiyama et al. [43] X X

Chirita et al.[149] X
Teevan et al. [1] X

Sontag et al. [151] X
Harvey et al. [4] X

White et al. [152] X
Bennett et al. [150] X X

Table 5.2. Some publications of several approaches in the literature as short-term and long-term
profiles.

To build user profiles, we used the AOL and TREC 2014 Session Track data set. We sepa-

rated documents for each user in the query log and then create user profiles in two represent-

ing methods of keyword/keyphrase-based and topic-based. Despite our focus on topic-based

user profiles, we create keyword/keyphrase-based profiles to compare the ranking perfor-

mance result.
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6. RE-RANKING PROCESS FOR SEARCH

PERSONALIZATION

Personalization is the task of re-ranking the retrieved document set concerning the user pro-

file. While this task on its own is independent of the potential for personalization tasks, we

argue that selective re-ranking can yield better results.

The first we discuss two ranking methods include ranking based on the keyword/keyphrase

profiles and ranking based on the topical user profiles. The purpose is to make a comparison

between keyword/keyphrase based models and topic based models. Since our focus is on the

topical model and topical user profiles, three ranking approaches based on the topical model

are used in our evaluations, where the first one uses a generic document scoring function

based on topic models without any personalization. The second model uses the personaliza-

tion factor using the documents clicked. The last approach re-ranks the result using a group

based topical profile.

Although profiles are indicative of the user interests, they can be incomplete and mislead-

ing due to data sparsity. For user profiles with less browsing history, data available might

not be sufficient. To resolve the data sparsity, the history of similar users can be grouped

and used for personalization. As a final re-ranking model, we propose a new group based

personalization method.

6.1. Ranking based on Keyword/Keyphrase based User Profile

In this method, the documents are ranked using keyword and keyphrase based user profile.

In the re-ranking process, unlike some papers that benefit from Google API results, we use

the clicked documents by the user. In other words, we use the query log to rank documents.

Re-ranking documents for a new query using keyword and keyphrase based user profile, we

measure the similarity between the extracted keywords/keyphrases of each document in the

query log and the keyword/keyphrase based user profile for each user by cosine similarity
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measurement. This measurement is used to measure changing between similar documents

regardless of the size of the document. It can be measured using Equation 33. For the

evaluation re-ranking process using keyword and keyphrase based user profile, we tried a

re-ranking algorithm on the AOL and TREC 2014 Session Track data set and the results are

presented in Chapter 6.3.1.

6.2. Ranking based on Topical User Profile

6.2.1. Generic Ranking without Personalization

Given the LDA topic models, documents, and words are associated with topics in the docu-

ment set. Building on the same framework introduced by Harvey at al. [4], documents are

ranked using the LDA model P (d|q) called NonPTM (Non-Personalized Topic Model) here.

The P (d|q) is estimated using the Bayes rule and the LDA generative model as follows.

NonPTM(d, q) = P (d|q) ∝ P (d)P (q|d) = P (d)
∏
w∈q

P (w|d) = P (d)
∏
w∈q

∑
z

P (w|z)P (z|d)

(21)

Based on the described LDA model, we build a topical user profile for each user in the data

set using the distributions obtained. Based on the estimated likelihood in paper [3], we rank

the documents in the data set for unpersonalized (LDA) model as Equation 21.

Where P (d) is the prior document probability and z is the topic latent variable estimated

using LDA. P (w|z) and P (z|d) are obtained from the LDA topic model. Since NonPTM is

a method without any personalization, comparisons with this baseline method will reveal the

improvement of personalization over generic ranking with topic models.
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6.2.2. User Profile based Personalization

The personalization method of Vu et al. [171, 279] is reproduced for completeness. A user

topical profile is modeled by a set of documents Du which the user clicked on. Using the

topic distributions of the user’s documents that are associated with topics, the user profile can

be considered as the vector of posterior probabilities of topics given the user and is calculated

as in Equation 22.

P (u|z) ∝ P (u)P (z|u) = P (u)
∑
di∈Du

P (z|di) (22)

Then, the personalization based ranking function is defined as in Equation 23 which will be

referred to as Personalized Topic Model (PTM).

PTM(d, q, u) = P (d|q, u) ∝ P (d)
∏
w∈q

P (w, u|d) = P (d)
∏
w∈q

∑
z

P (w|z)P (u|z)λp(z|d)

(23)

The λ parameter weighs the effect of user topical profile on the ranking process and it is

equal to 0.175 similar to Harvey at al. [4]. That λ ∈ [0, 1] is used to weight the probability

of P (u|z) and to calculate the probability of a user given a particular topic or topical user

profile we use the Equation 24.

P (z|u) =
1

|Du|
∑
d∈Du

P (z|di) (24)

6.2.3. Temporal User Profiles

Since during a search session, user interests and search intentions are changing, so the long-

term and short-term profiles were also discussed [150, 280]. For example, Vu et al. [280]
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created temporal user-profiles and used for the re-ranking process and in the similar research

Bennett [150] built different temporal user-profiles and the re-ranking results were improved

using metrics like click entropy.

There is much research [158, 280] in creating user model into ranking algorithms in various

areas effectively but more research has a problem that they have ignored that the user interests

change over time. In fact, as time goes on, the user becomes reluctant to some topics while

starting attention to other topics.

Considering time sessions in user profiles, similar to Vu et al. [279], an exponentially de-

caying function is used in order to set more weight to recently clicked documents and tdi is

equal to 1 for the most recent relevant document for the exponential decay function penal-

izing older clicks. The accumulated evidence is transformed into a probability using the K

normalization function calculated as the sum of document biases K =
∑

di
αtdi−1 and the α

parameter of the decaying function is set to 0.95 the same as Vu et al. [279]. Then, the per-

sonalization based ranking function is defined as in Equation 23 where P (u|z) is estimated

as Equation 25.

P (u|z) ∝ P (u)P (z|u) = P (u)
1

K

∑
di∈Du

αtdi−1P (z|di) (25)

6.2.4. Group Profile Personalization

The function PTM(d, q, u) which is reproduced from Vu et al. [279] depends on users and

their topic distributions estimated using the documents clicked by the users. One disadvan-

tage of PTM(d, q, u) is that it is built by considering only the documents that the user u has

clicked and the set of the clicked documents might be sparse for some users.

Data sparsity can be resolved by backing off to the group of users with similar behavior to

the user u. We propose a group profile based personalization method which first groups users

with respect to their topic distributions and use group profiles in the ranking process.
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Users are clustered using their P (z|u) topic probability distributions. Topic probability dis-

tributions depend on the documents that are clicked by users and they are estimated with

Equation 24. K-means clustering algorithm is used to partition the users to |C| groups. The

number of clusters |C| is a parameter and Cu is the cluster of user u. Our proposed group

profile based personalization method called a Grouped Personalized Topic Model (GPTM)

determines the ranking score with respect to the group profiles and it is defined in Equation

27.

GPTM(d, q, u) = P (d|q, Cu) ∝ P (d)
∏
w∈q

P (w,Cu|d) (26)

= P (d)
∏
w∈q

∑
z

P (w|z)P (Cu|z)λP (z|d) (27)

Equation 27 generalizes the user ranking to the clusters of users, resolving the sparsity prob-

lem. The λ parameter weighs the effect of group profile on the ranking process and group

profiles are computed as follows.

P (Cu|z) ∝ P (Cu)P (z|Cu) = P (Cu)
1

K

∑
di∈DCu

αtdi−1P (z|di) (28)

The computation of group profiles is similar to the computation of user profiles except that

the documents that are clicked by all users in a cluster.
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6.3. Experimental Results

6.3.1. Re-ranking based on Keyword/keyphrase-based User Profiles

Using the ranking methodology discussed in Chapter 6.1., the performance of personalized

profiles are evaluated. This chapter is organized to highlight the key findings of the compari-

son of the efficiency in keyphrase algorithms using the open-source toolkit PKE14 consist of

supervised and unsupervised keyphrase extraction methods.

All keyphrase extraction approaches are used by the pke toolkit except RAKE. For extraction

keyphrase using RAKE, we used a modified version of Python implementation for RAKE.

To use it with a specific language, it can be set parameters however in this research, we used

the English language. It can be also controlled the maximum or minimum words in a phrase,

to obtain a better result by modifying the number of extraction keyword in the rake algorithm.

To investigate the effect of various parameters in rake, we explored these parameters depend

on the text. It has shown in Figure 6.1. the parameters that performed best on the current

dataset with at most three keywords in each phrase.

Figure 6.1. The MRR changes in phrase length in words in Rake keyphrase extraction in AOL and
Session Track 2014 dataset.

To evaluate the proposed model, we provided two experiments with different datasets. In the

first experiment, we used the AOL query log data set as a large resource of explicit query log
14https://github.com/boudinfl/pke
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PKM-TextRank PKM-Rake PKM-Tfidf
S@1 S@10 MRR@10 S@1 S@10 MRR@10 S@1 S@10 MRR@10

Long-Term 0.201 0.353 0.259 0.181 0.310 0.224 0.172 0.308 0.218
Short-Term 0.280 0.410 0.325 0.250 0.368 0.297 0.255 0.358 0.296

Table 6.1. Ranking performance of personalized keyphrase-based methods on the AOL data set.

data. In both the data sets clicked documents are a reference in building user profiles. We

will present the result of the experiments in the following.

To build user profiles, we collected documents for each user in the query log and then

used keyphrase extraction algorithms described to extract keyphrases. To investigate the

importance of keyphrase extraction in personalization, different keyphrase methods are im-

plemented to compare performance in the ranking process. The models are called as person-

alized keyphrase extraction(PKM). For example, PKM-TextRank is a personalized ranking

model based on TextRank keyphrase extraction. In this model, TextRank keyphrase extrac-

tion is used in creating user profiles.

Tables 6.1. and 6.2. report the MRR, S@1, S@10 and nDCG@10 scores for the methods

for personalization in AOL and Session Track 2014 datasets. In Table 6.1., the columns are

represented the used methods including TextRank, Rake, and Tfidf. The Tfidf is used as a

basic method to compare the result. To consider the time dimension in the process of user

profiling, we separated profiles as short-term and long-term user profiles. As depicted in

Table 6.1., the best results are obtained with the TextRank method. In Personalized using

the PKM-TextRank model, the MRR is 32% for the short-term and 26% for the long-term

while it takes more time to run rather than Rake and Tfidf. It can be seen in all methods, the

short-term user profiles are more efficient than the long-term user profiles.

Table 6.2., represents the ranking score when using personalization based on keyphrase

based profiles using a set of supervised and unsupervised approaches. Among supervised

approaches, KEA and WINGNUS are used as basic approaches while the best results (%35

in nDCG@10) are obtained using created models using these methods. In supervised meth-

ods also we tried TextRank, Rake, and TopicRank as graph-based methods and tfidf as a
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Personalized models(PKM) S@1 S@10 MRR@10 DCG@10
PKM-TextRank 0.197 0.318 0.238 0.263

PKM-Rake 0.175 0.303 0.214 0.249
PKM-TopicRank 0.204 0.326 0.240 0.272

PKM-Tfidf 0.213 0.335 0.257 0.280
PKM-Kea 0.257 0.390 0.304 0.348

PKM-WINGNUS 0.260 0.395 0.310 0.352

Table 6.2. Ranking performance of personalized keyphrase-based supervised and unsupervised
methods on the Session Track 2014.

feature-based unsupervised method. As shown in Table 6.2., PKM-Tfidf resulted in the best

performance in nDCG@10 among all approaches.

To investigate the effect of the time factor in creating a user profile on the SessionTrack

dataset, we compared session-based and long-term based profiles. The result is depicted in

Figure 6.2. As the result shows supervised approaches (KEA and WINGNUS) have pro-

vided more successful results although those are needed for the additional training step. The

tendency in performance in session-based profiles is more than long-term profiles in all per-

sonalized models.

Figure 6.2. Ranking performance of the six models PKM-tfidf, PKM-Rake, PKM-TextRank, PKM-
KEA ,PKM-WINGNUS and PKM-TopicRank using nDCG metric on the session and
long-term user profiles.
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6.3.2. Re-ranking based on Topic-based User Profiles

We re-rank the documents in our data set using created topic models and the results are

presented in Table 6.3. as Personalized Topic Model(PTM) and Non-Personalized Topic

Model (Non-PTM). Table 6.3. indicates the results for the personalized and unpersonalized

ranking methods. Based on the results, ranking based on Topical user profile does not make

a large improvement in ranking. While we expect more improvement in the personalized

model but there is the same result for non-PTM and PTM. Therefore, there is a need for

further examination of the results.

It reveals the need to use personalization metrics to distinguish when personalization should

be used for a query and conversely when do not should be used the personalization. In the

evaluation chapter, we complete our research and present the result.

Non-PTM PTM
S@1 S@10 MRR S@1 S@10 MRR

Long-Term 0.205 0.371 0.267 0.206 0.387 0.272
Short-Term 0.282 0.436 0.330 0.301 0.478 0.366

Table 6.3. Ranking performance of Non-PTM compared to PTM method on the AOL data set.
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7. EVALUATION SEARCH PERSONALIZATION

7.1. Preparing the Datasets

In this thesis, we use the click-through data because it is available a large volume of data

of different users’ interactions in implicit data, while the explicit data only represents a few

data about users.

A dataset of web search engine logs of AOL15 is proposed to investigate the effectiveness

of the proposed methods. The Query Log dataset contains three-month data starting from

March 2006. The data set consists of an anonymous user ID, Query words, Query Time,

the rank of the items on which the user clicked on, and Click URL. In the dataset, there are

two types of events consist of a submitted query by a user and user clicked item rank. To

clean the data first, we filter the queries with language except in the English due to uniform

geographic and linguistic problems. Then as it is done by Harvey et al. [4], we cleaned the

dataset by only retaining usable some queries. It means that are removed the queries without

resulted in a click. Then the data is filtered by removing URLs clicked less than one-hundred

times. The extracted dataset is shown in Table 7.1.

As a second dataset, the TREC 2014 Session Track16 data is used for the experiments. The

Session Track consists of 1021 query sessions for 60 different topics along with the clicked

documents and user ids. The URLs are manually annotated by judges for the topics as spam

(-2), not relevant (0), relevant (1), highly relevant (2), key (3), and navigational (4). We use

the content of the clicked URL to create topic models of user profiles. The extracted dataset

is shown in Table 7.1. To evaluate the personalized model, we divided the dataset into 95%

for training and the last 5% of queries for testing.

15American web portal and online service
16https://trec.nist.gov/data/session2014.html
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#Queries #Users #URLs
AOL Data set 1,452,012 4,217 11,209

TREC 2014 Session Data set 2550 148 1097

Table 7.1. Extracted data from AOL and TREC 2014 Session data set for experimentation.

7.2. Evaluation Metrics and Methodology

Evaluation metrics in retrieval systems are a critical part of the process of evaluating the

results. In the process of evaluation of the results, the focus is on the measurement of the

degree of matching between the submitted query by a user and the results obtained by an

information retrieval system. A simple approach to evaluate the accuracy of matching the

results is to use humans to label the results. This approach has limitations.

To evaluate the personalized models, using the described datasets, we divided the datasets

into 95% for training and the last 5% of queries for testing. This chapter is organized to

highlight the key findings for these metrics and measuring the performance of the proposed

method.

7.2.1. Precision at Rank k

In the process of information retrieval with a ranked list as a returned result, the top-n results

are the first n in the ranking. The precision at rank k(P@k) metric measures how accu-

rate are your predictions. The precision at rank n is calculated as Equation 29 using the

proportion of the top-n relevant results. In this Equation r is the relevant documents at rank

n.

P@n =

∑n
r=1 rel(r)

n
(29)

Success at rank k is the proportion of recommended items in the top-k (Here k = 1, 10) set

that is relevant. Where rel(r) is a binary function with two items, one and zero, in which one

shows that the document is relevant to the query and zero shows that is irrelevant.
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rel(r) =

 1, if r ∈ R

0, otherwise
(30)

7.2.2. Mean Reciprocal Rank & Mean Average Precision

The Reciprocal Rank (RR) calculates the reciprocal of the rank at which the first relevant

document was retrieved as Equation 31. It means that RR is equal to 1 when a relevant

document was retrieved at rank 1 and is equal to 0.5 when a relevant document was retrieved

at rank 2 and so on. The Mean Reciprocal Rank (MRR) is also obtained by calculating the

average across queries.

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
(31)

Where Q shows the number of queries and ranki is the rank of document d for query q

obtained from the ranking model. When there is only one relevant document in the list of

results, the MAP is calculated as the MRR.

7.2.3. Normalised Discounted Cumulative Gain at Rank k

Normalized Discounted Cumulative Gain(DCG) is a measure of ranking quality dis-

cussed in [281] and measures the gain, of a document based on its position in the result list.

The nDCG@k, is calculated over the top k results of search engine as Equation 32:

DCG(S, k) =
k∑
j=1

2r(j) − 1

log(1 + j)
(32)

Where the k is a particular rank threshold, the r(j) is the judgment function at rank j in set

S, and S is a set of ranked results.
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7.2.4. Cosine Similarity

Cosine similarity is a metric to measure the similarity between the documents based on

the number of common words using the Euclidean distance equation of two vectors. It is

useful because of measures changing between similar documents regardless of the size of

the document. It can be measured using Equation 33 as:

cos(θ) =
~a.~b

‖ ~a ‖‖ ~b ‖
=

Σaibi√
Σa2

i

√
Σb2

i

(33)

Where ~a.~b = Σai.bi = a1b1 + a2b2 + ...+ anbn.

7.2.5. Kullback-Leibler Divergence

Kullback-Leibler Divergence measures the similarity between two probability distributions

P and Q while by calculating the cross-entropy minus the entropy as Equation 34 that

H(P,Q) is cross-entropy and H(P ) is entropy and are estimated as Equation 35 and 36.

DKL(P ‖ Q) = H(P,Q)−H(P ) (34)

H(P,Q) = Æx∼P [−log(Q(x)] (35)

H(P ) = Æx∼P [−log(P (x)] (36)

The final formula can be extended as Equation 38.
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DKL(P ‖ Q) = ΣP (i)log
P (i)

Q(i)
(37)

=

∫
P (x)log

P (x)

Q(x)
d(x) (38)

7.2.6. Correlation Coefficient

Correlation in statistical analysis estimates the relationship of two variables and returns the

values between -1 and 1. The positive correlation means that the ranks of both the variables

are increasing and the relation between two variables is direct and conversely the negative

value shows an indirect relation between two variables.

7.2.7. Fleiss’s Kappa

Fleiss’s Kappa is one of the methods for measuring of inter-rater reliability between raters. It

is a method similar to correlation coefficients that measure the reliability in choice agreement

as random. In this thesis, we used Fleiss’s Kappa because of the used data set. Fleiss’s Kappa

is an extension of Cohen’s kappa for three raters or more where agreement due to chance is

factored out. The value of Kappa can be set between ranges from 0 to 1, where 0 is no

agreement, 1 is a perfect agreement, 0.01–0.20 is a slight agreement, 0.21–0.40 is a fair

agreement, 0.41– 0.60 is a moderate agreement and 0.61–0.80 is a substantial agreement.

7.2.8. Kendall’s Tau Agreement

Kendall’s Tau is described as a common measurement of reliability between columns of

ranked data. There are different versions of Kendall’s Tau including Tau-A, Tau-B, and Tau-

C. Tau-A and B are used for square tables while Tau-C is used for rectangular tables. The

obtained value of the Tau can be a value between 0 for no relationship and 1 for a perfect
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relationship. In this thesis, we used Tau-B as a built-in package because of the nature of our

data set. Tau-B also can be calculated using Equation 39 as following.

Kendall′sTau =
C −D
C +D

(39)

Where the C and the D are the number of concordant and discordant pairs.

7.3. Evaluation Results

Using the evaluation metrics and methodology, the performance of selective personalization

and group profiles are evaluated. Queries are sorted according to the potential for personal-

ization metrics and personalization is selectively applied to queries above a threshold.

Because our primary purpose is to improve the re-ranking process using personalization, we

measure the Personalization Gain (P-gain) metric introduced by Harvey et al. [4] to compare

the number of times the personalization algorithm improves the ranking with the number of

times it worsens it.

P − gain =

∑Q
i 1∆r(di,qi)<0 − 1∆r(di,qi)>0∑Q
i 1∆r(di,qi)<0 + 1∆r(di,qi)>0

(40)

Where Q denotes the number of queries, 1A is an indicator function that equals one when-

ever A is true and zero otherwise, and ∆r(d, q) denotes the change in the rank position of

document d for query q resulting from personalization. It can be more simply expressed as

the following:

P − gain =
#better −#worse

#better + #worse
(41)
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Equation 41 indicates an overall change in the re-ranking process where zero value indicates

no change. The positive and negative values indicate an improvement or degradation in

performance.

7.3.1. Number of Topics

The number of topics used for LDA is an important parameter. The relationship between

MRR and this parameter is investigated in a small development set. Parameters of the LDA

model are trained using the training corpus 17. Figure 7.1. shows the MRR for different

topic numbers ranging from 10 topics to 100 for two datasets. The results indicate that using

40 and 30 topics yields the best results in the AOL and TREC2014 dataset.

Figure 7.1. The changes in MRR with different topic numbers using the LDA model in the AOL
dataset compare with SessionTREC2014 dataset.

7.3.2. Effect of Selective Personalization

The results of the ranking experiments for the models non-personalized NonPTM(d, q)

and personalized PTM(d, q, u) are presented in Table 7.2. The results show that there is

17Gensim library is used for the LDA estimation https://radimrehurek.com/gensim/
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less improvement in the personalized model than in the non-personalized model. The P-

gain statistic shows that, on average, the personalized model is improving upon the non-

personalized in 3.58% of cases.

S@1 S@10 MRR@10 P-gain
NonPTM 0.205 0.371 0.267 -

PTM 0.206 0.387 0.272 0.0358

Table 7.2. Ranking performance of PTM and NonPTM methods over all queries. λ = 0.175

Further inspection revealed that the click entropy of the queries can be used as a significant

factor to estimate personalization. In high click entropy queries, the PTM model makes

more improvement than low click entropy queries. For these queries the personalized model

is able to deliver much better results in comparison to the non-personalized model, registering

an improvement with P − gain around 17.97%. In fact the difference in performance over

all metrics is significant (p− value� 0.01). The improvements are particularly noticeable

in the lower ranks resulting in a considerable increase in S@1 and MRR.

Besides, we present the experiment in Table 7.3. to investigate the effect of query frequency

on the personalization model.

Low frequency High frequency
S@1 S@10 MRR@10 S@1 S@10 MRR@10

NonPTM 0.192 0.358 0.250 0.213 0.389 0.284
PTM 0.275 0.461 0.362 0.149 0.317 0.216

Table 7.3. Ranking performance of PTM and NonPTM methods on low and high frequency queries
(Threshold = 100).

To investigate the importance of selective personalization, the potential for personalization

metrics are used to predict the query’s potential and they are normalized using the maxi-

mum value. Then, for a threshold ξ if the potential is below this value it is ranked with

the topic model-based ranking algorithm NonPTM(d, q), otherwise, it is ranked with per-

sonalized PTM(d, q, u). A more accurate personalization metric is expected to yield better

performance gains with selective personalization as it can identify queries more suitable for

personalization.
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The result in chapter 6.3.2. on PTM andNonPTM methods show ranking based on topical

user profile does not make a large improvement in ranking. So, there is more need for

investigation of the results. Based on the obtained results in paper [6], we expect more

improvement in the case of short queries and high click entropy in the personalized model.

In the personalized methods, we consider factors like click entropy, topic entropy, and unified

topic user entropy calculated to reach more improvements. So, we begin to consider known

factors such as click entropy, topic entropy calculated for queries in the previous chapter to

reach more improvements.

Click Entropy for Estimating Personalization

To start, we calculated click entropy for all queries18 in our data set and separated queries

with low and high click entropy. The result shows that for high click entropy queries, ranking

using topical user profile can make more improvement than queries with low click entropy.

This is a normal result because as we mentioned before based on some research, click entropy

is a good indicator for estimating personalization. Thus, for high click entropy queries using

a personalized LDA model or PTM can be useful. Then we divided click entropy in the

different ranges from 0 to 1 and listed the result for queries in Table 7.4.

Since the experiments show the MRR for queries with click entropy bigger than 0.6 has

the most improvement. So, we tried to use these combinations to present a hybrid model of

personalized and non-personalized methods.

The hybrid model uses click entropy as a metric to separate when personalization can be ap-

plied. Based on the result in Table 7.4., the hybrid topic model achieves the best performance

when click entropy is bigger than 0.6 for personalized and click entropy is less than 0.6 for

non-personalized approaches.

But this solution has a problem that for new queries in test data set or queries without history

does not provide any solution (p(d|q) = 0). With the further investigation in the data set, this

has been seen that around 88% of queries have history and around 11% don’t have. So, there

18The values are detailed in Figure 0.1., Appendix A.
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is a need to inspect the potential for personalization among them and make a ranking method

to reach a performance when click entropy is not available. Furthermore, a large percentage

of queries in data set are common or popular queries with too low click entropy means that

the clicked results for all people are the same. For them, ranking based on the prior click

obtains a better result.

Click Entropy
ξ > 0.0 ξ > 0.2 ξ > 0.4 ξ > 0.6 ξ > 0.8 ξ > 1.0

S@1 0.206 0.227 0.309 0.353 0.331 0.205
S@10 0.387 0.413 0.454 0.498 0.477 0.371
MRR 0.272 0.298 0.354 0.416 0.382 0.267

Table 7.4. Ranking performance on different combination of PTM and Non-PTM methods for dif-
ferent range of click entropy.

Topic Entropy for Estimating Potential

In addition to click entropy, in a similar method, we tried a different range of topic entropy

between [0,1] to present a hybrid model of personalized and non-personalized methods. The

result is showed in Table 7.5. Based on the result in Table 7.5., the Hybrid topic model

achieves more accurate around 7% than click entropy. It means that using topic entropy as a

personalization metric achieves a better result than using click entropy. It is probably due to

using a topic distribution of documents and accompanying the content of documents.

This solution has also drawbacks. For new queries in test data set or queries without history

does not provide any solution. For example, when the user profile includes topics in the field

of “computer software” and user searches for a new query such as “robotic”. Here we need a

mechanism to decision about to provide the ranking result as unpersonalized or personalized

(using user profile). We can use the relations between the topic distribution of user profile

and query as a new metric to estimate the potential for personalization in a query.

With the further investigation in the data set, there is a need to inspect the potential for

personalization among queries. It makes a need for a ranking method to reach a performance

when click entropy and topic entropy are not available. Here we discuss providing a solution
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to the problem. We estimated the potential for personalization for queries using the presented

metric (unified topic user entropy (UTUE)) in Chapter 4.

Using the metric presented we can present a solution for both queries with and without

history. Based on the presented metric we provide a hybrid model by combining PTM and

NonPTM methods and use the provided metric as a weighting approach to estimate the

potential for personalization.

Topic Entropy
ξ > 0.0 ξ > 0.2 ξ > 0.4 ξ > 0.6 ξ > 0.8 ξ > 1.0

S@1 0.206 0.298 0.359 0.413 0.328 0.205
S@10 0.387 0.482 0.542 0.572 0.496 0.371
MRR 0.272 0.378 0.420 0.481 0.385 0.267

Table 7.5. Ranking performance on different combination of PTM and Non-PTM methods for dif-
ferent range of Topic entropy.

Unified Topic User Entropy(UTUE) for Estimating Potential

Tables 7.6. and 7.7. report the MRR, S@1, S@10 and nDCG@10 scores for the three

potential for personalization metrics in AOL and Session Track 2014 datasets. A complete

comparison of selective personalization using different potential for personalization metrics

in AOL, session TREC 2013 and 2014 datase is depicted in Figures 0.1., 0.2., 0.3., 0.4.,

0.5., and 0.6., Appendix B. In Table 7.6. and 7.7. the first row represents the ranking score

when using only NonPTM(d, q), which is no personalization. The last row shows the

result when all queries are re-ranked using PTM(d, q, u). Naturally, these two cases are

independent of the potential metric used and are common for all three metrics. When we

consider the results of UTUE, it is evident that it achieves a higher score for all different

thresholds. It indicates that it assigns a more accurate prediction for personalization, and the

queries with lower UTUE score does not benefit from personalization. A similar result is

observed between Topic Entropy and Click Entropy, confirming the experiments in Yano et

al. [3], Topic entropy performs better than Click entropy.

The results of UTUE for ξ > 0.6 achieves the highest-ranking scores for all measures. It in-

dicates that using personalization only for queries with a potential higher than 0.6 is a better
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ξ Click Entropy Topic Entropy UTUE
S@1 S@10 MRR S@1 S@10 MRR S@1 S@10 MRR

None 0.205 0.371 0.267 0.205 0.371 0.267 0.205 0.371 0.267
ξ > 0.8 0.331 0.477 0.382 0.328 0.496 0.385 0.384 0.560 0.445
ξ > 0.6 0.353 0.498 0.416 0.413 0.572 0.481 0.462 0.620 0.536
ξ > 0.4 0.309 0.454 0.354 0.359 0.542 0.420 0.408 0.601 0.478
ξ > 0.2 0.227 0.413 0.298 0.298 0.482 0.378 0.357 0.542 0.431

All 0.206 0.387 0.272 0.206 0.387 0.272 0.206 0.387 0.272

Table 7.6. Comparison of selective personalization using different potential for personalization met-
rics in AOL dataset. Personalization PTM is applied only to queries with potential > ξ.

ξ Click Entropy Topic Entropy UTUE
S@1 S@10 MRR nDCG@10 S@1 S@10 MRR nDCG@10 S@1 S@10 MRR nDCG@10

None 0.163 0.328 0.231 0.259 0.163 0.328 0.231 0.259 0.163 0.328 0.231 0.259
ξ > 0.8 0.268 0.418 0.327 0.340 0.275 0.461 0.357 0.403 0.322 0.517 0.426 0.452
ξ > 0.6 0.307 0.465 0.372 0.389 0.376 0.539 0.440 0.491 0.419 0.588 0.493 0.527
ξ > 0.4 0.272 0.420 0.339 0.351 0.332 0.507 0.384 0.438 0.356 0.540 0.442 0.469
ξ > 0.2 0.203 0.383 0.285 0.302 0.256 0.451 0.359 0.407 0.304 0.507 0.418 0.440

All 0.171 0.364 0.265 0.298 0.171 0.364 0.265 0.298 0.171 0.364 0.265 0.298

Table 7.7. Comparison of selective personalization using different potential for personalization met-
rics in sessionTREC2014 dataset.

strategy than using other thresholds. When considering the difference between applying per-

sonalization to all of the queries and selective personalization with ξ > 0.6, the performance

gain for MRR is as high as 0.264 in the AOL dataset and 0.228 in TREC 2014.

7.3.3. User Topical Profile versus Group Topical Profile

To solve the sparsity problem in some user profiles, we propose group profiles. These group

profiles can be enriched using a group of user-profiles and then be utilized to re-rank the list

of documents.

To test our hypothesis that group profiles resolve the sparsity problem, we compared the se-

lective personalization effectiveness of user-based PTM(d, q, u) and group-basedGPTM(d, q, u).

Using the threshold ξ = 0.6, the two ranking methods are compared. An important parame-

ter defined by Vu et al. [172] is the temporal decaying model for the documents clicked by
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the users. To take into account the difference between a user or group profile formed of short

and long-term user interactions, two separate experiments are performed.

The first short-term experiment uses the document clicks performed in a month by the users,

while the long-term use all the clicked documents. To investigate the relationship between

the number of clusters and MRR, different number of clusters are evaluated (k ∈ {10, 20,

30, 40 ,50 ,100}) in Figure 0.6. As depicted in Figure 7.2. the best result is obtained with

k = 30.

Figure 7.2. The changes in MRR in GPTM model in different cluster numbers.

Figure 7.3. shows the MRR based performance comparison for the two models PTM and

GPTM . As can be observed, using group profiles improves MRR by 0.09 in long-term

profiles, while this value is 0.08 for short-term profiles. So, using group profiles instead of

user-profiles improves both cases. As expected, the short-term user profile is more effective

than the long-term.
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Figure 7.3. Ranking performance of the two models PTM and GPTM on queries.
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8. CONCLUSION AND THOUGHTS FOR THE

FUTURE

We have believed that the personalization process can be improved using estimating the

potential for personalization in queries. There are known metrics based on the previous

research to estimate the potential for personalization however they have limitations when

click entropy and topic entropy are not available. In this thesis, a selective personalization

strategy is proposed. As one important stumbling block, the potential for personalization of

new or low-frequency terms is not handled by the state-of-the-art metrics. We presented a

metric to handle such new queries, which make-up an important portion of the queries in a

search engine’s log.

When compared to the method proposed by Yano et al. [3], our proposed potential for

personalization metric is defined in terms of the latent topic models, rather than relying solely

on the query history directly. This allows the UTUE to generalize better to rare queries as

well as new queries that are not issued previously as it is. Using the topic models, these

queries are modeled using similar queries in a more flexible way.

Furthermore, we show that selective personalization using a combination of UTUE and

topic entropy improves personalization effectiveness. Handling low-frequency queries with

UTUE and reverting to topic entropy for the other queries, a better selective personalization

strategy is proposed. Our results indicate a 4-5% improvement with only this strategy. This

proves that handling low frequency queries better is an important subtask for such selective

personalization systems.

In the other part of the research, to investigate keyphrase-based user profiles in the per-

sonalized web search, it is considered how integration between keyphrase extraction and

personalization by the state-of-the-art approaches. The personalization methods are cre-

ated using supervised and unsupervised keyphrase extraction methods. For evaluation of

the model, keyphrase-based user profiles using the re-ranking algorithms are applied using
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different datasets. The personalized models based on the supervised keyphrase extraction

approaches obtained more accuracy around 7% than unsupervised approaches. In our exper-

iments, among supervised approaches, both feature-based methods and graph-based methods

resulted in the same improvement average by 26% in nDCG score for long-term compared

to 36% for session-term profiles created using Session Track 2014 dataset.

In the last part of the research, we searched for the answering of the question “personal-

ized topical profile or group topical profile”. In this part, we evaluated two models PTM

and GPTM on queries as short and long term. The mean reciprocal rank obtained by the

Short − GTM exceeded %67. Based on the results, it can be inferred that group profiling

reaches an improvement of around %62 for long and %67 for short-term profiles. Noting a

similar sparsity problem in user profiles based on topic models, rather than depending solely

on the user performing the query and consolidated profile formed of similar users improves

personalization. The proposed group profiles improve the MRR of the queries by 9% and

8% respectively for the long-term and short-term profiles. The topic model-based search

system achieves a 67% MRR score. To the best of our knowledge, grouping users by their

profiles built using topic models is a novel method. We presented these results and experi-

ments in a published paper by ”TURKISH JOURNAL OF ELECTRICAL ENGINEERING

& COMPUTER SCIENCES” [282].
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Appendix A

The Changes of Query Percentage to

Click Entropy and Query Length on the

AOL Query Log

As we mentioned before one of the effective factors in the performance of personalization is

click entropy. Some research like [2] has discussed on click entropy as a factor in the quality

of the search results. A small value of click entropy indicates a small range of clicked web

pages for a query. Therefore we are aimed to explore the click entropy distribution on query

percentage. Figure 0.1. depicted the distribution of click entropy in the AOL query log. The

result shows 45.05% of queries have a click entropy between 0 and 0.5 and 28.14% queries

have from 0.5 to 1. This value is 14.05% for queries with click entropy between 1 and 1.5

and 7.95% for queries between 1.5 and 2. Only 4.81% queries have a click entropy (≥ 2).

The other factor that has been discussed in various studies is the length of the query in the

character and the word. It may be showed the specific information need in longer queries,

while in short queries the less information is indicated. In Figure 0.2., we depicts the dis-

tribution of the query length in the AOL data set. As a statistic, the most queries have less

than 3 words about 86% while the number of queries containing 4 and 5 words are 9.7% and

4.3%, respectively.
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Appendix A. Data Analysis of Query Click Entropy on the AOL Query Log

Figure 0.1. Distribution of query click entropy.

Figure 0.2. The percentage of the query length with terms.

Since click entropy and topic entropy are known used metrics to estimate potential for per-

sonalization, we consider the relationship between these metrics. Therefore the correlation

between click entropy, topic entropy and query length are calculated in Table 0.1.

Click Entropy Topic Entropy Query Length in words
Click Entropy 1.0 0.771 0.233

Query Length in words 0.233 0.382 1.0
Topic Entropy 0.771 1.0 0.382

Table 0.1. Correlation between click entropy, topic entropy and query length for the queries.

The results in Table 0.1. shows a high correlation between click entropy and topic entropy

around 77% while a low correlation between click or topic entropy and query length(in

words).
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Appendix B

Effect of Selective Personalization

Figures 0.1., 0.2., 0.3., 0.4., 0.5., and 0.6. report the MRR, and nDCG@10 scores for the

four potential for personalization metrics in AOL and Session Tracks 2013 and 2014 datasets.

In all figures there are two ranges [0.0− 1.0] and [1.0− 1.0]. The first one ([0.0− 1.0] range)

shows the MRR result when all queries are re-ranked using PTM(d, q, u) and the other

([1.0 − 1.0] range) represents the ranking score when using only NonPTM(d, q), which is

no personalization. Naturally, these two cases are independent of the potential metric used

and are common for all four metrics. When we consider the results of UTUE, it is evident

that it achieves a higher score for all different thresholds. This indicates that it assigns a

more accurate prediction for personalization, and the queries with lower UTUE score does

not benefit from personalization. A similar result is observed between Topic Entropy and

Click Entropy, confirming the experiments in Yano et al. [3], Topic entropy performs better

than Click entropy.

The results of UTUE for [0.6 − 1.0] achieves the highest-ranking scores for all measures.

This indicates that using personalization only for queries with a potential higher than 0.6

is a better strategy than using other thresholds. When considering the difference between

applying personalization to all of the queries and combination personalization model with

[0.6− 1.0], the performance gain for MRR is as high as 0.264 in the AOL dataset, 0.224 in

TREC 2014 and 0.241 in TREC 2013.

92



Appendix B. Comparison of Selective Personalization in AOL, Session-TREC2013 and
2014 Datasets

Figure 0.1. The Changes in MRR with different ranges of click entropy using selective personaliza-
tion.

Figure 0.2. The Changes in MRR with different ranges of topic entropy using selective personaliza-
tion.

Figure 0.3. The Changes in MRR with different ranges of UTUE using selective personalization.
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Appendix B. Comparison of Selective Personalization in AOL, Session-TREC2013 and
2014 Datasets

Figure 0.4. The Changes in nDCG@10 with different ranges of click entropy using selective per-
sonalization.

Figure 0.5. The Changes in nDCG@10 with different ranges of topic entropy using selective per-
sonalization.

Figure 0.6. The Changes in nDCG@10 with different ranges of UTUE using selective personaliza-
tion.
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ding for personalized information retrieval. In Neu-IR: The SIGIR 2016 Work-

shop on Neural Information Retrieval. 2016.

[170] Liana Razmerita, Albert Angehrn, and Alexander Maedche. Ontology based

user modeling for knowledge management systems. In Proceedings of the User

Modeling Conference, pages 213–217. 2003.

[171] Thanh Tien Vu, Alistair Willis, Son Tran, and Dawei Song. Temporal latent

topic user profiles for search personalisation. In ECIR:37th European Confer-

ence on IR Research, pages 605–616. ACM, 2015.

[172] Thanh Vu, Dat Quoc Nguyen, Mark Johnson, Dawei Song, and Alistair Willis.

Search personalization with embeddings. In European Conference on Informa-

tion Retrieval, pages 598–604. Springer, 2017.

[173] Thomas Hofmann. Probabilistic latent semantic analysis. In Proceedings of the

Fifteenth conference on Uncertainty in artificial intelligence, pages 289–296.

Morgan Kaufmann Publishers Inc., 1999.

[174] Minglai Shao and Liangxi Qin. Text similarity computing based on lda topic

model and word co-occurrence. In 2nd International Conference on Software

Engineering, Knowledge Engineering and Information Engineering (SEKEIE

2014). 2014.

[175] Yang Song, Hongning Wang, and Xiaodong He. Adapting deep ranknet for

personalized search. In Proceedings of the 7th ACM international conference

on Web search and data mining. 2014.

115



References

[176] Dai Nguyen, Thanh Vu, Tu Nguyen, Dat Nguyen, and Dinh Phung. A capsule

network-based embedding model for search personalization. In Proceedings

of the 2019 Conference of the North American Chapter of the Association for

Computational Linguistics: Human Language Technologies, Volume 1 (Long

and Short Papers), pages 2180–2189. 2019.

[177] Dai Nguyen, Dat Nguyen, Tu Nguyen, and Dinh Phung. A convolutional neu-

ral network-based model for knowledge base completion and its application to

search personalization. Semantic Web, pages 1–14, 2018.

[178] Saeedeh Momtazi and Fabian Lindenberg. Generating query suggestions by

exploiting latent semantics in query logs. In Journal of Information Science,

pages 437–448. ACM, 2016.

[179] Das Abhinandan, Mayur Datar, and Ashutosh Garg. Google news personaliza-

tion: Schable online collaborative filtering. In WWW 2007/Track: Industrial

Practice and Experience, pages 8–12. 2007.

[180] Thomas W. Malone, Kenneth R. Grant, Franklyn A. Turbak, Stephen A. Brobst,

and Michael D. Cohen. Intelligent information sharing systems. Communica-

tions of the ACM, 30(5):390–402, 1987.

[181] Pascal Chesnais, Matthew Mucklo, and Jonathan Sheena. The fishwrap person-

alized news system. In Proceedings of IEEE 2nd International Workshop on

Community Networking: Integrating Multimedia Services to the Home, pages

275–282. 1995.

[182] Yi-Shin Chen and Cyrus Shahabi. Automatically improving the accuracy of

user profiles with genetic algorithm. In Proceedings of IASTED International

Conference on Artificial Intelligence and Soft Computing, pages 283–288. 2001.

[183] Joseph A. Konstan, Bradley N. Miller, David A. Maltz, Jon Herlocker, Lee R.

Gordon, and John Riedl. Grouplens: Applying collaborative filtering to usenet

news. Communications of the ACM, 40(3):77–87, 1997.

116



References

[184] Beerud Dilip Sheth. A Learning Approach to Personalized Information Filter-

ing. Ph.D. thesis, Massachusetts Institute of Technology, 1994.

[185] Fabio Asnicar and Carlo Tasso. ifweb: a prototype of user model based intelli-

gent agent for documentation filtering and navigation in the world wide web. In

Proceedings of the 6th Intl. Conf. On User Modeling. 1997.

[186] Mirco Speretta and Susan Gauch. Personalized search based on user search

histories. In Proceeding Of International Conference on Web Intelligence, pages

622–628. 2005.

[187] Kanoje Sumitkumar, Girase Sheetal, and Mukhopadhyay Debajyoti. User profil-

ing trends, techniques and applications. International Journal of advance foun-

dation and research in computer(AJAFRC), 1(11):25–32, 2014.

[188] Priyanka C. and Vinod Wadane Ghegade. A survey of personalized web search

in current techniques. International Journal of Computer Science and Informa-

tion Technologies, 5(6), 2014.

[189] Alessandro Micarelli, Fabio Gasparetti, Filippo Sciarrone, , and Gauch Susan.

Personalized search on the world wide web. The Adaptive Web: Methods and

Strategies of Web Personalization, Lecture Notes in Computer Science, 4321,

2007.

[190] Alexander Pretschner. Ontology Based Personalized Search. Ph.D. thesis, Uni-

versity of Kansas, 1999.

[191] David M. Nichols. Implicit rating and filtering. In Proceedings of the 5th DE-

LOS Workshop on Filtering and Collaborative Filtering, pages 31–36. 2006.

[192] Jae-wook Ahn and Peter Brusilovsky. From user query to user model and

back: Adaptive relevance-based visualization for information foraging. In Pro-

ceedings of the IEEE/WIC/ACM International Conference on Web Intelligence,

pages 706–712. 2007.

117



References

[193] Jae-wook Ahn and Peter Brusilovsky. Visual interaction for personalized in-

formation retrieval. In Third Workshop on Human-Computer Interaction and

Information Retrieval (HCIR 2009). 2009.

[194] Jun Lai and Ben Soh. Personalized web search results with profile comparisons.

In Proceedings of the Third International Conference on Information Technol-

ogy and Applications (ICITA’05), pages 573–576. 2005.

[195] Jun Lai and Ben Soh. Using element and document profile for information

clustering. In Proceedings of the 2004 IEEE International Conference on e-

Technology, e-Commerce and e-Service, pages 503–506. 2004.

[196] Georges Dupret, Vanessa Murdock, and Benjamin Piwowarski. Web search

evaluation using clickthrough data and a user model. In Proceedings of the

WWW Workshop on Query Log Analysis. 2007.

[197] Barry Smyth. A community-based approach to personalizing web search. IEEE

Journals, Computer, 40:42–50, 2007.

[198] Kenneth Wai-Ting Leung, Dik Lun Lee, and Wang-Chien Lee. Personalized

web search with location preferences. In IEEE 26th International Conference

on Data Engineering, pages 701–712. 2010.

[199] Pasi Garbriella. Issues in personalizing information retrieval. IEEE Intelligent

Informatics Bulletin, 11(1), 2010.

[200] Jian-Tao Sun, Hua-Jun Zeng, Huan Liu, Yuchang Lu, and Zheng Chen.

Cubesvd: A novel approach to personalized web search. In Proceedings of

the Fourteenth Intl. World Wide Web Conferences. 2005.

[201] Mehmet S. Aktas, Mehmet A. Nacar, and Filippo Menczer. Personalizing pager-

ank based on domain profiles. In Proceedings of the WebKDD 2004: KDD

Workshop on Web Mining and Web Usage Analysis. 2004.

118



References

[202] Jinxi Xu and Bruce Croft. Query expansion using local and global document

analysis. In Proceedings of the 19th Annual International ACM SIGIR Confer-

ence on Research and Development in Information Retrieval. 1996.

[203] Lev Finkelstein, Evgeniy Gabrilovich, Yossi Matias, Ehud Rivlin, Zach Solan,

Gadi Wolfman, and Eytan Ruppin. Placing search in context: The concept re-

visited. ACM Transactions on Information Systems, 20(1):116–131, 2002.

[204] Zhongming Ma, Olivia R. Liu Sheng, and Gautam Pant. Evaluation of ontology-

based user interests modeling. In 4th Workshop on e-Business. 2005.

[205] Bemard J. Jansen, Amanda Spink, Judy Bateman, and Tefko Saracevic. Real life

information retrieval: A study of user queries on the web. ACM SIGIR Forum,

32(1):5–17, 1998.

[206] Jay Budzik and Kristian Hammond. Watson: Anticipating and contextualizing

information needs. In Proceedings of the Sixty-second Annual Meeting of the

American Society for Information Science. 1999.

[207] Eric J. Glover, Gary William Flake, Steve Lawrence, William Peter Birming-

ham, Andries Kruger, C. Lee Giles, and David M. Pennock. Improving cate-

gory specific web search by learning query modifications. In Proceedings 2001

Symposium on Applications and the Internet. 2001.

[208] Kyung-Joong Kim and Sung-Bae Cho. A personalized web search engine using

fuzzy concept network with link structure. In Joint 9th IFSA World Congress

and 20th NAFIPS International Conference. 2001.

[209] Taher H. Havelivala. Topic-sensitive pagerank. In Proceedings of the 12th In-

ternational world Wide Web Conference (WWW 2003). 2003.

[210] Zhongming Ma, Gautam Pant, and Olivia R. Liu Sheng. Interest-based person-

alized search. ACM Transaction on Information Systems, 25(5), 2007.

119



References

[211] Paul-Alexandru Chirita, Claudiu Firan, and Wolfgang Nejdl. Summarizing local

context to personalize global web search. In Proceedings of the Annual Interna-

tional Conference on Information and Knowledge Management, pages 287–296.

2006.

[212] Paul-Alexandru Chirita, Claudiu Firan, and Wolfgang Nejdl. Personalised query

expansion for the web. In Proceedings of the ACM SIGIR Conference 2007,

pages 287–296. 2007.

[213] Misha Bilenko, Ryen W. White, Matthew Richardson, and G. Craig Murray.

Talking the talk vs. walking the walk: salience of information needs in querying

vs. browsing. In 31st Annual International ACM SIGIR Conference on Research

and Development in Information Retrieval (SIGIR 2008), pages 705–706. 2008.

[214] Sarabjot Anand, Patricia Kearney, and Mary Shapcott. Generating semantically

enriched user profiles for web personalization. ACM Transaction on Internet

Technology, 7(4), 2007.

[215] Carsten Felden and Markus Linden. Ontology-based user profile. Springer,

Heidelberg (2007), 4439, 2007.

[216] R. Guha, Rob McCool, and Eric Miller. Semantic search. In WWW ’03: Pro-

ceedings of the 12th international conference on World Wide Web, pages 20–24.

2003.

[217] Mariam Ouanaim, Hamid Harroud, Aziz Berrado, and Mohammed Boulmalf.

Dynamic user profiling approach for services discovery in mobile environments.

In Proceedings of the 6th IWC MC Conference, pages 550–554. 2010.

[218] Keith Bradley, Rachael Rafter, and Barry Smyth. Case-based user profiling

for content personalization. In Proceedings of the International Conference on

Adaptive Hypermedia and Adaptive Web-Based Systems, pages 62–72. 2000.

120



References

[219] Zhe Zhao, Zhiyuan Cheng, Lichan Hong, and Ed H. Chi. Improving user topic

interest profiles by behavior factorization. In 1st International Workshop on

Multilingual Web Access (MWA 2015). 2015.

[220] Ryen W. White, Peter Bailey, and Liwei Chen. Predicting user interests from

contextual information. In Proceedings of the 32nd international ACM SIGIR

conference on Research and development in information retrieval. 2009.

[221] David Goldberg, David Nichols, Brian M. Oki, and Douglas Terry. Using col-

laborative filtering to weave an information tapestry. Communications of the

ACM, 32:61–70, 1992.
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