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ABSTRACT

EVALUATING ZERO-SHOT LEARNING CAPABILITIES OF
VISION-LANGUAGE MODELS

Mustafa Doğan

Master of Science, Computer Engineering
Supervisor: Prof. Dr. MEHMET ERKUT ERDEM

June 2024, 108 pages

Vision-Language Models (VLMs) stand at the forefront of artificial intelligence research,

aiming to bridge the gap between visual content and natural language understanding. Their

significance lies in their potential to enable machines to comprehend and interact with the

world in a more human-like manner. However, the evaluation of VLMs poses twofold

challenges that require careful consideration and innovative approaches.

One of the primary challenges in evaluating VLMs revolves around understanding the

intricate relationship between visual and linguistic information. While these models are good

at processing individual modalities, such as images, videos, or text, effectively integrating

these modalities to derive meaningful insights remains a complex task. Particularly in

dynamic and context-rich scenarios, VLMs must navigate diverse visual stimuli while

interpreting accompanying textual cues, requiring robust mechanisms for cross-modal fusion

and comprehension.

Furthermore, the lack of transparency in VLMs adds another layer of complexity to their

evaluation. While these models may exhibit high performance on benchmark datasets,

understanding the underlying reasoning processes and knowledge representations remains
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elusive. Deciphering how VLMs leverage their learned knowledge to generate responses and

make predictions is essential for gaining insights into their capabilities and limitations.

This thesis addresses these challenges by conducting a comprehensive comparative analysis

of Multimodal Large Language Models (MLLMs) and Video-Language Models (VidLMs).

It focuses on their ability to bridge the semantic gap between visual inputs and linguistic

outputs. Through empirical evaluation, this research examines the strengths and limitations

of these models in comprehending and articulating visual content in both static and dynamic

contexts.

This thesis makes two main contributions. Firstly, it conducts a comprehensive analysis

of few-shot In-Context Learning (ICL) and Chain-of-Thought (CoT) strategies on MLLMs,

revealing that these strategies can significantly boost performance compared to zero-shot

settings. Secondly, it introduces a novel zero-shot foiling test for VidLMs, designed to assess

their proficiency in recognizing actions and actors within dynamic scenes. The findings

indicate that current VidLMs face challenges in temporal reasoning and action recognition,

performing only marginally better than chance, thereby highlighting the imperative for

advancements in VidLMs architectures to effectively handle spatio-temporal tasks.

In conclusion, this thesis sheds light on the performance of MLLMs and VidLMs, offering

valuable insights and identifying areas for future improvement. It indicates the importance

of ongoing innovation in multimodal architectures to develop more robust and contextually

aware language models capable of bridging the gap between visual content and natural

language.

Keywords: Chain-of-Thought Reasoning, In-Context Learning, Temporal Reasoning,

Multimodal Architectures, Vision Language Models
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ÖZET

GÖRME-DİL MODELLERİNİN SIFIR-ÖRNEKLE ÖĞRENME
YETENEKLERİNİN DEĞERLENDİRİLMESİ

Mustafa Doğan

Yüksek Lisans, Bilgisayar Mühendisliği
Danışman: Prof. Dr. MEHMET ERKUT ERDEM

Eylül 2021, 108 sayfa

Görme-Dil Modelleri (VLM’ler), görsel içerik ve doğal dil anlayışı arasındaki boşluğu

doldurmayı amaçlayan yapay zeka araştırmalarının ön saflarında yer almaktadır.

Makinelerin dünyayı daha insani bir şekilde anlamalarını ve etkileşime girmelerini

sağlama potansiyelinde VLM’lerin önemi yer almaktadır. Bununla birlikte, VLM’lerin

değerlendirilmesi, dikkatli bir değerlendirme ve yenilikçi yaklaşımlar gerektiren iki yönlü

zorluklar ortaya çıkarmaktadır.

VLM’lerin değerlendirilmesindeki temel zorluklardan biri, görsel ve dilsel bilgiler arasındaki

karmaşık ilişkiyi anlamakla ilgilidir. Bu modeller görüntüler, videolar veya metinler gibi

tek tek modaliteleri işlemede iyi olsa da, anlamlı içgörüler elde etmek için bu modaliteleri

etkili bir şekilde entegre etmek karmaşık bir görev olmaya devam etmektedir. Özellikle

dinamik ve bağlam açısından zengin senaryolarda, VLM’lerin eşlik eden metinsel ipuçlarını

yorumlarken çeşitli görsel uyaranlarda gezinmesi gerekir, bu da modlar arası füzyon ve

anlama için sağlam mekanizmalar gerektirir.

Ayrıca, VLM’lerdeki şeffaflık eksikliği, değerlendirmelerine başka bir karmaşıklık katmanı

ekler. Bu modeller kıyaslama veri kümelerinde yüksek performans gösterebilirken, altta
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yatan muhakeme süreçlerini ve bilgi temsillerini anlamak zor olmaya devam etmektedir.

VLM’lerin yanıt üretmek ve tahminlerde bulunmak için öğrenilmiş bilgilerinden nasıl

yararlandıklarını deşifre etmek, yetenekleri ve sınırlamaları hakkında içgörü kazanmak için

çok önemlidir.

Bu tez, Çok Modlu Büyük Dil Modelleri (MLLM’ler) ve Video-Dil Modellerinin

(VidLM’ler) kapsamlı bir karşılaştırmalı analizini yaparak bu zorlukları ele almaktadır.

Tez, görsel girdiler ile dilsel çıktılar arasındaki anlamsal boşluğu doldurma becerilerine

odaklanmaktadır. Bu araştırma ampirik değerlendirme yoluyla hem statik hem de dinamik

bağlamlarda görsel içeriği anlama ve ifade etmede bu modellerin güçlü yönlerini ve

sınırlamalarını incelemektedir.

Bu tezin iki ana katkısı bulunmaktadır. İlk olarak, MLLM’ler üzerinde birkaç atışla

bağlam içi öğrenme ve düşünce zinciri stratejilerinin kapsamlı bir analizini yaparak, bu

stratejilerin performansı sıfır atış öğrenmeye göre önemli ölçüde artırabileceğini ortaya

koyuyor. İkinci olarak, bu tez VidLM’ler için dinamik sahnelerdeki eylemleri ve aktörleri

tanıma yeterliliklerini değerlendirmek üzere tasarlanmış yeni bir sıfır atış engelleme testi

sunuyor. Bulgular, mevcut VidLM’lerin zamansal muhakeme ve eylem tanıma konusunda

zorluklarla karşılaştığını, şanstan yalnızca marjinal olarak daha iyi performans gösterdiğini

ve böylece VidLM mimarilerinde uzamsal-zamansal görevleri etkili bir şekilde ele almak

için ilerlemelerin zorunluluğunu vurgulamaktadır.

Sonuç olarak, bu tez MLLM’lerin ve VidLM’lerin performansına ışık tutmakta, değerli

içgörüler sunmakta ve gelecekteki iyileştirme alanlarını belirlemektedir. Görsel içerik ve

doğal dil arasındaki boşluğu doldurabilecek daha sağlam ve bağlamsal farkındalığa sahip dil

modelleri geliştirmek için çok modlu mimarilerde devam eden yeniliklerin önemine işaret

etmektedir.

Anahtar Kelimeler: Düşünce Zinciri Akıl Yürütme, Bağlam İçi Öğrenme, Zamansal Akıl

Yürütme, Çok Modlu Mimariler, Görme-Dil Modelleri
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1. INTRODUCTION

Vision-Language Models (VLMs) stand at the intersection of computer vision and natural

language processing, embodying the pursuit to guide machines with the ability to understand,

generate, and interact with visual content through language. This developing field not

only encompasses image language models but also extends to video language models,

which tackle the temporal dimension of visual data. Over the past few years, VLMs have

undergone a transformative evolution, marked by significant advancements in architecture,

methodology, and performance. This evolution reflects a paradigm shift from early

image captioning systems to sophisticated multimodal models capable of tackling many

vision-language tasks with unprecedented accuracy and versatility.

In their developing stages, VLMs primarily relied on conventional machine learning

techniques and handcrafted features to bridge the semantic gap between images and natural

language. However, the advances in deep learning revolutionized the field, paving the

way for data-driven approaches that could learn rich representations directly from raw

data [2–5]. This shift catalyzed the development of encoder-decoder architectures [6–11]

with attention mechanisms [12–14], enabling models to generate descriptive captions

for images with greater fluency and coherence. Through iterative refinements and

breakthroughs in neural network architectures, VLMs evolved from simple captioning

systems to sophisticated multimodal transformers capable of jointly processing visual and

textual inputs. Furthermore, as video data became increasingly common on the internet

and the need for video comprehension grew, the scope of VLMs expanded to include

temporal dynamics. This evolution paved the way for models capable of not only analyzing

individual frames but also understanding the temporal relationships and semantic context

across multiple frames over time.

The evolution of VLMs has been accompanied by an augmentation of architectures tailored

to address specific vision-language tasks, ranging from image captioning and visual question

answering to video summarization and multimodal translation [15–27]. Modern VLMs
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leverage large-scale pretraining techniques to learn semantically meaningful representations

from vast amounts of paired image-text and video-text data. These models exhibit

remarkable versatility and generalization across a diverse array of vision-language tasks,

indicating their potential to bridge the gap between perception and language in artificial

intelligence.

1.1. Scope Of The Thesis

The scope of this thesis encompasses an analysis of the performance of both Multimodal

Large Language Models (MLLMs) and Video-Language Models (VidLMs). Through

empirical investigation and evaluation, this thesis aims to assess the language understanding

capabilities of these models, focusing on their proficiency in bridging the semantic gap

between visual content and natural language. This research seeks to provide insights into

the strengths and limitations of MLLMs and VidLMs in comprehending and articulating

the content of visual inputs. Additionally, this thesis aims to explore how advancements

in deep learning and multimodal architectures have influenced the efficacy of these models,

contributing to a detailed understanding of their performance in real-world applications.

1.2. Contributions

The primary contributions of this thesis can be outlined as follows:

• Conducted a comprehensive analysis on the impact of few-shot ICL and CoT strategies

on the performance of Multimodal Large Language Models, evaluating models

pretrained on captioning or interleaved image-text datasets.

• Developed a novel zero-shot foiling test specifically tailored for assessing

Video-Language Models, focusing on their ability to recognize actions and actors in a

scene. The test includes a proficiency test alongside the main test to provide a range of

difficulty levels for evaluation.
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1.3. Organization

The organization of the thesis is as follows:

• Chapter 1. introduces the research’s motivation, outlines its contributions, and defines

the scope of the thesis.

• Chapter 2. provides related work, including an examination of pretrained VLMs as

well as few-shot In-Context Learning and Chain-of-Thought strategies.

• Chapter 3. outlines language understanding capabilities of MLLMs using few-shot

approaches.

• Chapter 4. explores our zero shot evaluation test for VidLMs.

• Chapter 5. concludes the thesis by summarizing the findings and potential future

directions for research in this field.
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2. RELATED WORK

2.1. Pretrained Vision-Language Models

This section provides a comprehensive overview of research on pretrained Vision-Language

Models, delineated into two distinct domains: 2.1.1. Multimodal Large Language Models

and 2.1.2. Video-Language Models.

2.1.1. Multimodal Large Language Models

We classify MLLMs based on three factors: learning approaches, datasets used in

pretraining, and model architectures.

Learning Strategies. The evolution of VLMs has transitioned from manual image

descriptions to using transformer architectures for integrated image and text processing.

Advanced pretraining techniques are crucial to this progress as they give models a rich

understanding of both textual and visual content, increasing their versatility across various

tasks. The synergy between text and image processing is essential for identifying complex

connections and providing accurate representations. We will explore common pretraining

methods and techniques that enhance the performance of VLMs, while also discussing key

insights and considerations for further improving these advanced systems.

Contrastive Loss. Building on the effectiveness of contrastive learning, recent endeavors

have utilized this pretraining objective to bridge the vision and language. Notable examples

[28–31] employ contrastive loss to jointly train text and image encoders on extensive datasets

comprising image-caption pairs. Contrastive learning minimizes the distance between

embeddings of matching image-text pairs while maximizing it for non-matching pairs,

thereby aligning the feature spaces of images and texts. While CLIP [28] calculates distance

using cosine similarity, ALIGN [30] and DeCLIP [31] designed metrics to accommodate

noisy datasets. LiT [32] introduces a method where the text encoder is fine-tuned using
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CLIP’s pretraining objective while keeping the image encoder fixed. This technique

enhances the text encoder’s ability to interpret image embeddings, proving to be more

sample-efficient than CLIP. Additionally, approaches like FLAVA [33] leverage a blend

of contrastive learning and other pretraining strategies to synchronize vision and language

embeddings effectively.

PrefixLM. Introducing an alternative method for training VLMs, the PrefixLM objective

is employed by models like SimVLM [34] and VirTex [35], featuring a unified multi-modal

architecture reminding of autoregressive language models, comprising a transformer encoder

and decoder. This approach operates on the premise of predicting subsequent tokens

given a preceding text segment. Applied to images, visual transformers (ViT) break down

images into patches, sequentially feeding them into the model as inputs. SimVLM, for

instance, adopts this concept, where the encoder processes concatenated image patch and

text sequence prefixes, with the decoder forecasting the text continuation. While models like

SimVLM demonstrates good performance in image-conditioned text generation and VQA

tasks, those solely relying on the PrefixLM strategy may find their utility constrained to

image captioning and visual question-answering tasks. Conversely, models incorporating

multi-modal representations or hybrid approaches exhibit versatility across a spectrum of

tasks, encompassing object detection and image segmentation, beyond mere textual inference

from visual input.

Multi-modal Fusing with Cross Attention. An emerging approach to utilizing pretrained

language models for multi-modal tasks involves directly integrating visual information into

the layers of a language model decoder through cross-attention mechanisms, bypassing

the need for images as additional prefixes. Pioneered by models like VisualGPT [36],

VC-GPT [37], and Flamingo [38], this strategy aims to balance text generation capabilities

and visual information fusion, particularly in the absence of extensive multi-modal datasets.

VisualGPT employs a visual encoder to embed images, channeling these embeddings into

the cross-attention layers of a pretrained language decoder module to produce coherent

captions. Recent advancements, such as FIBER [39], push the envelope further by integrating

cross-attention layers with gating mechanisms into both vision and language backbones,
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enhancing the efficiency of multi-modal fusion and enabling diverse downstream tasks such

as image-text retrieval and open-vocabulary object detection.

Masked-Language Modeling / Image-Text Matching. Another pretraining approach

in VLMs area is Masked-Language Modeling (MLM) and Image-Text Matching (ITM)

objectives, aligning specific image segments with corresponding text to facilitate diverse

downstream tasks like visual question answering, commonsense reasoning, and text-guided

object detection. Models adopting this pretraining approach [33, 40–43] demonstrate the

efficacy of combining MLM and ITM objectives. MLM involves predicting masked words in

a partially obscured caption based on the accompanying image, typically necessitating richly

annotated multi-modal datasets or object detection models for generating region proposals.

Conversely, ITM focuses on determining whether a given caption matches the associated

image, with negative samples randomly drawn from the dataset. These objectives are often

jointly employed during pretraining, as exemplified by VisualBERT [40], which incorporates

a BERT-like architecture leveraging pretrained object detection models like Faster-RCNN

[44] for implicit alignment of text and image elements through MLM and ITM objectives.

Similarly, FLAVA [33] adopts a transformer-based framework comprising image, text, and

multi-modal encoders, employing a mixture of pretraining objectives including MLM, ITM,

Masked-Image Modeling (MIM), and contrastive learning to enhance multi-modal reasoning

and alignment.

No Training. Lastly, various optimization techniques strive to bridge image and text

representations by leveraging pretrained models or adapting multi-modal models for new

tasks without further training. For instance, MaGiC [45] introduces iterative optimization

by employing a pretrained autoregressive language model to generate captions for input

images. This process involves computing a “Magic score” based on CLIP embeddings

[28] of the generated tokens and the input image. On the other hand, ASIF [46] presents a

straightforward approach to transforming pretrained uni-modal image and text models into a

multi-modal model for image captioning, leveraging a compact multi-modal dataset without

additional training. The underlying principle of ASIF lies in the assumption that captions for
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similar images exhibit similarity, thus enabling a similarity-based search by constructing a

relative representation space using a small dataset of ground-truth multi-modal pairs.

Datasets. VLMs are commonly trained on extensive image and text datasets, each structured

according to the pretraining objective. We explore the insights into common pretraining

dataset types used for training and evaluating VLMs.

Captioning Datasets. Captioning datasets consist of collections of images paired with

descriptive text, enabling models to learn and generate accurate textual descriptions based on

visual inputs. Multimodal Large Language Models (MLLMs) frequently utilize image-text

pair datasets due to their numerous advantages: they are straightforward to use, establish

a direct link between text and images, and include well-established, widely adopted, and

standardized datasets such as MS COCO [47], Flickr30k [48], LAION-5B [49], and CC12M

[50]. These datasets are pivotal for pretraining MLLMs, enabling them to comprehend and

generate accurate text based on visual inputs. By offering a clear correlation between images

and their textual descriptions, these datasets facilitate the development of models proficient

in precise image captioning and fundamental visual comprehension tasks. Additionally,

their standardized nature ensures consistency and comparability across various models

and research endeavors, making them indispensable for the progression of multimodal AI

research.

Interleaved Image-Text Datasets. In contrast, interleaved image-text datasets [51–54]

provide a context involving multiple images and texts, enabling models to utilize this context

to solve more complex tasks. This approach empowers models to address new challenges,

such as narrating a sequence of images. Training with interleaved image-text datasets allows

MLLMs to develop a deeper understanding of the interactions between multiple visual and

textual elements, resulting in more sophisticated and contextually relevant outputs. These

datasets are essential for tasks that require a comprehensive understanding of the sequence

and interplay of images and texts, enhancing the models’ performance in scenarios that

mirror real-world complexities. Furthermore, interleaved datasets support the advancement
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of narrative generation and complex scene understanding, extending the capabilities of

MLLMs in contextual comprehension and generation.

Pretraining Datasets. VLMs typically are pretrained on vast multi-modal datasets sourced

from the internet, comprising matched image or video content alongside textual annotations.

Textual data within these datasets may include human-generated captions, automatically

generated descriptions, image metadata, or object labels. Prominent examples of such

expansive datasets include PMD PMD [33] and LAION-5B [49]. PMD combines

smaller datasets like Flickr30K [48], COCO [47], and Conceptual Captions [55]. COCO

encompasses over 330,000 images annotated with object labels and natural sentence

descriptions, while Conceptual Captions and Flickr30K feature millions of images scraped

from the web, each paired with descriptive captions. Even datasets solely comprising

human-generated captions, like Flickr30K, exhibit inherent noise due to varied user practices

in captioning. To mitigate this, datasets such as LAION-5B employ CLIP [28] or other

pretrained multi-modal models for noise filtration, ensuring the creation of high-quality

multi-modal datasets. Additionally, some models like ALIGN [30] propose preprocessing

steps and curate their datasets to enhance quality. Other datasets, such as LSVTD [56] and

WebVid [57], integrate video and text modalities on a smaller scale.

Downstream Datasets. Pretrained VLMs are commonly adapted to various downstream

tasks spanning visual question-answering [58, 59], text-guided object detection, image

inpainting, multi-modal classification, as well as standalone NLP and computer vision tasks.

Models tailored for question-answering tasks predominantly rely on datasets that feature

images paired with open-ended questions and answers [60–65]. Notably, datasets like Vizwiz

[65] and TextCaps [64] extend their utility to image segmentation and object localization

tasks. Other noteworthy multi-modal datasets include Hateful Memes for classification,

SNLI-VE [66] for visual entailment prediction, and Winoground [67] for visio-linguistic

compositional reasoning. Furthermore, VLMs find applications in classical NLP and

computer vision tasks like text or image classification, often leveraging uni-modal datasets

[68, 69]. Moreover, datasets like COCO and Conceptual Captions serve dual purposes, being

utilized both in model pretraining and downstream caption generation tasks.
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Evaluation Benchmarks. Several novel benchmarks have been introduced to evaluate the

capabilities of pretrained VLMs. VALSE (Vision And Language Structured Evaluation)

[1] offers a suite of tests covering various linguistic constructs, providing a finer-grained

evaluation than previously possible. CREPE [70] focuses on evaluating compositionality,

measuring systematicity and productivity across different datasets. The Visual-Spatial

Reasoning (VSR) [71] dataset provides a comprehensive evaluation of models’ abilities

to understand spatial relations expressed in natural language. Lastly, the Basic Language

Abilities (BLA) benchmark [72] evaluates models on basic linguistic constructions such as

active-passive voice, coordination, and relative clauses, shedding light on their understanding

of image-text interaction. These diverse benchmarks contribute to a deeper understanding

of the strengths and limitations of pretrained VLMs across different linguistic and visual

domains.

Models. The development of Multimodal Large Language Models (MLLMs) has seen

significant progress, with advancements leveraging pretrained autoregressive LLMs and

sophisticated visual encoders to process both text and visual inputs. Prominent examples

such as Flamingo [38] have shown exceptional performance across various vision-language

tasks. This progress has facilitated the creation of open-weight models, promoting

collaboration and accessibility within the field [54, 73–79]. Models like IDEFICS

[52, 80] surpass inference efficiency and stable training by utilizing pretrained unimodal

backbones. Similarly, Qwen-VL Chat [81], built on Qwen-7B, focuses on fine-grained

visual understanding and multilingual support, achieving state-of-the-art results. In contrast,

LLaVA-NeXT [82], an enhanced version of LLaVA-1.5 [83], uses a highly effective and

data-efficient vision-language integration module that requires only a simple fully-connected

projection layer trained on a modest dataset. While Qwen-VL employs specially designed

visual resamplers trained on large amounts of image-text paired data, LLaVA-NeXT achieves

state-of-the-art performance using publicly available data, demonstrating both efficiency

and effectiveness in model design and training. MMICL [54] addresses current model

limitations by efficiently managing multi-modal inputs, including the relationships among

multiple images and text-to-image references. By introducing a novel context scheme and a
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comprehensive multi-modal ICL dataset, MMICL enhances the understanding of complex

text-image relationships and multi-image reasoning. Models like MANTIS [77] address

multi-image visual language tasks through instruction tuning with academic-level resources,

leading to notable performance improvements. InternVL [84] bridges the gap between LLMs

and vision-language foundation models, scaling up vision foundation models and achieving

state-of-the-art results across various visual-linguistic benchmarks. InternLM-XComposer2

[85] demonstrates advancements in free-form text-image composition and comprehension,

using a Partial LoRA approach to balance vision understanding and text composition, thus

surpassing multimodal content creation and understanding.

Despite the progress, challenges remain, particularly in optimizing techniques like

In-Context Learning for MLLMs, as highlighted by the limited research in this area [86, 87].

Nonetheless, the rapid evolution of MLLMs holds promise for advancing multimodal AI

systems and their applications in various domains. These diverse models signify the ongoing

progress and exploration within the field of multimodal AI, offering promising avenues for

future research and development.

2.1.2. Video-Language Models

Research on pretrained Video-Language Models (VidLMs) spans various dimensions,

including modalities, datasets, learning paradigms, modeling architectures, and performance

assessments. By synthesizing insights from these diverse perspectives, researchers can

develop a detailed understanding of VidLMs and their potential impact.

Modalities and Datasets. Recent developments in VidLMs have shifted towards leveraging

a diverse array of modalities and datasets for more robust pretraining. Unlike earlier models

that predominantly relied on images, videos, and textual data, contemporary VidLMs are

incorporating a wider spectrum of inputs, including speech and audio, and even exploring

emerging modalities like haptic or sensor data [88–100]. This expansion broadens the

scope of applications and presents new challenges in understanding the interaction between

different modalities and datasets.
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The choice of training data for VidLMs is crucial and often depends on the type of pretraining

utilized for the visual modality. Earlier models leaned towards datasets like HowTo100M

[101], which provided linguistic input via automatic speech recognition (ASR) or manually

written subtitles. Recent advancements have shifted towards more extensive datasets such as

WebVid-2M [102], Conceptual Captions [55], and large-scale image-text corpora like SBU

captions [103]. HowTo100M offers a large-scale dataset comprising 136 million video clips

sourced from instructional web videos, while WebVid-2M proposes an end-to-end trainable

model designed to leverage large-scale image and video captioning datasets. Conceptual

Captions provides a dataset of 3.3 million images annotated with captions harvested from

the web’s alt-text HTML attribute, offering a variety of styles for image captioning tasks.

VidSitu [15] introduces a framework for understanding salient events in videos through

visual semantic role labeling, presenting a benchmark dataset of movie clips richly annotated

with verbs and semantic roles to advance research in video understanding.

Recent advancements in VidLMs have expanded beyond conventional visual and linguistic

modalities to encompass a broader spectrum of sensory inputs. For instance, emerging

models integrate haptic data [99, 100], such as tactile and kinesthetic feedback, to

enrich multi-modal understanding and enable applications in virtual reality, robotics, and

human-computer interaction.

Learning Paradigms and Architectures. The training and adaptation of VidLMs

involve a combination of pretraining objectives and fine-tuning strategies, guiding the

initial learning process and adapting the pretrained models to downstream tasks. These

objectives include video-text contrastive loss, video-text matching, masked language

modeling, masked frame modeling, natural language generation, masked visual-token

modeling, and temporal reordering [92, 93, 104, 105]. Architectures for VidLMs encompass

temporal modeling techniques, multimodal fusion mechanisms, and computational efficiency

considerations, reflecting advancements in recurrent neural networks, attention mechanisms,

and graph-based models. Some methods employ joint space-time attention to process

video [102, 104, 106], while others rely on a multi-modal attention mechanism between
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patches and word embeddings [92, 96, 107]. Models may incorporate additional multi-modal

transformers or fuse a visual prefix into text-only language models [105, 108].

Combining pretraining objectives and fine-tuning strategies into a single category focusing

on learning paradigms can elucidate the overarching training and adaptation methodologies

of VidLMs [91, 96, 98, 102]. On the other hand, combining temporal modeling and

multimodal fusion into a single category centered on modeling architectures can provide

a unified perspective on how VidLMs process temporal dynamics and integrate information

across modalities [93, 109, 110].

Performance Assessment and Robustness. Evaluation metrics are pivotal in assessing the

proficiency and effectiveness of VidLMs in understanding and generating textual descriptions

for video content. Metrics commonly employed include BLEU (Bilingual Evaluation

Understudy) [111], which measures the similarity between generated descriptions and

human-written references. METEOR (Metric for Evaluation of Translation with Explicit

Ordering) [112] gauges the quality of generated text by considering exact word matches,

synonyms, and paraphrases. Additionally, ROUGE (Recall-Oriented Understudy for Gisting

Evaluation) [113] evaluates the overlap between generated and reference texts based on

n-gram overlap and recall. Furthermore, CIDEr (Consensus-based Image Description

Evaluation) [114] considers consensus among human annotators and the diversity of

generated descriptions. These metrics collectively provide a comprehensive framework for

assessing VidLM performance, guiding advancements in their development and refinement

[115–118].

Beyond numerical assessments, evaluating VidLMs also involves analyzing their robustness

and generalization capacities, critical for their practical utility across real-world scenarios.

This includes examining their performance under diverse conditions, such as domain

shifts, adversarial perturbations, and encounters with noisy or incomplete data. To

enhance VidLMs’ resilience, researchers employ techniques like data augmentation and

adversarial training, aimed at fortifying the models against unforeseen challenges [119, 120].

By embracing this comprehensive evaluation framework, the development of VidLM
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advances with a focus on ensuring their reliability, adaptability, and effectiveness in diverse

applications and contexts, driving progress toward more sophisticated and versatile models

for video understanding and generation.

2.2. In-Context Learning

In-Context Learning (ICL) involves crafting prompts for models that include task examples

expressed in natural language. With ICL, it is possible to leverage pretrained models to

address novel tasks without the need for fine-tuning. This examination of ICL will be divided

into two main sections.

ICL in Multimodal Setting. The first attempt at ICL in multimodal setting is Frozen [86],

which uses a fixed GPT-like language model. Flamingo [38] demonstrated improved ICL

performance, handling a variety of interleaved text and image sequences. By using a masked

cross-attention mechanism, Flamingo can manage an unlimited number of visual inputs

and seamlessly integrate visual data into already trained language models. Due to certain

limitations, several VLMs like BLIP [121] and MiniGPT-4 [122] are considered unsuitable

for ICL. However, open-source Flamingo adaptations, such as OpenFlamingo [78] and

IDEFICS [52], compete effectively in ICL. While utilizing Flamingo’s model architecture

and masked cross-attention for visual integration, Otter [74] employs instruction tuning

to enhance task capability. Furthermore, [123] focused solely on image captioning trials,

exploring improved in-context configurations without evaluating the importance of visual

and textual data. Other efforts, like SINC [124] and MetaVL [125], attempt to reduce the

need for extensive pretraining but still fall short of Flamingo’s performance with pretrained

VLMs.

Understanding ICL. LLMs have made significant progress in ICL [126–129], where models

learn new tasks from a few contextual examples without requiring gradient updates. Studies

aim to identify the critical elements of ICL examples for LLMs [130–134]. While the

precision of the input-label mapping is not critical, exposure to the label space and the

distribution of demonstrations substantially impact ICL performance. [131] emphasized how
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proper demonstration labels affect ICL performance, particularly under specific conditions.

[131] also discovered that semantically similar instances to a test query can improve

ICL performance, whereas [132] demonstrated the importance of order sensitivity in ICL

performance. [130] examined the effects of demonstration complexity, variety, and similarity

on ICL proficiency. Additionally, a few studies looked at ICL in LLMs from the perspective

of model architecture [135, 136], clarifying the tight connection between model elements

and ICL performance. However, ICL in VLMs differs due to unique model elements and

the extra visual data in demonstrations. This thesis focuses on ICL with respect to VLMs to

determine which information in multimodal demonstrations is more crucial.

2.3. Chain-of-Thought

Chain-of-Thought (CoT) prompting facilitates complex reasoning abilities by incorporating

intermediate steps of reasoning. Employing CoT allows the utilization of pretrained models

to tackle new tasks without requiring fine-tuning. When combined with ICL, it enhances

performance on complex tasks requiring reasoning prior to generating responses. Our

analysis of CoT will be segmented into two primary sections.

Multimodal CoT. The Multimodal Chain of Thought (M-CoT) framework extends the

CoT idea, consisting of a sequence of intermediate thinking phases useful in challenging

reasoning problems [137–139]. M-CoT extends this concept to multimodal contexts,

attempting to mimic human cognitive processes by asking LLMs to explain not only their

final replies but also the rationale behind them. This modification is crucial as it improves the

interpretability and transparency of LLMs’ outputs. Researchers investigate M-CoT through

various learning paradigms, such as few-shot learning, zero-shot learning, and fine-tuning

[140–143]. Each paradigm has unique benefits and drawbacks, considering sample size

needs and computing performance.

The arrangement of reasoning chains in M-CoT is a key research area, with methods ranging

from single-chain to tree-shaped structures, as well as decision points for either adaptive

or pre-established chain lengths [141, 144–148]. Additionally, research is being conducted
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on reasoning chain generation patterns, exploring infilling or prediction-based techniques to

ensure the accuracy and coherence of produced stages [140–142, 144–148]. Researchers aim

to enhance multimodal reasoning skills and improve the interpretability and performance of

AI systems in various fields by clarifying these aspects of M-CoT.

Understanding CoT. [149] investigates the effects of CoT prompting on LLMs’ multi-step

reasoning skills using isolated factor trials. Although CoT has successfully improved

reasoning abilities by providing a series of stages in demonstrations, its overall efficacy

and the specific contributions of these steps are still not well understood. The study shows

that CoT reasoning is still possible with flawed examples, achieving significant performance

gains comparable to correctCoT prompting. Critical components affecting CoT prompting

efficacy include appropriate reasoning step sequencing and relevance to the input inquiry.

Additionally, these results highlight the potential of contextual reasoning in LLMs, as further

research has proven the usefulness and efficacy of contextual learning [150, 151].
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3. PROBING LANGUAGE UNDERSTANDING

CAPABILITIES OF MULTIMODAL LARGE

LANGUAGE MODELS

3.1. Introduction

In this study, we explore the zero-shot and few-shot capabilities of pretrained MLLMs

utilizing the VALSE benchmark [1]. VALSE is a pioneering benchmark designed to

analyze the visio-linguistic grounding abilities of general-purpose pretrained VLMs across

a spectrum of linguistic phenomena. Comprising six distinct tasks, VALSE offers a

multifaceted suite for detailed evaluations, probing the models’ capacity to bridge the gap

between visual and linguistic modalities.

We conducted a comprehensive assessment of 14 state-of-the-art MLLMs, varying in model

size and pretraining datasets. Four of these models were trained solely on captioning datasets,

which consist of image descriptions, enabling models to generate captions for new images

without additional examples. The remaining ten models were trained on both captioning

and interleaved image-text datasets. Interleaved image-text datasets contain pairs of images

and their associated text within a larger context. While models trained solely on captioning

datasets only support zero-shot settings, those trained on interleaved image-text datasets can

perform few-shot learning by leveraging the contextual relationships between images and

text.

We investigate the linguistic capabilities of MLLMs on the VALSE benchmark, emphasizing

the effectiveness of few-shot In-Context Learning (ICL) and Chain-of-Thought (CoT). ICL,

a methodological cornerstone, involves acquainting the models with demonstration examples

prior to presenting query examples. This capability first emerges in large language models

[126], enabling them to adapt and respond effectively to diverse prompts. Notably, ICL is

also utilized in multimodal settings [38, 102, 152, 153], where models integrate both text
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and image data to perform complex tasks such as image captioning and visual question

answering. Our experiments under two distinct settings, random demonstration examples

and similar demonstration examples to the query example, provide valuable insights into the

efficacy of this approach in augmenting model comprehension and performance.

Chain-of-Thought [137] facilitates multi-step problem-solving by guiding models through

intermediate steps of reasoning. This technique is particularly beneficial for tasks requiring

logical thinking and multiple steps, such as arithmetic or commonsense reasoning questions.

The integration of CoT into our methodology marks a significant advancement, facilitating

complex reasoning abilities by incorporating intermediate steps of reasoning. By leveraging

CoT, pretrained models can tackle new tasks with a heightened level of sophistication, all

without the need for fine-tuning. We conduct experiments in few-shot scenarios, employing

CoT in conjunction with ICL to amplify performance on tasks necessitating advanced

reasoning prior to response generation.

Figure 3.1 illustrates our comprehensive evaluation of MLLMs using both In-Context

Learning and Chain-of-Thought techniques.

3.2. Evaluation Strategy

In this section, we elaborate on our evaluation strategy on MLLMs. Section 3.2.1. offers

a brief exploration of the VALSE benchmark, highlighting its significance as an evaluation

framework for pretrained VLMs. Section 3.2.2. introduces the evaluation metric, outlining

the criteria guiding our assessment of model performance. Sections 3.2.3. and 3.2.4. delve

into the details of the ICL and CoT methodologies, elucidating their implementation and

implications for model comprehension and performance enhancement. Finally, in Section

3.2.5., we provide an overview of the pretrained models under evaluation, highlighting their

architectures and relevance to our experimental framework.
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Output: There is a 
horse in the farm.

Zero-Shot Few-Shot (ICL+CoT)Few-Shot (ICL)

Does the following 
sentence describe the 
image? A large grey 
horse is behind a 
wooden fence.

Does the following 
sentence describe the 
image? A bunch of sheep 
are standing behind a 
fence. Answer: Yes.

Does the following sentence describe the image? A bunch of sheep 
are standing behind a fence Answer: The image shows a group of 
sheep standing behind a fence. The fence is visible and appears to 
be made of wood and wire, with the sheep on the other side. The 
sheep are of various colors, including white, black, and brown. 
They are clustered together, suggesting they are part of a herd. 
Given the content of the image, the sentence "A bunch of sheep are 
standing behind a fence" is true. The sheep are indeed standing 
behind the fence, as depicted in the photo. Final Answer: Yes.

Does the following 
sentence describe the 
image? A giraffe is 
looking down a metal 
fence. Answer: No

Does the following sentence describe the image? A giraffe is 
looking down a metal fence. Answer: The image shows a giraffe 
standing behind a metal fence. The giraffe appears to be looking 
towards the ground, but it is not clear if it is looking down the 
fence or just looking down in general. The giraffe's head is not 
positioned in such a way that it is directly looking down the 
length of the fence. Therefore, based on the content of the image, 
the sentence "A giraffe is looking down a metal fence" is False. 
Final Answer: No

Output: Answer: Yes

Does the following 
sentence describe the 
image? A large grey 
horse is behind a wooden 
fence.

Does the following sentence describe the image? A large grey 
horse is behind a wooden fence.

Output: Answer: The image shows a grey horse standing behind a 
wooden fence. The horse is visible through a circular hole in the 
fence, and it appears to be looking at the camera. The horse is 
not standing directly behind the fence, but rather standing next 
to it. Based on the content of the image, the sentence "A large 
grey horse is behind a wooden fence" is true. The horse is indeed 
large, grey, and behind a wooden fence. Final Answer: Yes

Figure 3.1 Zero-Shot, Few-Shot ICL, and Few-Shot ICL+CoT Evaluation Comparison on
the Relations Task. In the Zero-Shot approach, the model incorrectly responds to the
question. In the Few-Shot ICL approach, using prior examples, the model correctly
identifies the horse behind a wooden fence. In the Few-Shot ICL+CoT approach, which
is beneficial for tasks requiring intermediate reasoning steps such as counting, relational
understanding, and coreference resolution, the model also correctly identifies the horse by
employing a detailed step-by-step reasoning process.

3.2.1. VALSE Dataset

The VALSE benchmark [1] stands as a groundbreaking initiative aimed at assessing the

capabilities of general-purpose pretrained VLMs in grounding linguistic constructs within

the visual context. Developed to offer a comprehensive evaluation framework, VALSE

encompasses six distinct tasks, each designed to probe the model’s ability to bridge the gap

between language and vision. These tasks include Existence, Plurality, Counting, Spatial
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There are no 
people / people 
sitting on the 
couch.

Existence Plurality Counting Relations CoreferenceAction Foil-It!

A clock is seen 
at the top of 
exactly one / 
some very tall 
building.

There are 
exactly 5 / 3 
lemons.

People are 
riding on 
elephants in / 
beside a river.

A lion 
stretches / 
arches its 
back.

A pretty lady 
sitting on a 
bench in the 
shade. Is she 
wearing a hat? 
No / Yes

The man is 
swinging a 
tennis racket 
/ ball.

Figure 3.2 Sample instances from the VALSE benchmark [1].

Relations, Actions, and Coreference, each targeting specific linguistic phenomena essential

for comprehensive understanding (see Figure 3.2).

• Existence task evaluates the model’s capability to detect whether entities are present

or absent in an image. It requires the model to distinguish between situations where

objects are present or missing, focusing on existential quantifiers.

• Plurality task assesses the model’s ability to recognize singular and plural forms by

identifying whether images show single or multiple instances of objects. It evaluates

the model’s comprehension of semantic number distinctions.

• Counting task challenges the model to accurately enumerate the entities within an

image. The complexity of the scenarios varies, testing the model’s precise counting

skills.

• Spatial Relations task examines the model’s ability to identify and interpret spatial

relationships between objects in an image, focusing on the arrangement and positions

of items relative to each other.

• Actions task measures the model’s proficiency in recognizing and understanding

actions depicted in images. It involves identifying the activities and understanding

the roles and interactions of the participants.

• Coreference task tests the model’s ability to resolve pronoun references within the

visual context. It evaluates whether the model can correctly link pronouns to the

appropriate entities in the images, ensuring coherent interpretation.
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Additionally, VALSE is based on the Foil-It dataset, which provides image-caption pairs

from the COCO dataset. The Foil-It [154] dataset connects objects in the captions to the

COCO [47] dataset. Leveraging these connections, VALSE generated foils and validated

943 out of 1000 captions.

To construct VALSE, detailed methodologies were employed to ensure the validity and

effectiveness of the benchmark [7]. This involved developing robust criteria for generating

valid foils [66], which are crucial for accurately assessing the model’s performance. Through

experimentation and evaluation of five widely-used V&L models, VALSE provides insights

into the current challenges faced by pretrained models in understanding and interpreting

linguistic phenomena in visual contexts. The benchmark not only highlights the existing

limitations but also serves as a catalyst for driving future advancements in pretrained V&L

models.

3.2.2. Evaluation Metric

[155] examines the effectiveness of the Image-Text Matching (ITM) prompting method

within the CREPE benchmark [70], which shares similarities with the VALSE benchmark.

This method presents a sentence to a model, labeling it as either a caption or a foil, and then

inquires whether it accurately describes the corresponding image. Through this process, we

measured the accuracy of models to gauge their performance.

3.2.3. In-Context Learning Approach

Few-shot ICL strives to enhance model performance by providing in-context demonstration

examples related to the query image-text pair. The process of selecting these examples and

determining their sequence remains a subject of ongoing research [130–132, 134, 156, 157].

In our investigation into the impact of in-context demonstrations on model performance, we

experimented with models using both randomly chosen examples and those similar in visual

and textual content [157]. This comparative analysis sheds light on the effectiveness of
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different approaches in leveraging contextual information to improve model understanding

and performance.

Example Selection. We used the Mixed Modality In-Context Example Selection (MMICES)

method outlined by [157] and detailed in Algorithm 1. Following this method, we

assessed the textual and visual cosine similarity between each pair of image and text in

the demonstration examples and the query pair. Utilizing Clip1 as our encoder, we initially

selected the top K visually similar examples. Given the relatively small size of the VALSE

dataset, we opted not to partition it for creating a demonstration example set. Instead,

we utilized the remaining dataset, excluding the query image-text pair under examination.

From the selected K visually similar examples, we further filtered down to N examples

exhibiting textual similarity. This N value ultimately represents the shot-count utilized in our

experiments. However, determining the appropriate K value is a crucial and challenging task.

As K increases, the model receives more examples with textual similarity. To investigate the

impact of K on model performance, we conducted an ablation study. As higher K values

yielded improved results, we set K to a high value of 100 for our experiments.

Algorithm 1 Mixed Modality In-Context Example Selection (MMICES) [157]
Require: QITP (Query Image-Text Pair), DES (Demonstration Example Set), K, N , V

(Visual Encoder), T (Textual Encoder), cos sim (Cosine Similarity)
Ensure: SES (Similar example set)

1: procedure MMICES
2: SES← []
3: Similarities← []
4: for each example in DES do
5: Encode the example image: vexample ← V (Iexample).
6: Encode example text: texample ← T (Texample).
7: Calculate cosine similarity: simimage ← cos sim(vexample, V (IQITP )).
8: Calculate cosine similarity: simtext ← cos sim(texample, T (TQITP )).
9: Similarities += image and text similarity scores.

10: end for
11: Visual similar examples← select top K visual similar example among similarities.
12: SES← select top N textual similar example among visual similar examples.
13: return SES
14: end procedure

1https://huggingface.co/openai/clip-vit-base-patch32
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Table 3.1 Rate of valid Chain-of-Thought (CoT) descriptions generated by the respective models.

Model Existence Plurals Counting Relations Action Coreference Foil-It!

LLaVA-NeXT-34B 88.3 55.2 62.4 42.2 45.8 70.9 69.8
LLaVA-LLAMA3-8B 5.9 20.6 6.0 17.2 15.6 16.5 7.6
InternLM-XComposer2-7B 1.8 10.3 10.8 9.7 8.3 13.8 2.3

3.2.4. Chain-of-Thought Approach

The CoT methodology is designed to boost model performance by encouraging reasoning

during inference, particularly in scenarios with limited data. Initially, our exploration focused

on zero-shot CoT, where models were tasked with generating reasoning independently,

devoid of additional context. However, we observed that in such settings, models often

arrived at final answers without engaging in meaningful reasoning. To remedy this, we

integrated reasoning cues into our demonstration examples.

In addressing the need for detailed, nuanced descriptions in VALSE samples, we leveraged

LLaVA-NeXT [82] for generating CoT descriptions within the context demonstrations.

While this model surpasses producing rich captions, it occasionally introduces inaccuracies

and fabricated details. To mitigate these challenges, we adopted a strategy proposed by

[158], which directed models to generate both reasoning chains and answers, coupled with a

validation step to curb hallucinations. Despite these precautions, some instances still lacked

sufficiently detailed CoT descriptions even when the answers were correct. Consequently, we

automatically removed examples with inaccurate answers or inadequate CoT descriptions,

retaining only those that provided comprehensive and contextually rich demonstrations.

To refine the generation of CoT reasoning and minimize hallucinations, we implemented

an automated filtering mechanism to discard unreliable responses. Our evaluation

encompassed three MLLMs: LLaVA-NeXT 34B [82], InternLM-XComposer2 [159], and

LLaVA-LLaMA3 [160], a LLaVA-1.5-7B [161] model derived from fine-tuning LLaMA-8B

Instruct [162]. Table 3.1 illustrates the success rates of these models in generating descriptive

reasoning chains. Notably, LLaVA-NeXT outperformed the others, demonstrating superior

performance in producing coherent reasoning chains. This highlights the advantage of
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…

Since we started sending missions to Mars we had the ability to see it close up and 
we have found out that Mars is a lot more complicated than we thought. The Mars 
rovers, Spirit and Opportunity, took actual samples of the Mars soil and they found 
that it was made of rust. The dusty rust layer was all over the planet, giving it the 
reddish color. And it isn’t just one color, but quite a few different types of 
reddish-brown.

…

Rust on earth is made from iron and water, but there isn’t any water on the surface 
of Mars. Earth has a lot of iron, but most of it sunk to the middle of the planet 
when earth was formed. Mars, on the other hand is called a ‘dead’ planet, and it is 
covered in rust. Scientists think that at one time, Mars could have been a lot like 
earth, but when it lost most of its atmosphere, the ancient volcanos blew out all of 
the iron in its center and spread it all over the planet.

…

Image-Text Pairs

Interleaved Text and Image

Mars pictured in natural color 

silica-rich dust on Mars

Figure 3.3 Sample data illustrating the differences between image-text pairs and interleaved
text-image data used in training MLLMs.

employing larger models for enhancing the quality of generated reasoning. The prompt fed

to MLLMs to generate CoT descriptions is given below:�

�

�

�
“Given an image and a corresponding sentence, analyze the image to determine if the

sentence is true or false. Provide the answer in the format: Final Answer: Yes (if the sentence

is true for the image) / No (if the sentence is false for the image). Sentence: ...”

3.2.5. Pretrained Models

In this study, we evaluate MLLMs trained on both captioning datasets and interleaved

image-text datasets. Captioning datasets consist of individual images paired with descriptive

text, which allows models to develop strong zero-shot capabilities, meaning they can

generate responses based on a single image-text pair without prior examples. This approach

is advantageous for applications requiring immediate and contextually relevant descriptions,

as demonstrated in Figure 3.3. In contrast, interleaved image-text datasets contain sequences

of images and corresponding text, enabling models to understand and generate coherent

responses across multiple image-text pairs. This few-shot ability is beneficial for tasks

demanding deeper contextual understanding and continuity. Figure 3.4 illustrates the training

process for models using these dataset types, highlighting the difference between processing
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MLLM

VPG

A player prepares to take a free 
kick, focusing intensely on the ball 
with teammates and opponents 
strategically positioned around the 
penalty area.

embedding embedding

MLLM

VPG

Football, also 
known as 
soccer in some 
countries, is a 
team sport 
played between 
two teams of 
eleven players.

embedding embedding

VPG

embedding

They aim to score 
goals by getting a 
spherical ball into 
the opposing team's 
net using any part 
of their body except 
their hands and 
arms.

embedding

Figure 3.4 An overview illustrating the training procedure of MLLMs on captioning datasets (left)
and interleaved text-image datasets (right). On the left, MLLMs are trained on single
image-text pairs, whereas on the right, MLLMs are trained on multiple image-text pairs.
Visual Prompt Generators (VPG) are used to create embeddings of images, which are
then fed through the MLLM along with text embeddings.

single image-text pairs and multiple image-text pairs. Through our evaluation, we aim to

elucidate the strengths and applications of MLLMs trained on these distinct dataset types.

MLLMs pretrained on Captioning Datasets. Recent advancements in NLP have sparked

significant interest in models adept at handling individual image-text pairs [122, 161,

163–166]. These models demonstrate exceptional capabilities in comprehending and

generating textual descriptions for given images, thereby enhancing tasks like image

captioning, visual question answering, and image retrieval. By leveraging sophisticated

architectures and multimodal learning techniques, these models effectively integrate visual

and textual information to derive semantic meaning and context, demonstrating substantial

potential for a wide array of applications in image understanding, multimedia analysis, and

human-computer interaction.

LLaVA, known as the Large Language and Vision Assistant, represents a significant

advancement in multimodal research, encompassing models such as LLaVA 1.5 [83] and

LLaVA-NeXT [82]. These models surpass tasks involving natural instruction following and

visual reasoning, with LLaVA 1.5 establishing new benchmarks across 12 datasets. The latest

iteration, LLaVA-NeXT, enhances capabilities in reasoning, OCR, and world knowledge,

surpassing benchmarks set by Gemini Pro 1.0 [167] in specific evaluations. LLaVA-NeXT

achieves these milestones while maintaining a streamlined design and high data efficiency,
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requiring fewer than 1 million samples for visual instruction fine-tuning. Notably, it leads

among open-source multimodal models with significantly reduced training costs. In our

evaluations, we opted for the LLaVA-NeXT 34B variant.

PaliGemma, developed by Google, is another formidable MLLM equipped with a

Transformer decoder and a Vision Transformer image encoder, boasting 3 billion parameters.

Derived from Gemma-2B [168] and SigLIP-So400m/14 [169], it adheres to the PaLI-3

training protocol [170]. PaliGemma accepts inputs of images and text strings, generating

outputs like image captions, answers to questions, object bounding box coordinates, or

segmentation codewords. Pretrained on diverse datasets including WebLI [170], CC3M-35L

[171], VQ²A-CC3M-35L/VQG-CC3M-35L (a subset of VQ2A-CC3M [172]), OpenImages

[173], and WIT [174], PaliGemma surpasses visual semantic understanding and multilingual

tasks. Rigorous data filters ensure training data safety, cleanliness, and privacy compliance

by removing inappropriate or sensitive content using advanced filtering techniques.

Intern-VL-Chat-V1-5 [175] stands as an advanced vision-language model with 26 billion

parameters, aimed at bridging the gap between open-source and commercial models. It

utilizes the InternViT-6B [84] vision foundation model and InternLM2-20B [159] language

model, enhanced by continuous learning with high-quality image-text data, a dynamic

high-resolution strategy for detailed image analysis, and a diverse multilingual dataset

pipeline. In evaluations across 18 multimodal benchmarks, InternVL 1.5 outperforms

competitors in 8 benchmarks, including OCR tasks, demonstrating its capability to narrow

the gap between open-source and commercial multimodal models.

InternLM-XComposer2 [85], with 7 billion parameters, surpasses generating and

comprehending free-form text-image content. By integrating text and graphics from diverse

inputs such as outlines and reference images, it facilitates flexible content production beyond

traditional comprehension. Leveraging Partial LoRA (PLoRA) to strategically enhance

image token parameters while preserving language understanding, InternLM-XComposer2

exhibits superior performance in various evaluations compared to existing multimodal

models like GPT-4V [176] and Gemini Pro [167].
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MLLMs pretrained on Interleaved Image-Text Datasets. The development of models

capable of handling multiple image-text pairs has become a focal point in research

[38, 52, 73, 74, 77, 78, 80, 81]. These frameworks demonstrate proficiency in analyzing

and comprehending multiple instances of image-text pairs concurrently, enabling deeper

understanding and interpretation of multimodal data. By leveraging advanced multimodal

fusion techniques and attention mechanisms, these models seamlessly integrate information

from diverse sources to extract nuanced semantics and context across multiple modalities.

This expanded capability enhances applications ranging from image album summarization

to cross-modal retrieval and interactive storytelling, enriching the depth and complexity of

information processing and comprehension.

OpenFlamingo [78] introduces a novel approach to vision and language modeling,

empowering autoregressive models to process sequences of mixed images and text for

enhanced versatility, including few-shot learning and multi-round chatbot interactions.

Unlike proprietary models such as Flamingo [38], CM3 [177], Kosmos-1 [87], PALME

[178], and multimodal GPT-4 [176], OpenFlamingo provides an accessible open-source

alternative, fostering research accessibility. By leveraging pretrained language models with

cross-modal attention to vision encoders, OpenFlamingo achieves competitive performance

across various models ranging from 3 billion to 9 billion parameters. Evaluations

across seven datasets demonstrate that OpenFlamingo models achieve 85% to 89% of

the performance of their proprietary counterparts, highlighting their effectiveness and

adaptability.

Idefics [52, 80] comprises two variants: Idefics1 and Idefics2. Idefics1, an open-access

multimodal model inspired by DeepMind’s Flamingo, processes sequences of images and

text to generate textual outputs. Utilizing publicly available data and models such as

CLIP-ViT-H-14 [49] and LLaMA-65B [129], it is available in two sizes (80 billion and

9 billion parameters) and outperforms benchmarks in tasks such as image captioning and

visual question answering. Idefics2, with 8 billion parameters, enhances OCR capabilities,

document understanding, and visual reasoning, handling images in native resolutions with
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the NaViT strategy [179] and incorporating new training data for improved OCR and

document comprehension.

xGen-MM [79], developed by Salesforce AI Research, builds on the successful BLIP

series aligned with Salesforce’s XGen initiative for large foundational models. Trained

on diverse datasets including high-quality image captions, xGen-MM models demonstrate

state-of-the-art performance in contextual learning. Notably, the xGen-MM mini base

model achieves superior performance with under 5 billion parameters, while the fine-tuned

xGen-MM mini instruction-tuned model surpasses high-resolution image encoding. Training

data sources range from CC12M [50] to academic VQA tasks, ensuring versatility and

robustness. In our experiments, we utilized the xGen-MM mini base variant with a model

size of 4.6 billion parameters.

Qwen-VL [81] expands on the Qwen language model, overcoming limitations of

traditional LLMs by integrating visual understanding capabilities. These models, including

Qwen-VL-Chat with 9.6 billion parameters, facilitate user interaction through both text and

images. They surpass tasks such as image captioning and question answering, demonstrating

superior performance and supporting multiple languages. Additionally, Qwen-VL models

handle multiple images effectively, achieving robust performance across diverse benchmarks,

particularly in fine-grained visual understanding.

MMICL [54], Multi-Modal In-Context Learning, aims to overcome limitations observed

in current MLLMs when handling intricate prompts involving multiple images and

text. MMICL, equipped with a model size of 12.1 billion parameters, introduces novel

methodologies for processing multi-modal inputs, including a unique context scheme to

enhance contextual learning. Leveraging the Multi-modal In-Context Learning (MIC)

dataset, MMICL enhances its capability to interpret complex multi-modal prompts,

addressing challenges such as understanding text-to-image correlations and relationships

across multiple images. Moreover, MMICL mitigates language biases that can lead to

erroneous interpretations in extensive textual contexts.
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For our experimental setup, we utilized implementations from the HuggingFace repository.

We employed half-precision for running Idefics1, MMICL, and full precision for

OpenFlamingo variants and xGen-MM. InterVL-Chat was tested with 8-bit quantization,

while other models underwent testing with 4-bit quantization. Our experiments were

conducted on GPUs including Tesla T4, Quadro P4000, V100, or A40.

3.3. Experimental Analysis

We demonstrate the zero-shot and few-shot capabilities of MLLMs trained on interleaved

image-text datasets or captioning datasets in Table 3.2. Additionally, we include qualitative

examples in the Appendix.�
�

�
�

Observation 1: Instruction tuning and In-Context Learning improve models’ adherence to

user instructions.

Given our questions, we expect the MLLMs to provide Yes/No responses. However, in the

zero-shot setting, some models produced outputs with irrelevant information, resulting in

notably low scores. Instruction tuning or providing demonstration examples through ICL

often helps models follow the expected answer templates. For example, OpenFlamingo-3B

and xGen-MM exhibit this improvement.�
�

�
�

Observation 2: Using similar demonstration examples in ICL significantly enhances

performance compared to random examples.

Employing demonstration examples in the ICL setting generally improves overall

performance. This behavior is consistently observed across evaluated MLLMs, regardless

of model size. Notably, examples similar to the query image-text pairs significantly

enhance performance compared to random examples. For instance, in the 4-shot setting,

OpenFlamingo-3B’s performance on Existence improves from 54.5% (Random) to 67.9%

(Similar).�
�

�
�

Observation 3: More similar demonstration examples improve performance compared to

more random examples.
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Table 3.2 Accuracy performance of the evaluated MLLMs, varying by model size and pretraining
strategies, assessed with 0-8 shots across three settings: Random (R), Similar (S), and
Similar with Chain of Thought (S+C). In the R setting, few-shot demonstrations are
randomly selected. In the S setting, few-shot examples are chosen based on visual
and textual similarity. In the S+C setting, examples are selected based on visual and
textual similarity and include a CoT description. Models with the suffix ’I’ denote
instruction-tuned versions.

Zero-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

LLaVA-NeXT-34B 97.0 71.3 82.1 57.4 70.9 70.4 87.6 76.7
PaliGemma-3B 76.6 63.7 74.1 47.1 64.2 51.2 81.2 65.4
Intern-VL-Chat-V1-5-26B 96.2 76.5 76.9 61.3 74.2 69.5 87.1 77.4
InternLM-XComposer2-7B 83.0 66.5 73.7 52.5 68.8 62.2 82.0 69.8
OpenFlamingo-3B 36.4 9.4 14.2 9.0 8.5 32.0 11.0 17.2
OpenFlamingo-3B I 48.3 48.3 45.6 44.1 46.0 25.0 43.3 42.9
OpenFlamingo-4B 46.9 54.6 49.0 47.5 51.6 49.3 49.3 49.7
OpenFlamingo-4B I 48.5 54.8 50.1 47.5 51.9 46.9 49.3 49.9
Idefics-9B 44.2 46.2 47.1 53.8 48.2 26.3 50.4 45.2
Idefics-9B I 58.2 54.6 50.5 49.5 58.1 54.8 56.6 54.6
Idefics2-8B 94.7 70.3 79.1 53.6 59.8 69.1 82.1 72.7
xGen-MM-4.6B 37.2 34.1 37.1 39.6 36.4 37.0 40.9 37.5
Qwen-VL-Chat-9.6B 82.6 46.3 68.3 48.0 41.1 58.7 61.9 58.1
MMICL-12.1B 65.4 57.9 53.1 57.2 59.4 61.9 59.3 59.2

4-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C

OpenFlamingo-3B 54.5 67.9 45.7 53.2 52.2 32.7 54.3 59.3 41.5 47.7 52.9 29.9 49.0 51.9 33.0 52.7 57.2 25.4 50.8 52.8 28.4 51.7 56.3 33.8
OpenFlamingo-3B I 52.1 61.6 49.3 53.4 50.5 34.1 53.4 57.4 41.1 51.0 50.1 24.5 54.2 52.7 31.1 51.5 55.0 24.0 50.7 50.2 32.0 52.3 53.9 33.7
OpenFlamingo-4B 53.7 73.1 43.6 50.9 52.3 42.5 54.6 58.4 39.9 50.1 54.6 28.8 57.8 57.5 30.6 50.5 52.9 31.3 48.4 53.8 33.2 52.3 57.5 35.7
OpenFlamingo-4B I 51.9 66.1 44.6 51.9 49.2 37.6 54.1 59.2 41.2 50.5 54.6 27.3 56.2 58.3 33.7 50.8 53.0 33.0 50.0 53.1 30.1 52.2 56.2 35.6
Idefics-9B 59.2 81.0 87.3 49.8 54.8 73.6 54.7 61.2 79.4 50.6 52.1 72.9 56.4 60.5 74.5 51.7 53.6 82.8 57.0 59.8 69.6 54.2 60.4 77.2
Idefics-9B I 74.3 88.3 87.5 58.8 58.0 69.0 59.2 65.0 78.3 54.8 57.2 70.5 67.5 72.9 75.7 57.3 59.2 76.5 72.2 77.9 82.7 63.4 68.3 77.2
Idefics2-8B 83.2 94.3 79.8 70.3 69.7 76.6 73.4 71.4 80.1 61.7 63.2 70.1 70.3 72.6 77.0 63.3 59.8 70.7 82.6 84.9 83.1 72.1 73.7 76.8
xGen-MM-4.6B-7B 65.2 77.0 73.9 56.8 58.8 71.0 55.6 57.3 72.0 51.6 56.3 69.7 61.2 67.0 67.4 54.6 57.9 67.3 63.3 70.7 78.3 58.3 63.6 71.4
Qwen-VL-Chat-9.6B 85.2 92.7 85.7 66.4 64.4 67.5 68.9 69.8 76.7 60.8 60.2 57.0 71.4 72.5 67.0 64.8 62.0 72.2 79.2 80.1 65.6 71.0 71.7 70.2
MMICL-12.1B 56.6 70.5 37.6 54.4 54.8 16.9 50.1 55.9 32.4 57.2 60.6 25.2 75.2 73.0 24.9 61.8 60.5 40.2 59.7 56.6 21.7 59.3 61.7 28.4

8-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C

OpenFlamingo-3B 51.5 72.3 58.4 51.7 51.7 38.4 53.1 58.6 47.9 50.3 49.5 38.5 51.9 56.8 36.3 52.1 56.3 31.6 53.9 50.3 32.2 52.1 56.5 40.5
OpenFlamingo-3B I 51.7 65.3 51.3 50.3 53.1 35.4 53.3 57.4 41.6 53.6 46.9 32.2 49.7 59.7 31.8 52.5 57.2 26.1 52.5 50.8 32.3 51.9 55.8 35.8
OpenFlamingo-4B 52.5 74.1 72.1 52.1 55.6 58.9 56.0 63.6 57.8 52.9 55.9 52.5 59.4 59.4 41.4 49.9 54.2 39.9 52.2 56.5 55.1 53.6 59.9 54.0
OpenFlamingo-4B I 49.9 64.4 56.4 52.1 52.6 47.6 54.4 60.8 53.9 49.7 55.1 41.7 60.1 60.7 47.5 53.4 59.3 44.4 52.4 57.8 39.6 53.1 58.7 47.3
Idefics-9B 57.2 84.4 92.1 48.4 55.6 77.9 54.8 65.3 86.9 53.1 56.1 83.6 59.0 66.5 78.2 53.2 58.6 70.7 58.1 60.2 75.0 54.8 63.8 80.6
Idefics-9B I 76.2 89.9 79.2 57.2 61.0 70.2 58.5 65.2 76.1 56.6 60.8 69.2 68.2 71.4 76.4 55.6 61.5 53.4 74.3 76.3 77.4 63.8 69.4 71.7
Idefics2-8B 88.5 94.3 86.7 70.5 71.6 76.2 74.5 72.1 83.0 59.6 61.1 71.6 72.0 71.3 75.7 61.0 65.4 68.3 82.6 83.9 81.3 72.7 74.2 77.5
xGen-MM-4.6B-7B 65.5 86.1 69.1 56.3 61.5 61.5 55.5 61.6 65.2 54.2 57.6 67.5 65.8 71.0 62.3 56.5 54.1 61.0 64.7 70.4 73.0 59.8 66.0 65.7
Qwen-VL-Chat-9.6B 84.2 95.3 72.9 64.2 66.5 65.8 70.0 71.7 76.1 60.6 61.5 63.7 72.0 71.5 72.9 62.4 63.9 76.1 84.6 83.5 66.2 71.1 73.4 70.5
MMICL-12.1B 63.6 78.6 38.6 53.5 56.4 14.3 47.7 52.2 31.9 58.9 63.4 21.1 75.7 71.6 19.6 63.5 65.6 37.5 61.9 66.3 20.3 60.7 64.9 26.2

[155] studied atomic foils with the CREPE benchmark [70], which is similar to the VALSE

benchmark in measuring model performance changes when atomic foils completely alter

sentence meanings. They found that increasing the number of random demonstration

29



examples provides almost no gain in this setup. Our results support this finding, showing

that increasing random example count can sometimes deteriorate performance. However,

using a higher number of similar examples enhances MLLM performance, as more similar

examples help establish a link between the context and query.�
�

�
�

Observation 4: Chain-of-Thought reasoning impacts instruction-following abilities in

OpenFlamingo variants and MMICL but enhances performance in other models.

CoT descriptions in demonstration examples help models reason about a given image-text

pair, aiding in challenging tasks such as counting, relations, and coreference. For example, in

the 4-shot setting for OpenFlamingo-3B, performance on Relations improves from 50.1% (S)

to 54.6% (S+C). However, CoT can sometimes cause OpenFlamingo variants and MMICL

to ignore the expected answer templates, generating reasoning chains without providing

direct answers, leading to poor performance. In contrast, for higher-capacity models, CoT

generally enhances performance.�

�

�

�
Observation 5: With ICL and CoT, lower-capacity models trained on interleaved

image-text datasets perform comparably to or better than larger models trained on

captioning datasets.

Except for Idefics-2, models trained on interleaved image-text datasets exhibit poor zero-shot

performance compared to those trained on captioning data. However, with ICL and CoT,

these lower-capacity models achieve similar or better performance than larger models trained

on captioning datasets. For example, Idefics-9B achieved 77.2% accuracy with 4-shot ICL

and CoT, while Intern-VL-Chat-V1-5-26B achieved 76.7% overall accuracy.�
�

�
�

Observation 6: Models prefer textually similar demonstrations over visually similar ones,

slightly improving performance.

Table 3.3 shows the performance changes of models pretrained on interleaved image-text

datasets across different K values within the ICL setting. Increasing K provides a larger

pool of visually similar examples. When N examples are selected from this pool based

on textual similarity, the final demonstration examples exhibit higher textual similarity to
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Table 3.3 Accuracy performance of MLLMs pretrained on interleaved image-text data, varying
by model size, in the few-shot ICL setting. Demonstrations are selected based on their
similarity to the query, with N textually similar examples chosen from a pool of K
visually similar examples. The table presents performance across different K values,
specifically 20, 50, and 100. Models with the suffix ’I’ denote instruction-tuned versions.

Zero-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

OpenFlamingo-3B 36.4 9.4 14.2 9.0 8.5 32.0 11.0 17.2
OpenFlamingo-3B I 48.3 48.3 45.6 44.1 46.0 25.0 43.3 42.9
OpenFlamingo-4B 46.9 54.6 49.0 47.5 51.6 49.3 49.3 49.7
OpenFlamingo-4B I 48.5 54.8 50.1 47.5 51.9 46.9 49.3 49.9
Idefics-9B 44.2 46.2 47.1 53.8 48.2 26.3 50.4 45.2
Idefics-9B I 58.2 54.6 50.5 49.5 58.1 54.8 56.6 54.6
Idefics2-8B-8B 94.7 70.3 79.1 53.6 59.8 69.1 82.1 72.7
xGen-MM-4.6B 37.2 34.1 37.1 39.6 36.4 37.0 40.9 37.5
Qwen-VL-Chat-9.6B 82.6 46.3 68.3 48.0 41.1 58.7 61.9 58.1
MMICL-12.1B 65.4 57.9 53.1 57.2 59.4 61.9 59.3 59.2

4-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100

OpenFlamingo-3B 65.0 67.7 67.9 55.5 52.4 52.2 57.5 59.3 59.3 52.5 49.4 52.9 53.9 50.9 51.9 56.0 52.3 57.2 54.2 57.0 52.8 56.4 55.6 56.3
OpenFlamingo-3B I 53.1 58.8 61.6 53.1 49.2 50.5 60.0 58.2 57.4 53.3 50.3 50.1 53.1 54.1 52.7 55.3 53.7 55.0 50.0 52.5 50.2 54.0 53.8 53.9
OpenFlamingo-4B 63.8 69.3 73.1 53.1 49.2 52.3 57.6 58.8 58.4 52.3 53.8 54.6 54.9 54.1 57.5 51.1 51.8 52.9 52.8 55.6 53.8 55.1 56.1 57.5
OpenFlamingo-4B I 62.4 63.8 66.1 50.3 45.6 49.2 57.8 59.6 59.2 51.0 53.3 54.6 55.3 57.2 58.3 51.4 52.2 53.0 52.9 53.7 53.1 54.4 55.1 56.2
Idefics-9B 76.0 79.6 81.0 57.6 57.0 54.8 58.3 59.9 61.2 57.6 52.1 52.1 61.6 62.1 60.5 53.6 53.7 53.6 58.2 60.1 59.8 60.4 60.6 60.4
Idefics-9B I 86.3 86.7 88.3 58.0 56.0 58.0 61.4 63.3 65.0 59.1 57.9 57.2 71.5 71.9 72.9 58.5 55.0 59.2 76.7 79.1 77.9 67.4 67.1 68.3
Idefics2-8B 92.7 94.3 94.3 71.2 68.2 69.7 71.7 71.9 71.4 63.4 63.0 63.2 72.4 73.8 72.6 62.1 58.5 59.8 84.7 84.2 84.9 74.0 73.4 73.7
xGen-MM-4.6B 74.7 78.8 77.0 61.3 61.0 58.8 55.5 56.1 57.3 59.8 60.6 56.3 68.3 66.9 67.0 56.6 54.2 57.9 69.0 71.6 70.7 63.6 64.2 63.6
Qwen-VL-Chat-9.6B 85.2 92.7 85.7 66.4 64.4 67.5 68.9 69.8 76.7 60.8 60.2 57.0 71.4 72.5 67.0 64.8 62.0 72.2 79.2 80.1 65.6 71.0 71.7 70.2
MMICL-12.1B 65.5 70.9 70.5 52.2 50.1 54.8 52.6 53.0 55.9 59.8 60.8 60.6 72.1 74.8 73.0 61.0 60.4 60.5 59.9 61.2 56.6 60.4 61.6 61.7

8-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100

OpenFlamingo-3B 65.5 66.9 72.3 51.7 52.5 51.7 56.0 60.0 58.6 47.1 52.9 49.5 56.9 56.8 56.8 53.9 58.4 56.3 52.0 51.5 50.3 54.7 57.0 56.5
OpenFlamingo-3B I 56.4 62.2 65.3 49.0 53.4 53.1 56.6 58.3 57.4 48.8 52.1 46.9 57.7 56.8 59.7 53.9 58.6 57.2 51.5 54.5 50.8 53.4 56.6 55.8
OpenFlamingo-4B 59.8 69.5 74.1 52.5 51.7 55.6 60.7 61.5 63.6 52.3 53.1 55.9 63.0 60.8 59.4 52.8 55.6 54.2 55.6 57.4 56.5 56.7 58.5 59.9
OpenFlamingo-4B I 54.6 59.8 64.4 50.9 50.2 52.6 57.5 57.8 60.8 51.8 50.3 55.1 62.5 60.5 60.7 54.4 57.0 59.3 52.7 53.0 57.8 54.9 55.5 58.7
Idefics-9B 73.1 79.6 84.4 53.4 57.0 55.7 60.7 66.6 65.3 54.0 56.3 56.1 65.9 64.7 66.5 54.2 57.2 58.6 58.9 61.8 60.2 60.0 63.3 63.8
Idefics-9B I 81.6 84.8 89.9 61.1 61.2 61.0 62.2 65.9 65.2 59.4 57.4 60.8 72.2 72.0 71.4 56.4 60.5 61.5 76.7 76.0 76.3 67.1 68.3 69.4
Idefics2-8B 92.5 93.7 94.3 70.9 68.7 71.6 72.2 72.5 72.1 63.0 62.1 61.1 72.7 71.6 71.3 63.0 62.7 65.4 82.9 84.2 83.9 73.9 73.6 74.2
xGen-MM-4.6B 79.6 85.0 86.1 57.9 60.3 61.5 59.6 62.8 61.6 59.4 57.9 57.6 72.8 70.9 71.0 54.4 56.5 54.1 69.9 70.0 70.4 64.8 66.2 66.0
Qwen-VL-Chat-9.6B 90.7 92.3 95.3 63.9 63.6 66.5 71.8 72.3 71.7 63.4 59.8 61.5 72.2 73.1 71.5 66.4 67.2 63.9 80.8 83.1 83.5 72.7 73.1 73.4
MMICL-12.1B 74.3 77.8 78.6 55.9 55.1 56.4 49.8 51.8 52.2 63.0 61.5 63.4 74.0 73.2 71.6 62.4 64.6 65.6 61.3 61.6 66.3 63.0 63.7 64.9

the query image-text pair, albeit potentially lower visual similarity. The results indicate a

marginal performance improvement with higher K, suggesting that models prefer textually

similar examples.

Herein, we delve into a detailed examination of each task based on our experimental insights.

Existence task is fundamental in VALSE, assessing a model’s ability to determine if an
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object is present in an image. All models showed higher accuracy on this task compared

to others, indicating that MLLMs can effectively identify and represent objects. However,

when CoT descriptions were introduced, all models except Idefics-9B experienced a decline

in performance. This decline is attributed to hallucinated and irrelevant reasoning chains,

leading to incorrect answers. Additionally, as shown in Table 3.3, an increase in textually

similar examples significantly improves model performance more than in other tasks.

Plurality task challenges models to recognize objects and determine their plural forms.

Results indicate that demonstration examples do not improve the models’ understanding

of pluralism, even though they correctly recognize the objects. CoT reasoning is useful

here, as it provides reasoning chains that describe plural forms, helping models develop an

understanding of the task.

Counting task evaluates a model’s ability to identify both the objects and the number of their

appearances in a scene. Models trained on captioning datasets outperform those trained on

interleaved image-text data. However, combining few-shot ICL and CoT reasoning enhances

performance, bringing these models closer to those trained on captioning data. Qualitative

examples show that models are guided to count each occurrence, allowing for accurate

comparison between actual and stated occurrences.

Spatial Relations task assesses models’ ability to recognize interactions between objects.

Zero-shot performance shows that all models struggle with this task, which requires

understanding object interactions and relationships. Providing demonstration examples

through ICL helps achieve a certain performance level, but increasing the number of

examples does not lead to further improvement. Performance gains saturate with more

examples. However, using few-shot ICL combined with CoT reasoning can achieve up to

a 30% performance increase (Idefics-9B).

Action task evaluates how well models detect actions and actors in a scene. This task is

challenging as it requires identifying dynamic interactions and context-specific activities

within an image. Models trained on captioning data performed better than those trained

on interleaved image-text datasets. Few-shot ICL successfully elevated performance to up to
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73%. However, except for the Idefics model family, none of the models benefited from CoT

descriptions, and increasing the number of demonstration examples did not always improve

performance.

Coreference task tests a model’s ability to resolve pronoun references within a visual

context, ensuring that MLLMs can accurately associate pronouns with their corresponding

entities in images. This task is challenging as it requires maintaining contextual relationships

between pronouns and their antecedents. Results show that models trained on captioning

datasets outperformed those trained on interleaved image-text datasets. The Idefics

model family, in particular, benefited substantially from CoT descriptions, which provide

explicit reasoning pathways to correctly link pronouns. However, increasing the number

of demonstration examples did not significantly improve overall performance with CoT

descriptions.

Foil-It! task evaluates a model’s understanding of objects by replacing the target object

with an irrelevant one to create a foil. This task requires models to accurately recognize

objects and detect subtle contextual inconsistencies. Zero-shot performance of models

trained on captioning data surpassed those trained on interleaved image-text datasets. Even

with few-shot ICL and CoT techniques, these models could not be outperformed.
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4. PROBING SEMANTIC UNDERSTANDING

CAPABILITIES OF VIDEO-LANGUAGE MODELS

4.1. Introduction

In this study, we introduce an approach to assessing pretrained VidLMs by proposing a

zero-shot evaluation test. VidLMs represent a significant advancement in the field, gaining

attention from researchers for their ability to integrate visual and temporal data from videos,

facilitating a deeper understanding of dynamic phenomena [88, 91, 92, 96, 102, 108–110,

180–186].

Building on prior research, we present a zero-shot evaluation test specifically designed to

gauge the language understanding capabilities of VidLMs. This test aims to address the

limitations of existing evaluation methodologies by focusing on tasks that require a robust

comprehension of both visual and linguistic elements within videos.

Video-Language Models offer several advantages over ILMs. Firstly, they provide a more

comprehensive understanding of context by analyzing both visual and textual information

simultaneously, leading to a richer representation of concepts and allowing for more

detailed interpretations. Secondly, VidLMs can capture temporal dependencies and dynamic

interactions within a scene, enabling them to infer complex relationships over time.

This temporal understanding enhances their ability to generate coherent and contextually

relevant responses. Additionally, VidLMs can facilitate tasks such as video summarization,

captioning, and content recommendation more effectively by leveraging both visual and

textual cues. Overall, integrating video content into language models enhances their

capabilities and enables more sophisticated applications across various domains.
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Proficiency Test: A shirtless man opens the window / door hurriedly.
Main Test: A shirtless man opens / smashes the window hurriedly.

Proficiency Test: The man in a navy blue coat drags the man in the green coat off the ledge / ground.
Main Test: The man in a navy blue coat drags / tosses the man in the green coat off the ledge.

Proficiency Test: A girl, wearing a yellow top, forcefully pushes her body / away.
Main Test: A girl, wearing a yellow top, forcefully pushes / covers her body.

Proficiency Test: A man, dressed in a black outfit, aims his gun at a man in a brown shirt / SUV.
Main Test: A man, dressed in a black outfit, aims / discharges his gun at a man in a brown shirt.

Proficiency Test: A man with a face mask breathes oxygen with difficulty / goggles.
Main Test: A man with a face mask breathes / measures oxygen with difficulty.

Figure 4.1 Examples of cases from the Situation Awareness (Action Replacement) test.

35



Proficiency Test: The man in a tan coat clasps the woman with blonde hair / locks outside.
Main Test: The man in a tan coat / woman with blonde hair clasps the woman with blonde hair /

man in a tan coat outside.

Proficiency Test: The woman in red looks upward at the man in a hat / wheelchair.
Main Test: The woman in red / man in a hat looks upward at the man in a hat / woman in red.

Proficiency Test: A gentleman dressed in a tan suit pulls a man in a green shirt by the arms / collar.
Main Test: A gentleman dressed in a tan suit / man in a green shirt pulls a man in a green shirt /

gentleman dressed in a tan suit by the arms.

Proficiency Test: The girl with the ponytail suddenly pushes the boy with glasses / her.
Main Test: The girl with the ponytail / The boy with glasses suddenly pushes the boy with glasses /

the girl with the ponytail.

Proficiency Test: A young man sitting in a car notices a person wearing a dinosaur costume near a
van / tree and a parked car.

Main Test: A young man sitting in a car / person wearing a dinosaur costume notices a person
wearing a dinosaur costume / young man sitting in a car near a van and a parked car.

Figure 4.2 Examples of cases from the Situation Awareness (Actor Swapping) test.
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To address this gap, our test introduces a task-independent evaluation framework focusing

on key visuo-linguistic phenomena, namely Situation Awareness (SA). This SA test is an

integral part of the ViLMA benchmark [187], which aims to comprehensively evaluate the

capabilities of pretrained VidLMs. Within ViLMA, SA plays a vital role in assessing the

models’ understanding of dynamic scenarios depicted in videos. By challenging VidLMs’

ability to perform Action Replacement and Actor Swapping, the SA test highlights the

importance of temporal comprehension and context awareness in these models’ performance

evaluation.

Action Replacement mirrors the concept of foils in the VALSE benchmark [1], wherein we

manipulate the actual action portrayed in the video while maintaining the contextual integrity

of the scene (see Figure 4.1). This allows us to gauge the VidLMs ’ ability to accurately

discern subtle alterations in depicted actions.

In contrast, Actor Swapping introduces a new dimension by focusing on scenes featuring

multiple actors. Here, we systematically swap actors within the captions, simulating

scenarios where different individuals engage in similar actions (see Figure 4.2). This

challenges VidLMs to not only recognize actions but also identify actors within the scene

accurately. Similar to our predecessors, we undertake both manual and automatic validation

processes to ensure the fidelity and integrity of our evaluation test. Foils are crafted by

modifying small segments of the captions, preserving the essence of the original context

while introducing controlled variations [154].

Our evaluation framework incorporates proficiency tests designed to assess fundamental

capabilities such as object detection within scenes, serving as precursors to the main

evaluation tasks. These preliminary assessments offer insights into the VidLMs’ foundational

understanding before delving into more complex challenges posed by SA.

Through rigorous testing on these components, we aim to comprehensively evaluate

VidLMs’ aptitude in understanding detailed visuo-linguistic phenomena, thereby advancing

the state-of-the-art in video-language comprehension research.
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4.2. Action&Actor Recognition

In this section, we delve into details about the methodologies in creating SA test. Section

4.2.1. provides an in-depth examination of the data sources utilized in our evaluation

framework, ensuring diversity and representability. In contrast, Section 4.2.2. describes our

foiling method, detailing how controlled alterations are introduced to maintain contextual

integrity. Section 4.2.3. states proficiency tests designed to assess fundamental capabilities

before proceeding to main evaluation tasks. Section 4.2.4. describes the Evaluation Metric

utilized in our model assessment, providing insights into the chosen metrics and their

relevance to evaluating VidLMs’ language understanding abilities. Following this, Section

4.2.5. details the selection of models tested against benchmarks, shedding light on the models

chosen for comparison and their respective pretrained objectives. Finally, in Section 4.2.6.,

we present the implementation specifics of the models. By incorporating these sections

into our comprehensive methodology, we ensure a thorough and systematic approach to

evaluating VidLMs’ language understanding capabilities.

4.2.1. Data Sources

For our SA subtests, we rely on the VidSitu dataset [15], a comprehensive repository of short

video clips extracted from movies. This dataset is annotated, providing detailed information

about various elements within each clip, including verbs, semantic roles, entity references,

and event relationships. To generate captions for these SA subtests, we enlist the assistance of

ChatGPT [188], an advanced language model developed by OpenAI. Our approach involves

presenting ChatGPT with straightforward sentences obtained from the VidSitu dataset and

instructing it to enhance their linguistic sophistication. Specifically, we task ChatGPT with

elevating the vocabulary and sentence structures to imbue the text with a more refined and

elegant tone while preserving the original meaning. The prompt fed to ChatGPT is given

below:
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“I want you to act as an English spelling corrector and improver. I will speak to you in

English and you will answer in the corrected and improved version of my text, in English.

I want you to replace my simplified A0-level words and sentences with more beautiful and

elegant, upper-level English words and sentences. Keep the meaning same, but make them

more literary. I want you to only reply with the corrections, the improvements, and nothing

else, do not write explanations. Your responses should be enumerated. Each sentence is

separated by a dot (.). My sentences are: ...”

Following this refinement process, we evaluate the readability of the improved captions using

two widely recognized metrics: the Flesch-Kincaid [189] and Flesch Reading Ease [190]

methods. The resulting scores, 4.54 and 83.27 respectively, indicate that the text is generally

at a grade 5-6 reading level, reflecting a balance between complexity and accessibility.

4.2.2. Foiling Method

We generate alternative options for each caption by selecting the top 32 most likely words

from RoBERTa-base2 outputs. These alternatives undergo a two-phase evaluation process

to determine their suitability. Initially, an ALBERT3 model assesses them using Natural

Language Inference (NLI) to gauge their alignment with the video content. Any options

2https://huggingface.co/roberta-base
3https://huggingface.co/ynie/albert-xxlarge-v2-snli_mnli_fever_anli_R1_

R2_R3-nli
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identified as entailment are discarded, while those labeled as neutral or contradiction are

retained. Subsequently, we evaluate their grammatical correctness using the GRUEN score,

discarding options with less than an 80% score. Alternatives must pass both NLI and

GRUEN evaluations, ensuring they are contextually appropriate and linguistically coherent.

At the final stage, we submit the remaining foils to Amazon Mechanical Turk for manual

validation. For the breakdown of foil distribution, refer to Figure 4.3.

4.2.3. Proficiency Tests

In our SA proficiency test, our primary focus lies in object identification, which is crucial

for evaluating the model’s ability to recognize actions and actors accurately. This emphasis

on object identification is critical because it forms the foundation for comprehending actions

within specific scenarios and pinpointing the individuals or entities involved, both of which

are fundamental components of situational understanding. Our methodology revolves

around foiling objects based on the transitivity of verbs: when a verb necessitates an

object, we replace it with a counterfactual generated by RoBERTa [191], allowing us to

gauge the model’s grasp of the object’s role in actions. Conversely, when a verb cannot

directly take an object, we mask the subject, ensuring a comprehensive evaluation of the

model’s ability to identify actors. Object identification, within this framework, facilitates

a holistic interpretation of scenes, aiding the model in grasping the broader context and

interrelationships among elements in dynamic scenarios, perfectly aligning with the goals

of the SA assessment.

4.2.4. Evaluation Metric

While pairwise ranking accuracy serves as our primary evaluation metric, it’s important to

consider its comparison with other metrics such as BLEU [111], ROUGE [113], or METEOR

[112]. In some models, perplexity has been utilized to gauge the coherence and fidelity of

generated text, whereas other models employ image-text similarity as a measure of semantic

alignment between visual and textual inputs. We chose pairwise ranking accuracy for its
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suitability in comparing models pretrained with different objectives. This approach enables

the comparison of all 16 VLMs, including those pretrained with Visual-to-Text Captioning

and Natural Language Generation objectives, with accr scores presented for main tests (T)

and corresponding proficiency tasks (P). A stricter combined score (P+T) is introduced,

ensuring a model’s success on the main test correlates with proficiency test performance.

4.2.5. Pretrained Models

Unimodal Models. We explore the performance of various decoder-only or encoder-decoder

language models, namely GPT-2 [8], OPT [9], T5 [11] and BART [10], on the benchmark.

Following a methodology akin to VALSE [1], we assess perplexity values for both captions

and foils, opting for the text input with the lower perplexity score. Additionally, in

our experimental setup involving GPT-24 with 124M parameters and OPT-6.7B5, we

utilize GPT-2 with 124M parameters and OPT-6.7B, respectively, aiming to examine their

performance under specific parameter configurations.

Image-Language Models. In our investigation, we explore the capabilities of two

leading Image-Language Models: CLIP [28] and BLIP-2 [163]. CLIP adopts a

dual-encoder architecture, incorporating a contrastive loss function to optimize the training

of image-caption pairs. Conversely, BLIP-2 represents a further development of BLIP [121],

capitalizing on frozen pretrained image encoders and large language models to advance

vision-language fusion. For these experiments involving CLIP and BLIP-2, we employed

their largest versions, CLIP6 and BLIP-27, respectively, along with OPT-6.7B, aiming

to evaluate their performance under specific parameter configurations and compare them

against other models.

Video-Language Models. Here we provide comprehensive information about the pretrained

video-language models listed in Table 4.1.

4https://huggingface.co/gpt2
5https://huggingface.co/facebook/opt-6.7b
6https://huggingface.co/openai/clip-vit-large-patch14
7https://huggingface.co/Salesforce/blip2-opt-6.7b
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ClipBERT [88] leverages the powerful BERT for text encoding and ResNet-50 [192]

for video encoding. An intriguing departure from conventional approaches, ClipBERT’s

pretraining solely relies on images [47, 193]. However, it diverges in its inability to grasp

temporal sequences; its video-text similarity computation is based on the average frame-text

similarity score.

UniVL [109] features a sophisticated two-stream encoder-decoder architecture. A pretrained

BERT handles textual inputs, while visual cues are processed through S3D and a transformer

encoder. Modalities are fused using a cross-encoder. UniVL’s unique pretraining on

HowTo100M involves a generative task, distinguishing it from many other VidLMs.

VideoCLIP [91] stands out by using BERT for text encoding and S3D [194] for video

encoding, both pretrained on HowTo100M. Like ClipBERT, it uses mean pooling to merge

modalities, enabling effective cross-modal understanding.

FiT [102] employs BERT for text encoding and TimeSFormer [106] for video representation.

Unlike many models, FiT is pretrained on both images (CC3M) and videos (W2), creating a

cohesive video-text space through contrastive learning. The authors also developed the W2

dataset, enhancing resources for video understanding research.

CLIP4Clip [96] leverages the extensive knowledge within the CLIP [28] model for

video-language retrieval. Through empirical studies, the authors explore whether image

features alone suffice for robust video-text retrieval, the impact of post-pretraining with CLIP

on extensive video-text datasets, methods for modeling temporal dependencies among video

frames, and the role of hyperparameters in video-text retrieval systems.

VIOLET [108] uses a dual-stream encoder-only architecture, with a BERT-based text

module and a Video Swin Transformer [195] for video frames. VIOLET models spatial and

temporal dimensions through positional embeddings. Its training spans diverse data sources,

including videos and images, with each module fine-tuned for optimal performance.

X-CLIP [180] tackles video-text retrieval with a multi-grained contrastive mechanism,

encoding textual and visual inputs into coarse-grained and fine-grained representations. Its
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Attention Over Similarity Matrix module allows selective focus on critical frames and words

while minimizing irrelevant elements during retrieval.

MCQ [181] introduces a pretraining paradigm centered on Multiple Choice Questions

(MCQ) for VLMs. Using a dual-encoder mechanism and BridgeFormer, it links local

features from VideoFormer [196] and TextFormer [197]. By optimizing multiple-choice

question answering through contrastive learning, MCQ enhances semantic associations

between video-text representations and maintains efficiency in retrieval tasks, with the

flexibility to remove the BridgeFormer module for downstream applications.

Singularity [110] demonstrates the effectiveness of single-frame training for VidLM tasks,

such as video question answering and text-to-video retrieval. It integrates a vision encoder

[196], a language encoder [6], and a multi-modal encoder with a cross-attention fusion

mechanism. Additionally, it introduces a benchmark to address the overemphasis on

temporal learning capabilities, highlighting a significant static appearance bias in current

video-and-language datasets.

UniPerceiver [182] focuses on pretraining a unified framework for general perception

tasks, emphasizing zero-shot and few-shot learning. It combines transformer capabilities

with neural perceptrons for learning across multiple modalities, including texts, audio, and

images. Through a common encoder-decoder structure, UniPerceiver leverages correlations

between modalities during pretraining, enabling comprehensive perception across diverse

data domains.

Merlot Reserve [92] advances video comprehension by integrating audio, subtitles, and video

frames. It uses a training method that substitutes text and audio bits with a MASK token,

selecting the appropriate masked-out segment. This strategy surpasses in various challenges,

including Visual Commonsense Reasoning [198], TVQA [199], and Kinetics-600 [200].

VindLU [183] enhances VidLMs pretraining with a methodical approach, using image

[201] and text encoders [6] trained on video and caption pairs through a visual-text

contrastive objective. The framework incrementally incorporates components, assessing
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their significance, resulting in six essential steps that contribute to effective VidLMs

pretraining.

InternVideo [184] addresses limitations in existing vision models, focusing on video-level

understanding tasks. By combining generative and discriminative self-supervised

learning, InternVideo enhances performance across diverse video applications, achieving

state-of-the-art results on various datasets [23, 202].

mPLUG-2 [185] unifies multiple modalities, including language, image, and video, similar

to UniPerceiver [182]. Through cross-modal transformer layers and a fusion module,

mPLUG-2 generates visually-aware textual features and textually-aware visual features,

adapted to generative tasks through a text decoder. During pretraining, it processes millions

of image-text and video-text pairs, enriching its understanding across diverse modalities.

Otter [74] specializes in multi-modal in-context instruction tuning, using the MIMIC-IT

[203] dataset to enhance its ability to process and respond to instructions across video and

multiple image inputs. After fine-tuning on MIMIC-IT with multimodal instruction-response

pairs, Otter shows improved instruction-following abilities compared to its precursor,

OpenFlamingo [78].

Video-LLaMA [186] is a conversational VidLM designed for following instructions. Built

on BLIP2 [163], it incorporates separate query-formers for video and audio, combined with a

language model through a frozen prefix. Video-LLaMA’s pretraining uses a subset of CC3M

and the WebVid2M dataset, followed by fine-tuning on the Video-Chat instructions dataset

[204], achieving state-of-the-art performance across various video tasks.

4.2.6. Implementation Details

We aim to use each model in its original form with official implementations, following a

zero-shot approach. Using Huggingface [205] implementations, we maintain consistency

across GPT-2, OPT, CLIP, BLIP2, and X-CLIP. Most VidLMs use a specific number of

frames (K) for video input, with some variations: X-CLIP, InternVideo, and Video-LLaMA
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use K = 8; ClipBERT uses K = 16; and others use K = 4. Merlot Reserve partitions videos

into segments with a 5-second interval, capturing the middle frame. For video-caption match

scores in ILMs, mean pooling is done over scores obtained using K = 8 frames. Experiments

are run on single Tesla T4, Quadro P4000, or V100 GPUs using half precision.

4.3. Experiments

In the following section, we delve into the performance analysis of three categories

of language models: Unimodal Models, Image-Language Models, and Video-Language

Models. We discuss their proficiency and main test scores, highlighting notable trends and

disparities in their performance.

Unimodal models exhibit an intriguing contrast between proficiency and main tests, showing

significant improvements in handling complex tasks. Moreover, we present our results in 4.1,

providing a comprehensive overview of the performance metrics across different models.

Additionally, to offer a visual representation of our findings, we include example figures

in Figure 4.1 (Action Replacement) and Figure 4.2 (Actor Swapping), illustrating specific

instances of task challenges and model responses.

ILMs demonstrate superiority over both unimodal models and VidLMs, with BLIP2

particularly standing out. VidLMs face challenges in detecting actors and actions within

scenes, although Video-LLaMA presents a promising exception. We explore these findings

in detail, shedding light on the capabilities and limitations of each model category in

visuo-linguistic comprehension tasks.

Unimodal Models. Unimodal models exhibit a notable disparity in performance between

proficiency and main tests. In proficiency tests, their scores are close to random, indicating

poor performance in tasks emphasizing object identification. This suggests a struggle in

grasping foundational elements crucial for situational awareness. However, in main tests,

their performance improves significantly, exhibiting higher scores. This suggests an ability to

handle the complexities of tasks like action replacement and actor swapping more effectively,
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Table 4.1 The results of the Situation Awareness subtests are evaluated using the pairwise accuracy
(accr) metric, with P, T, and P+T denoting the scores achieved on proficiency tests, main
tests only, and combined tests, respectively.

Model
Action Replacement Actor Swapping All

P T P+T P T P+T P T P+T

Random 50.00 34.42 17.21 50.00 50.00 25.00 50.00 37.96 18.98

GPT-2Ψ 43.03 67.47 31.68 49.76 63.77 31.88 44.57 66.63 31.72

OPTΨ 50.14 71.88 38.49 57.00 69.57 39.61 51.70 71.35 38.75

CLIPΨ 70.74 45.03 33.66 71.98 47.34 33.82 71.02 45.55 33.70

BLIP2Ψ 72.30 78.12 57.24 77.29 66.18 50.72 73.44 75.41 55.76
ClipBERTΦ 53.41 55.11 29.69 56.52 63.29 39.61 54.12 56.97 31.94

UniVLΦ 53.98 44.46 23.86 49.28 54.11 25.12 52.91 46.65 24.15

VideoCLIPΦ 62.78 37.36 22.59 57.97 50.72 32.85 61.69 40.40 24.92

FiTΦ 68.47 38.64 27.56 74.40 44.93 34.78 69.81 40.07 29.20

CLIP4ClipΦ 73.15 46.59 35.51 76.33 57.49 44.93 73.87 49.07 37.65

VIOLETΦ 69.32 41.19 29.69 73.43 55.56 42.03 70.25 44.46 32.49

X-CLIPΦ 64.91 43.32 30.68 58.94 50.24 32.37 63.56 44.90 31.06

MCQΦ 65.20 33.10 22.44 73.43 50.72 39.61 67.07 37.10 26.34

SingularityΦ 67.05 38.78 27.70 74.88 48.31 38.65 68.83 40.94 30.19

UniPerceiverΦ 52.13 29.12 14.35 49.28 86.47 44.44 51.48 42.15 21.19

Merlot ReserveΦ 68.89 30.97 21.16 76.33 51.69 39.61 70.58 35.68 25.36

VindLUΦ 69.46 39.63 29.40 74.40 48.31 37.68 70.58 41.60 31.28

InternVideoΦ 70.88 39.20 28.12 73.91 47.34 34.30 71.57 41.05 29.53

mPLUG-2Ψ 47.60 34.70 18.32 56.50 46.40 32.40 49.60 37.40 21.50

OtterΨ 58.10 39.63 23.86 59.42 62.32 34.78 58.76 50.98 29.32

Video-LLaMAΨ 77.56 67.61 53.55 80.19 64.73 55.56 78.15 66.96 54.01

Φ: Image-Text similarity used
Ψ: Perplexity used

highlighting their capacity to integrate visual and linguistic information in understanding

dynamic scenarios.

Image-Language Models. ILMs emerge as superior performers compared to both unimodal

models and VidLMs. Particularly, BLIP2 [163] stands out with exceptional performance
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across both proficiency and main tests. The proficiency tests reveal that ILMs surpass in

foundational tasks like object identification, surpassing the performance of unimodal models.

Moreover, their robust performance extends to main tests, where they continue to outperform

other models. Notably, while most VidLMs exhibit a decrease in scores from proficiency to

main tests, BLIP2 demonstrates an opposite trend with higher scores in main tests. This

suggests that BLIP2 maintains its effectiveness in handling the complexities of real-world

scenarios, presenting its capability to integrate visual and linguistic information efficiently.

Video-Language Models. VidLMs generally exhibit poor performance compared to

random chance, suggesting significant challenges in detecting actors and actions within

scenes. Despite the advanced architecture and training methodologies of VidLMs, their

proficiency in foundational tasks like object identification remains lacking. However,

Video-LLaMA, leveraging a foundation from BLIP, emerges as an exception with the

highest score among VidLMs. This success indicates the effectiveness of BLIP2’s

performance and highlights the potential benefits of leveraging strong foundations in model

development. Nevertheless, the overall performance of VidLMs indicates considerable room

for improvement in comprehending and interpreting dynamic scenarios depicted in videos.

Further advancements in model architectures and training strategies are necessary to enhance

their capabilities in visuo-linguistic understanding tasks.
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5. CONCLUSION

This thesis has delved into the comparative analysis of Video-Language Models and

Multimodal Large Language Models, focusing on their ability to bridge the semantic gap

between visual content and natural language. Through empirical evaluation, this research has

highlighted the strengths and limitations of these models in comprehending and articulating

visual inputs. This thesis has contributed to a deeper understanding of the models’

performance in real-world applications by examining the advancements in deep learning and

multimodal architectures.

The primary contributions of this thesis are multifaceted. First, we investigate the zero-shot

and few-shot capabilities of MLLMs trained on interleaved image-text datasets versus

captioning datasets. We find that instruction tuning and In-Context Learning significantly

improve models’ ability to follow user instructions, particularly enhancing performance

when demonstration examples are similar to the query image-text pairs. Using more similar

demonstration examples consistently enhances MLLM performance compared to random

examples, fostering better contextual understanding and improving task-specific outcomes.

Additionally, while Chain-of-Thought reasoning aids in complex reasoning tasks like

counting and coreference, it sometimes detracts from models’ adherence to expected answer

templates, particularly in lower-capacity variants. Interestingly, lower-capacity models

trained on interleaved image-text datasets can achieve comparable or better performance than

larger models trained on captioning datasets when augmented with ICL and CoT. Finally,

models show a preference for demonstration examples that are textually similar to the query,

suggesting that textual coherence plays a crucial role in enhancing model performance across

different settings. These findings highlight the efficacy of ICL and CoT in improving MLLM

performance across various tasks and dataset configurations.

Secondly, the development of a zero-shot foiling benchmark for VidLMs has been a pivotal

contribution. This benchmark is specifically designed to assess the models’ ability to

recognize actions and actors within a scene. It includes a proficiency test alongside the main
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test, providing a range of difficulty levels for evaluation. Experiments revealed that current

VidLMs fail to adequately identify actions and actors, with their performance only slightly

better than random chance. This finding indicates the models’ significant shortcomings in

temporal reasoning and action recognition.

In outlining the future directions of this study, we propose optimizing the identified strategies

and exploring additional methods to bolster model robustness and reasoning capabilities in

MLLMs. Enhancing sophisticated reasoning mechanisms promises to render these models

more versatile across diverse tasks and environments. A crucial focus will be on analyzing

the performance nuances of models trained on interleaved image-text datasets under various

pretraining strategies. Moreover, investigating why models exhibit a preference for textual

over visual similarity in examples presents an intriguing avenue for exploration, potentially

refining model training strategies accordingly. Addressing challenges with chain-of-thought

reasoning through the integration of fine-grained reasoning data also stands out as a critical

area for improvement. These efforts aim to push the boundaries of multimodal learning,

fostering advancements that could broaden the applicability and effectiveness of MLLMs

across different domains.

Furthermore, the insufficient performance of cutting-edge VidLMs on benchmarks

demanding temporal reasoning should encourage researchers to build more advanced

techniques. Developing video-language modeling algorithms to succeed at spatio-temporal

tasks is critical for future advancement in this discipline.

In conclusion, this thesis has shed light on critical aspects of VidLMs and MLLMs

performance, offering valuable insights and identifying areas for future enhancement. The

findings highlight the importance of continued innovation in multimodal architectures to

achieve more robust and contextually aware language models capable of effectively bridging

the gap between visual content and natural language.
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[151] Ekin Akyürek, Dale Schuurmans, Jacob Andreas, Tengyu Ma, and Denny

Zhou. What learning algorithm is in-context learning? investigations with linear

models. arXiv preprint arXiv:2211.15661, 2022.

[152] Zhiliang Peng, Wenhui Wang, Li Dong, Yaru Hao, Shaohan Huang, Shuming

Ma, and Furu Wei. Kosmos-2: Grounding multimodal large language models to

the world. arXiv preprint arXiv:2306.14824, 2023.

[153] Yaru Hao, Haoyu Song, Li Dong, Shaohan Huang, Zewen Chi, Wenhui Wang,

Shuming Ma, and Furu Wei. Language models are general-purpose interfaces.

arXiv preprint arXiv:2206.06336, 2022.

[154] Ravi Shekhar, Sandro Pezzelle, Yauhen Klimovich, Aurélie Herbelot, Moin
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6. APPENDIX

In this section, we present example model responses from our MLLM evaluation. Figures

6.1 to 6.7 illustrate the evaluation process of few-shot ICL. Here, demonstration examples

are chosen based on their similarity to the query and are provided along with their ground

truth answers before presenting the actual query image-text pair to the model. Similarly,

Figures 6.8 to 6.14 demonstrate the evaluation of CoT reasoning combined with ICL. In this

setup, CoT descriptions accompany the demonstration examples, offering detailed reasoning

chains that guide the model in making inferences for the query image-text pair.
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Does the following sentence describe the image? 
There are people surfing.
Answer: Yes

Does the following sentence describe the image? 
There is no woman. 
Answer: No

OpenFlamingo-3B: Answer: Yes Does the 
following sentence

OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Does the following sentence describe the image? 
There is a surfer.

Does the following sentence describe the image? 
There are no propellers on the plane.
Answer: No

Does the following sentence describe the image? 
There are no tires on the car.
Answer: No

Does the following sentence describe the image? 
There are no wheels visible on the plane.

OpenFlamingo-3B: Answer: No
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: No
Idefics-9B: Answer: No
Idefics-9B I: Answer: No
Idefics2-8B: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: No

Figure 6.1 Example model predictions on instances from the Existence task, using demonstrations
selected based on both visual and textual similarity (setting S).

79



Does the following sentence describe the image?
Some people race their horses down a beach.
Answer: Yes

Does the following sentence describe the image?
The child sits on a number of horses in the
pasture.
Answer: No

OpenFlamingo-3B: Answer: No Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Does the following sentence describe the image?
Exactly one horse stands on rocks near a river.

Does the following sentence describe the
image? A number of little girls are intently
playing the video game. Answer: No

Does the following sentence describe the
image? The woman is handing a single package
to another person. Answer: Yes

Does the following sentence describe the
image? Exactly one woman in uniform is talking
on a cell phone.

OpenFlamingo-3B: Answer: Yes
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes

Idefics2-8B: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Figure 6.2 Example model predictions on instances from the Plurality task, using demonstrations
selected based on both visual and textual similarity (setting S).
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Does the following sentence 
describe the image? There are 
exactly 8 vehicles on the street.
Answer: Yes

Does the following sentence 
describe the image? There are 
exactly 11 cars parked. 
Answer: No

OpenFlamingo-3B: Answer: No Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No

Idefics-9B I: Answer: No
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: No

Does the following sentence describe the image? 
There are exactly 4 cars parked.

Does the following sentence describe the 
image? There are exactly 3 lights above the 
mirror.
Answer: No

Does the following sentence describe the image? 
There are exactly 6 chairs.
Answer: Yes

Does the following sentence describe the image? 
There are exactly 6 lamps.

OpenFlamingo-3B: Answer: Yes Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes

Idefics-9B I: Answer: No
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: No

Figure 6.3 Example model predictions on instances from the Counting task, using demonstrations
selected based on both visual and textual similarity (setting S).
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Does the following sentence describe the image? 
Two small clocks sit behind a glass window.
Answer: Yes

Does the following sentence describe the image? 
A woman walking into a shop filled with 
merchandise. 
Answer: No

OpenFlamingo-3B: Answer: Yes Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: No
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: No

Does the following sentence describe the image? 
There are many vases on display outside the 
building.

Does the following sentence describe the image? 
A computer mouse is beside a notebook computer.
Answer: Yes

Does the following sentence describe the image? 
The laptop was left open under the desk.
Answer: No

Does the following sentence describe the 
image? A computer is lit down on the checkout 
counter.

OpenFlamingo-3B: Answer: No Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: No
Idefics2-8B: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: No

Figure 6.4 Example model predictions on instances from the Spatial Relations task, using
demonstrations selected based on both visual and textual similarity (setting S).
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Does the following sentence describe the image? 
A man burns his rubbish.
Answer: Yes

Does the following sentence describe the image? 
A man leaps to the ground.
Answer: No

OpenFlamingo-3B: Answer: No
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: No
Idefics-9B: Answer: No
Idefics-9B I: Answer: No

Idefics2-8B: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No the man is walking
MMICL-12.1B: No

Does the following sentence describe the image? 
A man ducks the cruiser.

Does the following sentence describe the image? 
A woman gardens a man.
Answer: No

Does the following sentence describe the image? 
A man interrogates a man.
Answer: Yes

Does the following sentence describe the image? 
A man confronts a man.

OpenFlamingo-3B: Answer: Yes
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: No

Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Figure 6.5 Example model predictions on instances from the Actions task, using demonstrations
selected based on both visual and textual similarity (setting S).
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Does the following sentence describe the image? 
A computer monitor expressing disappointment on 
the screen with mouse. Is it laptop? Yes.
Answer: No

Does the following sentence describe the image? 
The computer is on a wooden computer desk. Is 
it a laptop? Yes. 
Answer: No

OpenFlamingo-3B: Answer: Yes Does the 
following
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Does the following sentence describe the image? 
A computer on a very small table in an office. 
This computer is a laptop? Yes.

Does the following sentence describe the 
image? An image of a person slicing pizza with 
a knife. Is it pepperoni pizza? No.
Answer: Yes

Does the following sentence describe the image? 
A open box of pizza placed on a kitchen 
counter. Is this a whole pizza? Yes.
Answer: Yes

Does the following sentence describe the image? 
A couple sitting at a table having pizza and 
beverages. Are they outside? No.

OpenFlamingo-3B: Answer: Yes
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes

OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Figure 6.6 Example model predictions on instances from the Coreference task, using demonstrations
selected based on both visual and textual similarity (setting S).
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Does the following sentence describe the image? 
A large commercial airplane parked on the 
runway.
Answer: Yes

Does the following sentence describe the image? 
An airplane that is sitting in the water. 
Answer: No

OpenFlamingo-3B: Answer: Yes 
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes

OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: Yes
Idefics2-8B: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Does the following sentence describe the image? 
A single prop red and white car with four 
wings.

Does the following sentence describe the image? 
There is a mp3 player that is next to a cell 
keyboard.
Answer: No

Does the following sentence describe the image? 
A cluttered desk with a black chair next to it.
Answer: Yes

Does the following sentence describe the image? 
A cell phone in a holder attached to a desk.

OpenFlamingo-3B: Answer: Yes Does the following 
sentence
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Figure 6.7 Example model predictions on instances from the Foil-It! task, using demonstrations
selected based on both visual and textual similarity (setting S).
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Does the following sentence describe the image? There are servings on the plate. 
Answer: The image shows a plate with what appears to be flatbread or pizza topped with various ingredients, including what looks
like greens, possibly arugula. The sentence "There are servings on the plate" is a bit ambiguous, but it seems to suggest that there 
are portions of food on the plate. Based on the image, it is clear that there are portions of food, which could be considered 
servings. Therefore, the sentence is true for the image. Final Answer: Yes

Does the following sentence describe the image? There are pieces of food on the plate.
Answer: The image shows a young girl sitting at a table with a plate in front of her. On the plate, there are several pieces of what 
appear to be rolled-up food items, possibly burritos or similar dishes. The girl is looking at the plate with a thoughtful or 
contemplative expression. Given the content of the image, the sentence "There are pieces of food on the plate" is true. The plate 
contains multiple pieces of food, which are clearly visible and identifiable as food items. Final Answer: Yes

Does the following sentence describe the image? There are plates shown.

OpenFlamingo-3B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appears to be flatbread or pizza topped with various ingredients, including what looks like greens, possibly arugula or 
spinach, and possibly some vegetables like broccoli and red peppers.

OpenFlamingo-3B I: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes. The woman is looking at the plate with a thoughtful or 
contemplative expression.

OpenFlamingo-4B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes.

OpenFlamingo-4B I: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes. The woman is looking at the plate with a thoughtful or 
contemplative expression.

Idefics-9B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there is a cake or other dessert 
item, as well as a cup of tea. The sentence "There are plates shown" is a bit ambiguous, but it seems to suggest that there are 
plates visible in the image. Based on the image, it is clear that there are plates, which could be considered shown. Therefore, the 
sentence is true for the image. Final Answer: Yes

Idefics-9B I: Yes, there are plates in the image. The woman in the picture is holding a plate with a cake on it, and there are other 
plates on the table, including a white plate with a cake on it, a green plate with a cake on it, and a red plate with a cake on it. 
The sentence "There are plates shown" is true, as there are multiple plates visible in the image. Final Answer: Yes

Idefics2-8B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are two slices of cake, a 
cup of tea, and a small bowl. The cake slices are clearly visible and identifiable as food items. Given the content of the image, 
the sentence "There are plates shown" is true. The image contains a plate with food items on it, including cake, tea, and a small 
bowl. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a round loaf of bread with raisins and other ingredients mixed in. There are no people visible, but 
there is an empty plate next to the cake that suggests it might have been eaten or served recently by someone who isn't pictured
here (the person taking this photo). The sentence "There arent any pictures" could be interpreted as false for some contexts because 
we can see what appears like food on top/underneath something else; however since nothing specific about those items being consumed 
has yet appeared within our viewfinder then I would say they don

Qwen-VL-Chat-9.6B: Yes, there are two plates shown in the image. One is placed on the left side of the table and the other one is 
placed on the right side of the table. Both the plates contain food items. Final Answer: Yes

MMICL-12.1B: The image shows a man standing in front of a table with several plates of food. Therefore, the sentence "There are 
plates shown" is true. Final Answer: Yes

Figure 6.8 Example model predictions on instances from the Existence task, where demonstrations
are chosen based on both visual and textual similarity, and Chain-of-Thought (CoT)
reasoning is integrated (setting S+C).
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Does the following sentence describe the image? There is a single skateboarder doing tricks on the street. 
Answer: The image shows two skateboarders. One skateboarder is in the air, performing a trick, while the other skateboarder is on
the ground, holding a skateboard. The skateboarder in the air is the one doing the trick, and the other skateboarder is not
performing any tricks at the moment. Therefore, the sentence "There is a single skateboarder doing tricks on the street" is false.
Final Answer: No

Does the following sentence describe the image? A young man riding a single skateboard with red wheels.
Answer: The image shows a young man standing on a skateboard with red wheels. He is not actively riding the skateboard, but rather
standing still. The skateboard is positioned on the ground, and the young man appears to be looking at something or someone to his
left. The wheels are indeed red, and there is no indication of multiple skateboards in the image. Final Answer: Yes

Does the following sentence describe the image? A skateboarder is turning his board at the top of exactly one ramp.

OpenFlamingo-3B: The image shows a skateboarder performing a trick at the top of a ramp. The skateboard is positioned on a surface, 
and the person's other foot is not visible in the frame. The skateboard has red wheels and appears to be in a state of use, as 
indicated by the wear and tear on the deck.

OpenFlamingo-3B I: The image shows a skateboarder turning his board at the top of a ramp. The ramp appears to be a concrete ramp, and 
there are no other skateboards visible in the image. The sentence "A skateboarder is turning his board at the top of exactly one
ramp" is false. Final Answer: No 

OpenFlamingo-4B: The image shows a skateboarder performing a trick on a ramp. The skateboard is positioned on the ground, and the 
skateboarder appears to be turning his board at the top of the ramp. There is no indication of multiple skateboards in the image, so 
the statement "A skateboarder is turning his board at the top of exactly one ramp" is false. Final Answer: No

OpenFlamingo-4B I: The image shows a skateboarder performing a trick on a ramp. The skateboarder is in mid-air, and he is turning his 
skateboard at the top of the ramp. There are no other skateboarders visible in the image, so the statement "A skateboarder is
turning his board at the top of exactly one ramp" is not accurate for this particular image

Idefics-9B: The image shows a skateboarder performing a trick at the top of a ramp. The skateboarder is in mid-air, and the skateboard 
appears to be in a state of use, as indicated by the wear and tear on the deck. The sentence "A skateboarder is turning his board at 
the top of exactly one ramp" is true for the image. The skateboarder is in mid-air, and the skateboard appears to be in a state of 
use, as indicated by the wear and tear on the deck. The skateboarder is turning the board at the top of a ramp, and there is only 
one ramp visible in the image. Final Answer: Yes

Idefics-9B I: The image shows a skateboarder performing a trick at the top of a ramp. The skateboarder is in mid-air, and the 
skateboard is positioned at an angle, indicating that the skateboarder is in the middle of a turn. The ramp is clearly visible in 
the image, and there is no indication of multiple ramps or skateboarders. Final Answer: Yes

Idefics2-8B: The image shows a skateboarder performing a trick on a ramp. The skateboarder is turning the board at the top of the 
ramp, and there is no indication of multiple ramps or skateboards in the image. Therefore, the sentence is true for this image. 
Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a skateboarder in the middle of performing an action on his board. He is not turning it at all, but 
rather appears to be balancing or preparing for another trick while standing upright with one foot forward and holding onto both
sides simultaneously (as indicated by "at least two hands"). The ramp he stands upon has graffiti written across its surface;
however this detail does nothing towards determining whether there are multiple ramps present as suggested within Sentence 2's 
statement that only 'exactly ONE RAMP'. Final answer = No

Qwen-VL-Chat-9.6B: The image shows a skateboarder performing a trick on a ramp. The skateboarder is at the top of the ramp, and the 
ramp is visible in the image. The skateboarder is not turning the board, but rather performing a trick. Therefore, the sentence "A 
skateboarder is turning his board at the top of exactly one ramp" is false. Final Answer: No. There is no turning of the board in 
the image. The skateboarder is performing a trick on the ramp.

MMICL-12.1B: The image shows a skateboarder turning his board at the top of a ramp. The skateboarder is positioned in the middle of 
the

Figure 6.9 Example model predictions on instances from the Plurality task, where demonstrations
are chosen based on both visual and textual similarity, and Chain-of-Thought (CoT)
reasoning is integrated (setting S+C).
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Does the following sentence describe the image? There are exactly 4 buildings.
Answer: The image shows a scene with several buildings. There are at least four buildings visible in the image: 1. The tall building 
with a clock tower on the left. 2. The red brick building to the right of the clock tower. 3. The building with the "BAHNHOF 
POTSDAM" sign in the center. 4. The building with the red brick facade to the right of the sign. There may be more buildings out of 
the frame, but based on what is visible in the image, there are at least four buildings. Final Answer: Yes

Does the following sentence describe the image? There are exactly 5 vehicles on the road.
Answer: To analyze the image and the sentence, let's count the vehicles on the road: 1. There is a yellow car in the foreground. 2. 
There is a black car behind the yellow car. 3. There is a white car behind the black car. 4. There is a bus behind the white car. 5. 
There is a truck behind the bus. So, there are indeed five vehicles on the road. Final Answer: Yes

Does the following sentence describe the image? There are exactly 0 cars parked.

OpenFlamingo-3B: To analyze the image and the sentence, let's count the number of cars in the image:\n\n1. There is a white car 
parked on the left side of the image. 2. There is a red car parked on the right side of the image. 3. There is a black car parked on 
the left side of the image. 4. There is a white car parked on the right side of the image. 5. There is a red car parked on the left 
side of the image… 

OpenFlamingo-3B I: To analyze the image and the sentence, let's count the number of parked cars:

OpenFlamingo-4B: To determine if the sentence is true or false, let's count the number of cars in the image: 1. There is a white car 
on the left side of the image. 2. There is a white car in the center of the image. 3. There is a white car on the right side of the 
image… 

OpenFlamingo-4B I: To determine if the sentence is true or false, let's count the number of cars in the image: 1. There is a white car 
on the left side of the image. 2. A red car is visible in the middle of the image. 3. A green car is on the right side of the image. 
4. There is a white car in the center of the image. 5. A red car is on the left side of the image. 6. A white car is on the right 
side of the image. 7. A red car is on the right side of the image… 

Idefics-9B: To analyze the image and the sentence, let's count the cars parked: 1. There is a car parked on the left side of the 
image. 2. There is a car parked on the right side of the image. 3. There is a car parked in the distance on the right side of the 
image. 4. There is a car parked in the distance on the left side of the image. 5. There is a car parked in the distance on the right 
side of the image. 6. There is a car parked in the distance on the left side of the image…

Idefics-9B I: To analyze, let's count the number of cars parked on the street: 1. There are two cars parked on the street. 2. The cars 
are parked in a line, and I can clearly see the number plates on some of them. 3. I will count the visible cars from the left side 
of the image to the right. Based on the image, there are indeed two cars parked on the street. Therefore, the sentence "There are 
exactly 0 cars parked" is false. Final Answer: No

Idefics2-8B: To analyze the image and the sentence, let's count the visible cars: 1. There is a white car on the left side of the 
image. 2. There is a white car on the right side of the image. 3. There is a red car on the left side of the image. 4. There is a 
red car on the right side of the image. 5. There is a white car on the left side of the image. 6. There is a white car on the right 
side of the image. Based on the image, there are indeed five cars visible. Final Answer: No

xGen-MM-4.6B-7B: To determine if the sentence is true or false, let's count how many cars are parked in this image. 1) There appears 
to be a car on each side of where these two people stand (one red and one white). 2.) The street has no visible traffic lights so we 
can assume that there arent any other vehicles driving down it at present time; however they may have been stopped before entering 
our viewpoint area which would make them invisible from here but still technically considered cparking because their wheels were 
touchin

Qwen-VL-Chat-9.6B: To analyze the image and the sentence, let's count the number of cars parked: 1. There is a white car parked on 
the left side of the image. 2. There is a white car parked on the right side of the image. 3. There is a white car parked behind the 
white car on the right. 4. There is a white car parked behind the white car on the right. 5. There is a white car parked behind the 
white car on the right. 6. There is a white car parked behind the white car on the right. 7. There is a white car parked behind the 
white car on the right. Adding up the cars, there are more than 7 cars parked. Final Answer: No. There are exactly 0 cars parked.

MMICL-12.1B: To determine if the sentence is true or false, let's count the number of cars in the image: 1. There are no cars 
visible in the

Figure 6.10 Example model predictions on instances from the Counting task, where demonstrations
are chosen based on both visual and textual similarity, and Chain-of-Thought (CoT)
reasoning is integrated (setting S+C).
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Does the following sentence describe the image? A cow stands on a sidewalk in a building. 

Answer: The image shows a cow standing on a sidewalk next to a building with a blue door. The cow is not inside the building; it is 
outside, on the sidewalk. Therefore, the sentence "A cow stands on a sidewalk in a building" is false. Final Answer: No

Does the following sentence describe the image? A man dressed up as a clown is holding a cellphone to his ear.

Answer: The image shows a person dressed in a clown costume, which includes a colorful jacket, a hat, and face paint. The clown is 
holding a cellphone to their ear. The person is standing next to a vehicle with a sign that reads "CALIFORNIA" on it. Based on the 
content of the image, the sentence "A man dressed up as a clown is holding a cellphone to his ear" is true. The clown is indeed 
holding a cellphone to their ear, as depicted in the image. Final Answer: Yes

Does the following sentence describe the image? A lady walks down the street with bananas on her head.

OpenFlamingo-3B: The image shows a woman walking down the street with a large bunch of bananas on her head. The woman is wearing a 
straw hat, and the bananas are on her head. The woman is walking down the street with a large bunch of bananas on her head…

OpenFlamingo-3B I: The image shows a woman walking down the street with bananas on her head. The woman is wearing a hat, and the 
bananas are on her head. The woman is on the left side of the image, and she is indeed wearing a hat. The woman is on the right side 
of the image. Based on the content of the image, the sentence "A lady walks down the street with bananas on her head" is true. Final 
Answer: Yes

OpenFlamingo-4B: The image shows a woman walking down the street with a large bunch of bananas on her head. The woman is walking in 
the same direction as the street, but she is walking on the sidewalk, which is separate from the road where the street is. The woman 
is not carrying the bananas on her head in the sense that she is not overtaking them; they are simply moving in parallel

OpenFlamingo-4B I: The image shows a lady walking down the street with bananas on her head. The bananas are not attached to the lady's 
head, and they are not attached to each other either. The bananas are not attached to the lady's head, and they are not attached to 
each other either

Idefics-9B: The image shows a woman walking down the street with bananas on her head. She is wearing a hat, and the bananas appear to 
be wrapped in a cloth. She is also carrying a bag, which suggests she might be out for errands or returning from work. Based on the 
content of the image, the sentence "A lady walks down the street with bananas on her head" is true. The woman is indeed walking down 
the street with bananas on her head, as depicted in the image. Final Answer: Yes

Idefics-9B I: The image shows a woman walking down the street with bananas on her head. She is wearing a hat made out of banana leaves, 
and the bananas are resting on top of the hat. The woman is also wearing a pink shirt, and there are other people visible in the
background. Final Answer: Yes

Idefics2-8B: The image shows a woman carrying bananas on her head. She is walking down a street, and the bananas are visible on her 
head. The woman is wearing a hat, and the bananas are piled on top of her head. The sentence provided states, "A lady walks down the 
street with bananas on her head. " This sentence is accurate for the image. Final Answer: Yes.

xGen-MM-4.6B-7B: The image shows a woman walking down the street with bananas on her head. The lady is wearing glasses and has long 
black hair, which she ties up in pigtails to keep it out of their way while carrying them…

Qwen-VL-Chat-9.6B: The image shows a woman walking down the street with a basket of bananas on her head. The woman is indeed wearing 
a hat, and the bananas are not in a bag. The woman is walking down the street, and the bananas are on her head, not in a bag. Final 
Answer: Yes

MMICL-12.1B: The lady is walking down the street with bananas on her head. This is an unusual and creative way to transport 
bananas. Final Answer: Yes

Figure 6.11 Example model predictions on instances from the Spatial Relations task, where
demonstrations are chosen based on both visual and textual similarity, and
Chain-of-Thought (CoT) reasoning is integrated (setting S+C).
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Does the following sentence describe the image? A man stumbles for a cellular telephone.

Answer: The image shows a man holding a cellular phone in his hand. He appears to be looking at the phone, possibly checking it or
using it. There is no indication in the image that the man is stumbling or struggling to find the phone. The phone is clearly
visible in his hand, and he seems to be in control of it. Final Answer: No

Does the following sentence describe the image? A man instructs a colleague.

Answer: The image shows two individuals in a setting that appears to be a workshop or factory, with one person pointing at a machine 
or control panel while the other looks on. The person pointing seems to be explaining or showing something to the other person. 
Based on this visual context, the sentence "A man instructs a colleague" is consistent with the scene depicted in the image. Final 
Answer: Yes

Does the following sentence describe the image? A man lifts his torso.

OpenFlamingo-3B: The image shows a person lifting a barbell. The person's torso is visible, and the barbell appears to be resting on 
the person's chest, which is consistent with the action described in the sentence.

OpenFlamingo-3B I: The image shows a man lifting his torso. The man's torso is bent at the waist, which is consistent with the action 
described in the sentence

OpenFlamingo-4B: The image shows a person lifting a barbell with their torso. The barbell appears to be resting on the ground, and 
the person appears to be lifting the barbell with their torso. Based on the content of the image, it is plausible that the person is 
lifting the barbell with their torso. However, without additional context or information, it is not possible to definitively confirm 
that the person is lifting the barbell with their torso.

OpenFlamingo-4B I: The image shows a person lifting a barbell with their torso. The barbell appears to be resting on the person's 
chest, and the person's head is turned slightly to the side. The person appears to be engaged in lifting the barbell, which is 
consistent with the sentence.

Idefics-9B: Answer:The image shows a man lifting a weighted barbell over his head. The barbell is resting on the man's shoulders, and 
the man's torso is bent at the waist. Now, let's analyze the sentence: "A man lifts his torso". The image depicts a person lifting a 
weighted barbell over their head, which is consistent with the action described in the sentence. Final Answer: Yes

Idefics-9B I: The image shows a man lifting a weighted barbell off the ground while standing on a field. The man's torso is lifted off 
the ground as he performs the lift. Now, let's analyze the sentence: "A man lifts his torso". The image depicts a man lifting his 
torso, which is consistent with the action described in the sentence. Final Answer: Yes

Idefics2-8B: The image shows a man lifting a barbell with two large tires attached to it. The man is wearing a shirt that says 
"Science" on it, and he is lifting his torso to lift the weight. Based on the content of the image, it is plausible that the man is 
lifting his torso to lift the weight. However, without additional context or information, it is not possible to definitively confirm 
that the man is lifting his torso. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a person lifting weights, with their torso and arms prominently displayed. The individual is 
wearing athletic clothing suitable for weightlifting or…

Qwen-VL-Chat-9.6B: The image shows a man lifting a barbell off the ground. The man is standing and holding the bar with both hands, 
while his torso is upright. The focus of the image is on the man and the barbell, so it is not accurate to say that the man is 
"lifting his torso." Instead, he is engaged in the activity of lifting the barbell. Final Answer: No A man lifts his torso. Answer: 
The image shows a man lifting a barbell off the ground. The man is standing and holding the bar with both hands, while his torso is 
upright. The focus of the image is on the man and the barbell, so it is not accurate to say that the man is "lifting his torso."
Instead, he is engaged in the activity of lifting the barbell.

MMICL-12.1B: The image shows a man lifting his torso while standing on a bench. The man is bending his knees and extending his

Figure 6.12 Example model predictions on instances from the Actions task, where demonstrations
are chosen based on both visual and textual similarity, and Chain-of-Thought (CoT)
reasoning is integrated (setting S+C).
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Does the following sentence describe the image? There is a woman taking a bite out of some bread. Is she wearing glasses? Yes
Answer: The image shows a woman taking a bite out of what appears to be a piece of bread or pastry. However, the sentence provided 
states that she is wearing glasses, which is not true based on the image. The woman in the image is not wearing glasses. Final 
Answer: No

Does the following sentence describe the image? A woman sits on the grass with dogs all around. Is the woman in her backyard? Yes
Answer: The image shows a woman sitting on the grass with several dogs around her. She is not in her backyard, as there are no 
indications of a residential setting or personal property in the background. The woman is in a park or a similar public space, as 
evidenced by the open grassy area and the presence of other people and dogs in the background. Final Answer: No

Does the following sentence describe the image? Woman in purple shirt examines her cellphone in the open field. Is it big field? Yes

OpenFlamingo-3B: The image shows a woman in a purple shirt examining her cellphone in an open field. The woman is standing on a hill 
with a cityscape in the background. The sky is blue, and the clouds are visible in the sky. The woman is holding a cellphone in her 
hand, which is visible in the image. The sky is blue, and the clouds are visible in the sky. Therefore, the sentence "is it big 
field? yes" is true. Final Answer: Yes.

OpenFlamingo-3B I: The image shows a woman in a purple shirt examining her cell phone in the open field. The woman is standing on a 
grassy hill, and there is a blue sky in the background. The field is large, as indicated by the open space and the presence of trees 
in the background. The woman is holding a cell phone in her right hand, and she appears to be looking at the screen of the phone. 

OpenFlamingo-4B: The sentence provided is: "A woman in a purple shirt examines her cell phone in the open field. is it sunny? yes. 
Answer:The image shows a woman in a purple shirt examining her cell phone in the open field. The woman is standing on a grassy hill, 
and there is a blue sky in the background. The field is large, as indicated by the open space and the presence of trees in the 
background. The woman is holding a cell phone in her right hand, and she appears to be looking at the screen of the phone. The 
sentence provided is: "A woman in a purple shirt examines her cell phone in the open field. is it sunny? yes." Based on the image, 
the first part of the sentence is true, as there is a blue sky in the background. The second part of the sentence is also true, as 
the woman is holding a cell phone in her right hand, and she appears to be looking at the screen of the phone. Final Answer: Yes

OpenFlamingo-4B I: The image shows a woman in a purple shirt standing in the open field, looking at her cellphone. The field appears 
to be large, as indicated by the presence of trees and mountains in the background. The woman appears to be standing in the middle 
of the field, and there is a clear sky in the background. The image is clear and well-lit, indicating that it was taken during the 
day

Idefics-9B: The image shows a woman in a purple shirt examining her cellphone in an open field. The woman appears to be standing on a 
grassy hill, and there are other people and objects in the background. The woman is wearing sunglasses, which suggests it might be 
sunny. The presence of a car and a clear sky further supports the daytime setting. The sentence provided is: "Woman in purple shirt 
examines her cellphone in the open field. is it big field? yes". Based on the image, the first part of the sentence is true, as the 
woman is examining her cellphone in an open field. The second part of the sentence is also true, as the field appears to be large. 
Final Answer: Yes

Idefics-9B I: The image shows a woman in a purple shirt examining her cellphone in an open field. The field appears to be quite large 
and spacious, with mountains visible in the background. The woman seems to be enjoying her time outdoors while using her phone. The 
sentence provided is: "Woman in purple shirt examines her cellphone in the open field. is it big field? yes". Based on the image, 
the first part of the sentence is true, as the woman is examining her cellphone in the open field. The second part of the sentence 
is also true, as the field is indeed big. Final Answer: Yes

Idefics2-8B: The image shows a woman in a purple shirt examining her cell phone in an open field. The field is indeed big, as it 
stretches out in front of her and includes various trees and plants. The sky is visible in the background, and the woman is standing 
on a grassy area. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a woman standing in an open field with green grass and trees. She is wearing glasses, earphones 
around her neck or headset on the phone's handsfree feature while she examines it closely using both hands to hold up one side of 
its screen for better viewing angle as well look at other features like buttons etc.. … Final answer yes

Qwen-VL-Chat-9.6B: Yes, the image shows a woman standing in a large open field. The field is surrounded by trees and hills, and the 
woman is holding a cell phone in her hand. The woman is wearing a purple shirt and appears to be taking a picture of the landscape 
with her phone. The image is clear and well-lit, indicating that it was taken during the day. Final Answer: Yes…

MMICL-12.1B: The woman is standing in a field with a cellphone. The field is open and large enough for her to see the phone 
clearly. Final Answer:

Figure 6.13 Example model predictions on instances from the Coreference task, where
demonstrations are chosen based on both visual and textual similarity, and
Chain-of-Thought (CoT) reasoning is integrated (setting S+C).
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Does the following sentence describe the image? An horse walking through underbrush next to a fence.

Answer: The image shows an elephant, not a horse, walking through underbrush next to a fence. Therefore, the sentence is false.
Final Answer: No

Does the following sentence describe the image? Two girls bathe an elephant lying on its side.

Answer: The image shows two individuals, who appear to be young girls, interacting with an elephant that is lying on its side in
water. The girls are standing in the water and seem to be washing or bathing the elephant. The elephant is partially submerged, and 
the girls are reaching out to it. The girls are indeed bathing the elephant, which is lying on its side in the water. Final Answer: 
Yes

Does the following sentence describe the image? Man riding an elephant into water surrounded by forest.

OpenFlamingo-3B: The image shows a man riding an elephant into water surrounded by forest. The man is standing on the elephant's 
back, and the elephant appears to be moving through the water. The elephant is surrounded by greenery, and there are trees in the 
background. The elephant appears to be moving through the water, which could be described as a forest or a jungle-like environment.

OpenFlamingo-3B I: The image shows a man riding an elephant into a body of water, which is surrounded by trees. The man is sitting on 
the elephant's back, and he appears to be holding on to the elephant's mane. The elephant is partially submerged, and the man is
reaching out to it. Based on the content of the image, the sentence "Man riding an elephant into water surrounded by forest" is 
true. The man is indeed riding the elephant into the water, which is surrounded by trees. Final Answer: Yes

OpenFlamingo-4B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes.

OpenFlamingo-4B I: The image shows a man riding an elephant into a body of water surrounded by trees. The man is sitting on the 
elephant's back, and the elephant appears to be swimming in the water. The man is wearing a blue shirt and orange pants, and he 
appears to be smiling.

Idefics-9B: The image shows a man riding an elephant into water surrounded by forest. The man is sitting on the elephant's back, and 
the elephant is walking into the water. There are trees and other vegetation in the background. The sentence provided is false 
because it describes a man riding an elephant, which is not present in the image. The correct description would be "A man riding an 
elephant into water surrounded by forest". Final Answer: No

Idefics-9B I: The image shows a man riding on the back of an elephant that is walking into a body of water. The elephant and the man 
are surrounded by trees and vegetation, indicating that they are in a forested area. The man appears to be guiding the elephant into 
the water. Based on the content of the image, the sentence "Man riding an elephant into water surrounded by forest" is true. The man 
is indeed riding on the back of an elephant, and they are walking into a body of water surrounded by trees and vegetation Final 
Answer: Yes

Idefics2-8B: The image shows a man riding an elephant into water surrounded by a forest. The man is sitting on the elephant's back, 
and the elephant is walking into the water. The forest is visible in the background, and the elephant is partially submerged in the 
water. The sentence provided is true for the image. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a man riding an elephant into water surrounded by trees. The scene appears to be in the jungle or 
forest, and there are other animals visible as well such\nas monkeys on branches above them . There is also another person sitting 
next  him who seems like he might have some sort of connection with this activity (perhaps they work together).

Qwen-VL-Chat-9.6B: The image shows a man riding an elephant into a body of water, with trees surrounding the area. The elephant is 
walking through the water, and the man appears to be enjoying the ride. The scene is quite picturesque, with the elephant and rider 
creating a unique and interesting image. The presence of trees and the water body also adds to the beauty of the scene.

MMICL-12.1B: The image shows a man riding an elephant into a body of water surrounded by forest. The man is positioned on the 
elephant's back

Figure 6.14 Example model predictions on instances from the Foil-It! task, where demonstrations
are chosen based on both visual and textual similarity, and Chain-of-Thought (CoT)
reasoning is integrated (setting S+C).
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