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ABSTRACT

ROBUST AND INTELLIGENT CONTROL OF UNMANNED AERIAL
VEHICLES

Abdurrahman BAYRAK

Doctor of Philosophy, Computer Engineering
Supervisor: Prof. Dr. Mehmet Onder EFE
January 2023, 128 pages

Quadrotors from the family of unmanned aerial vehicles have an important place for human
life, because over the last decade, they have been used in many areas both civilian and
military applications, such as search, surveillance, rescue, tracing, aerial photography and
postal service due to their size and maneuverability. Therefore, there are a great amount of
the studies about the modelling and control of the quadrotors in the literature. Despite all
these efforts, the modelling and control of the quadrotors is still among the subjects which
are frequently studied to make them more autonomous. What makes them so important is
that they have hover, vertical take-off and landing VTOL ability and agile mobility. With

these features, even complex tasks can be successfully accomplished.

Quadrotor that is an under-actuated and nonlinear coupled system, has four rotors and
six degrees of freedom (6 DOF) involving the both translational and rotational dynamical
equations. Its unstable nature has required many different control methods. The most
remarkable control methods among them are optimal control, robust control, adaptive control
and intelligent control. The main goal of these control strategies is to achieve the best

performance in the quadrotor control. However, there are many factors that affect the
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performance of the quadrotors such as unmodelled dynamics, parameter uncertainties, all
external force and moment disturbances, payload changes and sensor measurement noises
during the quadrotor flights. In order to deal with these factors, many linear and non-linear
controllers including above control strategies have been developed. Disturbance/Uncertainty
Estimator (D/UE) based control, or in other words, disturbance observer based control
(DOBC) that compensates the external disturbances and system uncertainties is one of the
efficient robust control approaches and they are frequently used in modern control systems.
In this thesis, widely used DOBC approaches in the literature are discussed in detail, usage
structures for quadrotor control architectures are studied and a new machine learning assisted

DOBC approach is proposed.

This thesis study can be summarized in three main subjects. Firstly, an analysis and synthesis
of widely used linear disturbance observer based robust control approaches are presented.
The main objective is to provide an exhaustive comparison of disturbance observer based
robust control approaches and to handle the structural details of each approach for gaining
insight about the complexity of each approach. Toward this goal, nine performance and
robustness equations portraying useful insights for understanding and analyzing control
systems are derived by examining their common and equivalent block diagrams. Four
of them have been selected as a Gang of Four (GoF) equations, namely, Complementary
Sensitivity Function (CSF), Sensitivity Function (SF), Disturbance Sensitivity Function
(DSF) and Noise Sensitivity Function (NSF). Robustness and disturbance rejection
performance analysis of all linear disturbance observer based control schemes and Classical
Feedback Control (CFC) scheme are done using GoF equations. With these representations,
two tables discussing all prime issues and facilitating the selection of the best approach
have been obtained. Our research stipulates critical facts and figures of each scheme by
considering the derived GoF equations, which can be used for choosing the most appropriate
disturbance observer based control approach for a given robust control problem. It is
concluded that the Uncertainty Disturbance Estimator (UDE) approach is superior when time
delay type uncertainty is involved in the model. Unfolding this is critical as time delay is an

inevitable fact in most industrial control systems. The findings also emphasize that Time
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Domain Disturbance Observer Based Control (TDDOBC) approach is proficient if there is

no process time delay.

Secondly, we present a short tutorial introduction to disturbance observer based control
approaches for the quadrotors. With this tutorial, researchers, engineers and students would
be able to implement disturbance observer based model-in-loop simulations and experiments
more easily to design robust autopilot system for the quadrotors. To achieve this, the
modeling and controlling of a quadrotor are explained and all linear disturbance observer
based control approaches in the literature are adapted its overall nonlinear architecture.
Disturbance observer based control design steps are given in detail by design challenges. To
show their disturbance rejection capabilities and practical applicability, two flight simulation
scenarios are carried out. For all simulation cases, we only take into account the external
disturbances in rotational motions. While we give the attitude trajectory commands to
quadrotor attitude control architecture in the first scenario, we issue both way-point and
trajectory commands to an outer loop controlling the translational motions in the second
one. Presented disturbance observer based control approaches have successfully completed
the given reference commands in the presence of the external disturbances even under the
measurement noise. Moreover, simulation experiments have shown that UDE approach
transmit the external disturbance and measurement noise effects to the actuators directly.
As a result, for UDE approach, it should be kept in mind that flight accidents may occur
due to excessive electronic speed controller heating. Baseline attitude controller without
disturbance observer based control approach have failed to follow the given reference
commands. The simulation studies have also proved the practical applicability of these

methods, which are successful even under measurement noise.

As the final and main purpose, we introduce a machine learning assisted
disturbance/uncertainty estimator based control scheme. The aim of the proposed method
is to update the nominal model directly used by the conventional disturbance observer
based control architecture and approximate it to the perturbed/uncertain system using
machine learning approaches. This enhances the disturbance rejection performance of the

system remarkably. The performance deterioration capacity of lumped disturbances, which
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are the mixed effect of disturbances entering through the control channels and modeling
uncertainties, are decomposed in our approach and handled separately. For this study,
harmonic disturbance model and constant unstructured uncertainty model are considered,
and e-Support Vector Regression approach is used together with an online adaptation
algorithm. A numerical example is given to demonstrate the merits and effectiveness of
the proposed approach. Simulation results show that the proposed method outperforms
the conventional disturbance/uncertainty estimator based control architecture by increasing

disturbance estimation performance of the system.

Keywords: robust control, disturbance observer based control, robustness and performance
analysis, time domain disturbance observer based control, uncertainty disturbance estimator,
disturbance rejection, quadrotor control, robust autopilot design, disturbance/uncertainty

estimator machine learning, e-Support Vector Regression
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OZET

INSANSIZ HAVA ARACLARININ AKILLI VE GURBUZ KONTROLU

Abdurrahman BAYRAK

Doktora, Bilgisayar Miihendisligi
Damsman: Prof. Dr. Mehmet Onder EFE
Ocak 2023, 128 sayfa

Insansiz hava araclari ailesinden olan quadrotorlar, son on yilda arama, gozetleme, kurtarma,
iz siirme, havadan fotograflama ve posta hizmetleri gibi hem sivil hem de askeri bircok
alanda kullanilmas1 nedeniyle insan yasamu i¢in boyutlari ve manevra kabiliyetleri nedeniyle
onemli bir yere sahiptir. Bu nedenle literatiirde quadrotorlarin modellenmesi ve kontrolii
ile ilgili cok sayida calisma bulunmaktadir. Tim bu ¢aligmalara ragmen, quadrotorlarin
modellenmesi ve kontrolii, onlar1 daha otonom hale getirme hala siklikla ¢alisilan konular
arasinda yer almaktadir. Onlar1 bu kadar 6nemli kilan, havada asili kalma, dikey kalkig
ve inis (VTOL) kabiliyetine ve ¢evik hareket kabiliyetine sahip olmalaridir. Bu o6zellikler

sayesinde, karmasik gorevler bile basariyla gerceklestirilebilir.

Diisiik tahrikli ve dogrusal olmayan kuplajli bir sistem olan Quadrotor, hem 6teleme hem
de donme dinamik denklemlerini iceren dort rotora ve alt1 serbestlik derecesine (6-DOF)
sahiptir. Kararsiz dogasi, bircok farkli kontrol yontemi gelistirmeyi gerekli kilmistir. Bunlar
arasinda en dikkat cekici kontrol yontemleri optimal kontrol, giirbiiz kontrol, uyarlamali
kontrol ve akilli kontroldiir. Bu kontrol stratejilerinin temel amaci, quadrotor kontroliinde
en iyi performansi elde etmektir. Ancak quadrotor uguslart sirasinda modellenmemis

dinamikler, parametre belirsizlikleri, tiim dis kuvvet ve moment bozulmalari, faydal yiik
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degisimleri ve sensor Ol¢iim giiriiltiileri gibi quadrotorlarin performansim etkileyen bircok
faktor bulunmaktadir. Bu faktorlerle basa ¢ikmak icin, yukaridaki kontrol stratejilerini iceren
bircok dogrusal ve dogrusal olmayan denetleyiciler gelistirilmistir. Disturbance/Uncertainty
Estimator (D/UE) tabanli kontrol veya bagka bir deyisle, dis bozucular1 ve sistem
belirsizliklerini telafi eden bozucu gézlemci tabanli kontrol (DOBC), verimli giirbiiz kontrol
yaklagimlarindan biridir ve modern kontrol sistemlerinde siklikla kullanilmaktadir. Bu tezde,
litertiirde yaygin bir sekilde kullanilan DOBC yaklasimlar1 ayrintili olarak ele alinmus,
quadrotor kontrol mimarileri i¢in kullanim yapilar1 ¢alisilmis ve yeni bir makine 6grenimi

destekli DOBC yaklasimi 6nerilmistir.

Bu tez calismasi iic ana bashkta ozetlenebilir. Ilk olarak, yaygin olarak kullanilan
lineer bozunum gozlemcisine dayali giirbiiz kontrol yaklasimlarinin bir analizi ve sentezi
sunulmaktadir. Temel amag, bozulma gozlemcisine dayali giirbiiz kontrol yaklagimlarinin
kapsamli bir karsilastirmasini saglamak ve her bir yaklasimin karmasikligi hakkinda fikir
edinmek icin her bir yaklagimin yapisal ayrintilarimi ele almaktir. Bu amaca yonelik
olarak, ortak ve esdeger blok diyagramlari incelenerek, kontrol sistemlerini anlamak
ve analiz etmek i¢in yararl i¢goriiler sunan dokuz performans ve giirbiizlik denklemi
tiiretilmistir. Bunlardan dordii, GoF denklemleri olarak secilmistir: Tamamlayici1 Duyarlilik
Fonksiyonu (CSF), Duyarhilik Fonksiyonu (SF), Bozulma Duyarlilik Fonksiyonu (DSF)
ve Giiriiltli Duyarlilik Fonksiyonu (NSF). Tiim lineer bozulma gézlemcisi tabanli kontrol
semalarinin ve Klasik Geri Besleme Kontrolii (CFC) semasinin giirbiizliik ve bozulmay1
reddetme performans analizi, GoF denklemleri kullanilarak yapilir. Bu temsillerle, tiim
ana konulari tartisan ve en iyi yaklagimin se¢imini kolaylastiran iki tablo elde edilmistir.
Arastirmamiz, belirli bir giirbiiz kontrol problemi icin en uygun bozucu gézlemci tabanh
kontrol yaklagimini se¢mek i¢in kullanilabilecek tiiretilmis GoF denklemlerini g6z oniinde
bulundurarak her semanin kritik gerceklerini ve rakamlarimi sart kosar. Modelde zaman
gecikmesi tipi belirsizlik yer aldiginda UDE yaklagiminin iistiin oldugu sonucuna varilmistir.
Cogu endiistriyel kontrol sisteminde zaman gecikmesi kaginilmaz bir ger¢ek oldugundan,
bunun ortaya cikarilmasi kritiktir. Bulgular ayrica, herhangi bir islem siiresi gecikmesi

yoksa, TDDOBC yaklagiminin yeterli oldugunu vurgulamaktadir.

Vi



Ikinci olarak, quadrotorlar igin bozucu gozlemci tabanli kontrol yaklasimlarma kisa bir
Ogretici giris sunulmustur. Bu Ogretici giris ile, arastirmacilar, miihendisler ve 6grenciler,
quadrotorlar i¢in giirbiiz bir otopilot sistemi tasarlamak iizere bozucu goézlemci tabanl
dongii i¢i model simiilasyonlarimi ve deneyleri daha kolay bir sekilde uygulayabileceklerdir.
Bunu bagsarmak i¢in, bir quadrotorun modellenmesi ve kontrolii aciklanmig ve literatiirdeki
tiim dogrusal bozucu gozlemci tabanli kontrol yaklagimlari quadrotorun dogrusal olmayan
kontrol mimarisine uyarlanmistir. Bozulma gozlemcisi tabanli kontrol tasarim adimlari,
tasarim zorluklari ile ayrintili olarak verilmektedir. Bozulmay: reddetme yeteneklerini ve
pratik uygulanabilirligini gostermek i¢in iki ugus simiilasyon senaryosu gerceklestirilmistir.
Tim simiilasyon durumlart i¢in, sadece donme hareketlerindeki dig bozulmalar hesaba
katilmistir. 11k senaryoda quadrotor konum kontrol mimarisine konum yériinge komutlart
verilirken, ikinci senaryoda oteleme hareketlerini kontrol eden bir dis dongiiye hem yol
noktast hem de yoriinge komutlar1 verilmistir. Sunulan bozucu gézlemci tabanli kontrol
yaklagimlari, verilen referans komutlarini, 6l¢tim giiriiltiisii altinda bile harici bozucularin
varliginda basariyla yerine getirmistir. Ayrica simiilasyon deneyleri, UDE yaklasiminin
harici bozulma ve 6l¢lim giiriiltiisii etkilerini dogrudan aktiiatorlere ilettigini gostermistir.
Sonug¢ olarak UDE yaklasimi icin asiri elektronik hiz kontolciisii donanimi 1sinmasi
nedeniyle ucus kazalarinin olusabilecegi akilda tutulmalidir. Bozulma gozlemcisi tabanh
kontrol yaklagimi olmayan temel durum kontrolorii, verilen referans komutlarini takip
edememistir. Simiilasyon calismalari, ol¢iim giiriiltiisii altinda bile basarili olan bozucu

gozlemci tabanli kontrol yontemlerinin pratik uygulanabilirligini de kanitlamistir.

Nihai ve ana amag¢ olarak, makine Ogrenimi destekli bozunum/belirsizlik tahmincisi
tabanl bir kontrol semasi sunulmustur. Onerilen yontemin amaci, geleneksel bozucu
gozlemci tabanli kontrol mimarisi tarafindan dogrudan kullanilan nominal modelin
giincellenmesi ve makine 6grenmesi yaklagimlarimin kullanilmasi ile bozulmus/belirsiz
sisteme yaklastirtlmasidir. Bu, sistemin bozulma reddetme performansini 6nemli Sl¢iide
artirir.  Kontrol kanallarindan giren bozulmalarin ve modelleme belirsizliklerinin karigik
etkisi olan toplu bozulmalarin performans bozulma kapasitesi, yaklasimimizda ayrigtirilmig

ve ayrt ayrt ele alinmigtir.  Bu calisma icin harmonik bozulma modeli ve sabit
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yapilandirilmamis belirsizlik modeli ele alinmig ve bir ¢cevrimi¢i uyarlama algoritmasi ile
birlikte e-Support Vector Regresyon yaklasimi kullanilmistir. Onerilen yaklagimin yararlarini
ve etkinliini gostermek i¢in sayisal bir 6rnek verilmistir. Benzetim sonuglari, dnerilen
yontemin, sistemin bozucu tahmin performansini artirarak geleneksel bozucu/belirsizlik

tahmincisi tabanli kontrol mimarisinden daha iyi bir performans sergiledigini gostermektedir.

Keywords: giirbiiz kontrol, bozunum gozlemcisine dayali kontrol, giirbiizliik ve performans
analizi, bozunum reddetme, quadrotor kontrol, giirbiiz otopilot tasarimi, makine 6grenimi,

e-Support Vector Regression
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1. INTRODUCTION

Quadrotors from the family of unmanned aerial vehicles (UAVs), have been widely used for
many different civilian and military purposes thanks to their low cost, agile maneuverability,
Vertical Takeoff and Landing (VTOL) property, small size and hover capability. In recent
years, the fact that many people prefer rotary wing unmanned aerial vehicles in many areas
such as photography, search and rescue, emergency response and swarm applications shows
that control of the quadrotors is still among the hot topics. Nonlinear, multi-variable,
coupled and under-actuated dynamics of the quadrotors make modelling and control of
them a challenging design problem. Furthermore, uncertainty and unavoidable external
disturbances such as wind, unmodeled dynamics, neglected aerodynamic effects, variable
weight suspended payloads, measurement and input noise make controller design even
more difficult. While wind and variable weight suspended payloads are the environmental
factors, unmodeled dynamics and measurement noise are caused by the modelling errors and

available sensors, respectively.

The aim of the robust control is to deal with these plant uncertainties and disturbances
that widely exist in all realistic feedback systems. Since 1970s, significant number of
linear and nonlinear robust control methods eliminating the adverse effects of disturbances
and uncertainties have been presented in the literature. Disturbance/Uncertainty Estimator
(D/UE) based control, or in other words, disturbance observer based control (DOBC)
that compensates the external disturbances and system uncertainties is one of the efficient
robust control approaches and they are frequently used in modern control systems. DOBC
actually is a patch over existing classical feedback controller, which has good stability and
tracking performance yet it is vulnerable to external disturbances and uncertainties. The
main idea of DOBC approaches is to estimate the lumped disturbances including both
unknown dynamics and external disturbances, and to achieve robustness of the overall system
via cancellation/rejection/attenuation of estimated disturbances by considering a number of
design issues (e.g. nominal plant, reference model, Low Pass Filter (LPF) design etc.) with

their two Degrees of Freedom (2-DoF) control structures. 2-DoF control structure adds an



inner loop that is activated in presence of the uncertainties and disturbances to classical
feedback control that includes a baseline controller. While the baseline controller specifies
the performance and stability of the control system, the inner loop determines the disturbance

rejection and uncertainty handling capabilities [2].

Numerous research outcomes have been reported on DOBC so far, which increases the
robustness of the system by estimating the total difference between the nominal model and
the perturbed/uncertain system without affecting the system performance, and a certain level
of closed loop performance has been reached [3]. However, the most DOBC structures
reported in the literature generally assume the existence of an equivalent input disturbance on
the control input and estimate mixed effect of disturbance and uncertainty as a lumped signal,
[4]. Utilizing the disturbance observer’s dynamical description, it becomes nearly impossible
to figure out how much of the lumped D/U estimations are associated to the disturbance and
how much is associated to uncertainty. This sets up our motivation. In this thesis study,
we propose a new adaptive method based on machine learning approaches that increases
disturbance estimation performance by approximating to the amount of system uncertainty.
To our best knowledge, unmixing the lumped disturbances via an adaptive scheme is first
attempted in the current study. Adaptive DOBC structures in the literature include generally
composite controller design, data driven and nonlinear controller based augmented structures
[5-8]. In [5], a novel control scheme combining nonlinear DOBC with H,, control structure
was presented for complex multiple-input-multiple-output (MIMO) flight control system.
The authors in [6] designed an adaptive multi-variable finite-time disturbance observer to
estimate model uncertainties, external disturbances, and actuator faults for reusable launch
vehicles. For piezoelectric ultrasonic actuator-based surgical device, an enhanced adaptive
robust DOBC scheme including sliding mode was proposed in [7]. In [8], a data driven
disturbance observer based control scheme including the active disturbance rejection control
(ADRC) approach is discussed. However, the cited body of literature estimates the lumped

D/U and remedies are based on the lumped effect of the disturbances and plant uncertainties.

In this thesis study, we also present a short tutorial introduction to DOBC approaches for

attitude control of the quadrotors by applying five different linear DOBC methods existing
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in the literature. We also analyze disturbance suppression capabilities of them in detail by

discussing design challenges and practical applicability.

1.1. Scope Of The Thesis

Although there are a number of DOBC schemes, robust stability and robustness performance
analysis are still the problems that worth studying in this field [9-11]. In the studies of
Sariyildiz et al, analysis and design of conventional disturbance observer based control
approach is presented [10, 11]. However, there is not a common way to synthesize and
analyze the other DOBC approaches. The only common issue known is that the designed
LPF dynamics directly effects the disturbance rejection capability of the control system.
Reference signal tracking capability, rejection of external disturbances, measurement noise
and process variations are the basic requirements for a robust control system design. In
this thesis study, performance and robustness analysis equations of the DOBC approaches

described in the literature are derived under the presence of a number of requirements.

After presenting a comprehensive comparison of these disturbance observer based robust
control approaches by considering the advantages and disadvantage of each method such as
time delay and measurement noise sensitivity, and derived the robustness and performance
equations providing useful insights for choosing the best DOBC approach, we have applied
DOBC approaches to attitude control of the quadrotors by discussing design challenges and

practical applicability.

This thesis mainly focuses on the subject area towards decomposition algorithms that handle
the adverse effects of input disturbances and plant uncertainties separately. The lumped
estimation uses the difference between the nominal model and the perturbed/uncertain plant.
Our purpose is to update the nominal model iteratively to match its response to that of
the perturbed/uncertain system by using machine learning approaches thereby leading to an
improvement in the disturbance rejection performance of the system. The proposed method
is applicable to all DOBC schemes that exploit the nominal plant information. In order to

exemplify the efficacy of the proposed technique, we use the algorithm proposed in [1].
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1.2. Contributions

The main contributions of this thesis can be summarized as follows:

* This thesis study gives an exhaustive comparison of disturbance observer based robust
control approaches. Toward this goal, nine relations between the input and the output
signals including both the baseline controller and the inner loop are derived from
the classical feedback control for all DOBC schemes described above. Spectra of
these nine Transfer Functions (TFs) can provide useful insights for understanding and
analyzing control systems under DOBC approaches. However, in this study, the only
gang of four (GoF) equations are considered, these are Complementary Sensitivity
Function (CSF), Sensitivity Function (SF), Disturbance Sensitivity Function (DSF),

and Noise Sensitivity Function (NSF).

* Present study stipulates the critical facts and figures of each scheme by considering the
derived GoF equations, which can be used for choosing the most appropriate DOBC
approach for a given robust control problem including both minimum-phase uncertain

and time-delay systems from disturbance rejection capability to design challenges.

* In this thesis, the one finds the structural details of each approach and gains insight
about the complexity of each approach, which is undoubtedly essential in practice.
Therefore, a discussion, which is not specific to a particular plant model, is presented
and a second order plant model with some uncertainty in the form of time delay is
considered. Although the studied plant model is an abstract one, this makes it possible

to compare the most critical aspects peculiar only to DOBC algorithms.

» After reading this work, one would have a clear understanding of which approach to
choose and what to expect. From this point of view, one can extend the results seen
here to a large class of dynamic systems especially the second order ones appearing

typically in mechanics.

* This study presents a short tutorial introduction to disturbance observer based control
approaches for the quadrotors. With this tutorial, researchers, engineers and students

4



would be able to implement disturbance observer based model-in-loop simulations and

experiments more easily to design robust autopilot system for the quadrotors.

* Machine learning offers a framework based on numerical data & optimization
algorithms and we exploit the observed quantities towards unmixing a mixed signal in
a feedback control framework. The most important contribution of the current study is
to postulate an algorithm for handling the input disturbances by adaptively modifying

the nominal plant dynamics.

1.3. Organization

The organization of the thesis is as follows:

» Chapter 1 presents our motivation, contributions and the scope of the thesis.

e Chapter 2 gives a background overview for disturbance observer based control

approaches.

* Chapter 3 provides an exhaustive comparison of disturbance observer based robust
control approaches and to handle the structural details of each approach for gaining

insight about the complexity of each approach.

 Chapter 4 introduces a short tutorial introduction to disturbance observer based control

approaches for the quadrotors.

* Chapter 5 proposes a machine learning assisted disturbance/uncertainty estimator

based control scheme.

* Chapter 6 demonstrates the experimental results indicate that the proposed
method outperforms the conventional disturbance/uncertainty estimator based control

architecture by increasing disturbance estimation performance of the system.

* Chapter 7 states the summary of the thesis and possible future directions.



2. BACKGROUND OVERVIEW

2.1. Disturbance Observer Based Control

The disturbance observer was firstly proposed by Ohnishi in order to estimate external
disturbances and structural uncertainties [12—14]. Extended State Observer (ESO), so called
Active Disturbance Rejection Control (ADRC) that was proposed by Han, appears as another
popular robust control scheme [15, 16]. Thanks to Ohnishi’s and Han’s inspirations to other
researchers, in the last few decades, several DOBC structures are reported in the literature

[1,2,9,13, 17-27].

The first general DOBC scheme, abbreviated as Conventional Disturbance Observer Based
Control (CDOBC), was proposed by Ohishi et al [13]. Chang et al have recommended a
disturbance observer design and analysis toolbox for MATLAB to find acceptable Q-Filter
for CDOBC approach [22]. They have also studied the robust stability and nominal
performance recovery analyses, which help engineers to construct CDOBC approach. A
discussion on discrete implementation of CDOBC approach has presented for motion control
systems [23]. Efe and Kasnakoglu have inserted a signum function into CDOBC loop and
obtained an enhanced bandwidth CDOBC scheme [24]. A disturbance attenuation problem
for a missile system using a recently proposed disturbance observer based robust control
method is presented in the work of Yang et al [17], which is called Time Domain Disturbance
Observer Based Control (TDDOBC). In study of Kiirk¢ii et al, authors have proposed
the novel DOBC method combining Integral Sliding Mode Control (ISMC) with an H .,
controller named as Output Error Based Disturbance Observer Based Control (OEBDOBC)
[1]. The works of She et al are the motivating studies for the Equivalent Input Disturbance
(EID) approach in order to improve disturbance rejection performance of control systems
[18, 19]. An improved EID approach is presented and validated on position control
of a ball-and-beam system experimentally [26]. Zhong et al have proposed Uncertainty
Disturbance Estimator (UDE) method that is an alternative control strategy to Time Delay

Control (TDC) scheme [20, 21]. Aharon et al have presented a guideline including analysis of
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UDE approach considering actuator dynamics and applied it to power control of a multimode
bi-directional non-inverting buck-boost converter [27]. The recent and advanced DOBC
approaches addressing both linear and nonlinear cases can be found in the works of Chen
et al [2, 9]. Moreover, the reader may refer to paper of Sariyildiz et al for a detailed overview

of DOBC from origin to present [3].

2.2. Disturbance Observer Based Control for Quadrotors

In the literature, numerous studies focus on the control of the quadrotors ([28]). The most
common controller structure is the Proportional Integral Derivative (PID) control which is
widely used in commercial quadrotors ([29—-32]). The other common control structures in the
literature include both linear and nonlinear controllers: Linear Quadratic Regulator (LQR),
Model Predictive Control (MPC), Back-Stepping Control (BSC), Sliding Mode Control
(SMC), H-infinity Control and Geometric Control (GC). ([33—44]).

[28] have presented an exhaustive review of recent advances for position, altitude and attitude
control of multi-rotor aerial vehicles from linear to nonlinear control approaches. Readers
can refer to their work for a range of multi-rotor aerial vehicles control approaches such
as intelligent control, robust control, adaptive control, fractional order control, data-driven
control, disturbance observer based control (DOBC), active disturbance rejection control
(ADRC), and more. Among these control approaches, the ADRC and DOBC have recently
gained popularity not only in the control of quadrotors, but also in the control of most
industrial mechanical systems including external disturbances and unknown dynamics which
are widely encountered in most control problems. Especially for practical applications, the
ADRC and DOBC approaches emerge as robust control methods given the complexity of
quadrotor control as well as unknown external disturbances and uncertainties. The ADRC
approach is also known as extended state observer (ESO). Tracking differentiator, ESO and
state error feedback control law are the main parts to design an ADRC approach. [45], have

proposed a new double closed-loop ADRC approach for the quadrotors.



[46] have used the CDOBC approach to reject external disturbances caused by wind in the
rotational motion of a quadrotor. To further improve the trajectory tracking precision of
a quadrotor, a Linear Dual DOBC scheme is proposed by [47] with modification of the
CDOBC approach. A new disturbance suppression scheme that is sliding mode observer
based EID approach for the under-actuated subsystem of a quadrotor is presented in the
work of [48]. The authors in [49] have proposed a UDE based robust control method that is
validated in real-time applications for the attitude and the altitude control of quadrotors.
In another work, the authors in [50] have proposed a modified UDE control approach,
and have validated it with real time quadrotor experiments. They have obtained much
better performance even under the presence of large time delays. TDDOBC is applied
to quadrotors by proposing a robust disturbance observer-based feedback linearization

approach to eliminate adverse effects to the formation flight of multiple quadrotors ([51]).

Mathematical modelling of the quadrotors are another challenging area due to we must
consider aerodynamic effects, actuator and sensor dynamics. So far, different data
driven methods using experimental input output data and allowing tuning of the controller
parameters have often used ([52]). These methods allow us fast deployment of the control
system besides an accurate modeling of the system. As some DOBC approaches require
priory knowledge of nominal plant or inverse of nominal plant, the merging data driven
methods and DOBC structures emerges as an open field that needs to be studied. [53]
have obtained data driven model by means of fuzzy rules emulating a neural network and
proposed a discrete time disturbance observer improving closed loop performance with an

output feedback controller considering input output information.



3. RELATED WORK

3.1. Classical Feedback Control (CFC)

Fig. 3.1 shows CFC block diagram including two blocks, namely, the feedback block K and
the feedforward block F'. In the figure, P is the disturbed uncertain plant. Let e denote the
reference tracking error. Consider the diagram shown in Fig. 3.1 assume that the capital

letters denote the Laplace transform of the relevant variables.

From Fig. 3.1, the following equations can be written:

E=FR-Y, (D

U=KF 2)
X, = P(U + D) )
Y, =X, +N 4)

The nine TFs for a CFC system can be obtained by using Eq. (1), (2), (3), and (4) as follows:

KF KP K
1+ KP 1+ KP 1+ KP
KPF P KP
X R+ D N (6)

" 14+KP ' 14+KP  14+KP
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KPF P 1
R

Y, = — R+ —D + =
1+ KP 1+ KP 1+ KP

N (7)

3.2. Conventional Disturbance Observer Based Control (CDOBC)
Approach

Let d; denote the lumped disturbances and d denote the estimation of lumped disturbances.
Let wu,,; denote the corrected control signal. Let P, P~! and @ are the nominal model of
plant, the inverse of nominal plant and disturbance observer filter, respectively. Fig. 3.2
illustrates the original form of CDOBC [13]. Its equivalent block diagram can be obtained
by replacing P with P and d with d;. The difference between the original form and the
equivalent form is that the equivalent form employs P as the plant whereas the original form
employs ﬁ, the uncertain model. As a consequence of this, d variable directly equals to
lumped disturbance. On the other hand, d variable in the original form is the estimation
of the lumped disturbances, obtaining which is the ultimate goal in any DOBC mechanism.
Lumped disturbances include both the external disturbances and the internal disturbances

caused by model uncertainties.

The following equation can be written by using the noiseless plant output in Fig. 3.2 and

CDOBC equivalent block diagram.

(U+ D)P = (U + D,)P (8)

As a consequence, the lumped disturbances are obtained as given by

D, = P'PD+ (P'P—-1)U 9)

From CDOBC equivalent block diagram, we have

11
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A

D =Q(D,+ P'N) (10)

When we write the plant output, X,.(s) as X,.(s) = P(s)U — Q(s)N — P(s)(1 — Q(s))D
following can be said: To suppress the effects of noise, () should go to zero. On the other
hand, in order to avoid the adverse effects of the disturbance, () should go to unity. These
two requirements are conflicting and this fact leads to the design of the LPF denoted by Q).
We know that disturbance (D(s)) has low frequency components and noise (/N (s)) has high

frequency components, this fact entails choosing an appropriate pass band for the LPF.

From Fig. 3.2, it can be seen that the CDOBC structure contains the CFC structure.
Therefore, the first five equations in CFC section can be used with following correction for

derivation of the nine relations.

Uk =KFE (11)

Uit =U + D (12)

Corrected control signal U is as follows.

A

U=Ux—D (13)

Having these in mind, the nine relations for a CDOBC system can be obtained as below.

From (9), (10), (11) and (13), we have

13



KF
U= ~ —R
1+ KP+Q(P'P—1)
P(K +QP™)
1+ KP+Q(P'P—1)
K — QP!
1+ KP+Q(P'P—1)

(14)

From (3), (12) and (14), we have

v PCF
" 1+ PC+QPP-1)
_Pa-Q) (15)
14+ PC+ QPP —1)
P(C+QP™)
14+ PC+Q(P-'P —1)

From (4) and (15), we have

v _ PCF
" 1+PC+QPP-1)
_Pa-9 5, (16)
1+ PC+ QPP 1)
1_
+ — Q —
1+ PC+ QPP 1)

14



3.3. Output Error Based Disturbance Observer Based Control
(OEBDOBC) Approach

Fig. 3.3 illustrates the original form of OEBDOBC [1]. Its equivalent block diagram can be
obtained by replacing P.d pair with P, d; pair, respectively. K, block requires an observer

design. Let y,, denote the nominal plant output and y,,s denote the observer output.

The following equation can be written by using the noiseless plant output in Fig. 3.3 and

OEBDOBC equivalent block diagram.

(U+D)P = (U + D))P (17)

As a consequence, the lumped disturbances are obtained as below.

D, =P 'PD+ (PP —-1)U (18)

From OEBDOBC equivalent block diagram, we have

D = QwPD, + QN (19)
where, (), is as follows:
Kops
— b 20
@ 1+ Ky P 20)

From Fig. 3.3, it can be seen that the OEBDOBC structure contains the CFC structure. The
nine relations for the OEBDOBC system can be obtained as follows. From (2), (13), (18),
(19) and (20), we have

15
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U= - CF - R
1+PC+QkP<P_1P—1)
1+PC+Q;€P(P71P—1)

_ C+ Qy
1+ PC + QyP(P1P —1)

From (3), (12) and (21), we have

PCF

X, = - ~
1+PC+QkP(P_1P—1)
1+PO+Q1€P(P71P—1)

P(C+ Qy)

1+ PC+QyP(P-'P - 1)

From (4) and (22), we have

v PCF
" 14 PC+QpP(PP - 1)
1—QrP

+ ~ >
1+ PC+ QgP(P~'P —1)

It can be seen that () = QP from (21), (22) and (23). If K, is chosen as given below,
OEBDOBC and CDOBC approaches display identical performances.

Ky =9 24)



3.4. Equivalent Input Disturbance (EID) Approach

Fig. 3.4 illustrates the original form of EID structure [18, 19]. Its equivalent block diagram
can be obtained by replacing P.d pair with P, d; pair, respectively. In the figure, Q. is
the disturbance filter. In the diagram depicted in Fig. 3.4, A,,, B,,, C,, are system matrix,
control matrix and output matrix of nominal plant in Controllable Canonical Form (CCF),
respectively. L, block is the observer gain. Further, X, denote the observer plant state and

its output, respectively.

The following equation can be written by using the noiseless plant output in Fig. 3.4 and

EID approach equivalent block diagram.

(U+D)P = (U + D,)P (25)

As a consequence, the lumped disturbances are modeled by:

D, =P 'PD+ (p'P-1)U (26)

Performing the aforementioned substitutions, from the equivalent structure of the EID

approach, we have

D =k Dy + kU + kN (27)

(B Le—be) PQe (Bd Le—be) P—ac)Qe (BdLo—be)Qe —
Where ]{?1 W k?g T+ (ae-1)Q. ]{?3 m, ]{71 Pk’g, ]{32 = kl —
%, = (B{Lo)(Cn(HB,)), be = (BILo)(Cn(HL)), H = (sI— A,, + L.Cy,) !

and BY = (B,'B,)"'(B."). (A, € R™¥9, B, € R™*!, C, € R, L, € R™*!, Bf ¢
R4, X € RI*!, H € RI*9),

EID approach requires an observer design and a LPF (Q).) design independently. From Fig.

3.4, it can be seen that the EID structure contains the CFC structure too.

18
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The nine relations for an EID system can be obtained as follows. From (2), (13), (26) and

(27), we have

U= - Cr - R
1+ PCH k(PP —1)+ ko
P(C + kP
1+ PC+ k(PP 1) + ky
C+ kg

e . N
1+ PC+ k(PP —1)+ ks

From (3), (12) and (28), we have

PCF

X, = - - R
1+ PC+ k(PP —1)+ ks

~

P(1—ky + ks)
1+ PC+ k(P 'P—1)+ky
P(C + ks)
1+ PC+ k(PP — 1) + ky

From (4) and (29), we have

PCF

Y = - - R
1+ PC+ k(PP —1)+ ks

A

N ] Pl -k +Ak2)

1+ PC + k(PP —1) + ky
n 1 —F + ko

14+ PCH+ky(P7'P —1) + ky

20
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3.5. Time Domain Disturbance Observer Based Control (TDDOBC)

Approach

Fig. 3.5 illustrates the original form of TDDOBC structure [17]. Its equivalent block diagram
can be obtained by replacing A, B, C;, d variables with A,, B, C,,, d;, respectively.
While A,,, B,,, C,, are system matrix, control matrix and output matrix of nominal plant
in CCF, respectively, A, By, Cp, are system matrix, control matrix and output matrix of
disturbed uncertain plant in CCF, respectively. In the figure, L, stands for the observer gain,
X, Xp, Ts denote the plant state, its noiseless output and its noisy output, respectively. The

variable z in the figure denotes an auxiliary variable.

The following equality can be written by using the noiseless plant output in Fig. 3.5 and

TDDOBC equivalent block diagram, which is obtained after the above stated substitutions.

(U+ D)P = (U + D,)P (31)

As a consequence, the lumped disturbances are obtained as follows.

D, =P 'PD+ (P'P-1)U (32)
From TDDOBC equivalent block diagram, we have

A

D = z+ Lax, (33)

The block labeled W in Fig. 3.5 introduces the following dynamics.

2= —LaBu(z + Laxy,) — La(Anx, + Bhu) (34)

From (76) and (77), we obtain
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D = (Gy — G2)U + G1D, + G3N (35)

where, ay = —(LaBn)La — LaAy + (s + LaBy)La, by = (sT — Ay) !By, G1 = 5%,

LaBn — _ T 1 1 1
Gy = B Gy = —mm_ o — (117, (a, € R, by, € R, L, € RIXY,

X, € R A, € R™¥4 B, € R m € R,

TDDOBC approach requires an observer design. From Fig. 3.5, it can be seen that the
TDDOBC structure contains the CFC structure. Therefore, the first five equations in CFC

section can be used with following corrections for the derivation of the nine TFs.

X, = PUpy (36)

Y, =X, +N (37)

From (2), (13), (32) and (35), we have

. — R
1+PC+G1P_1P—G2
P(C+ G P™?)

14+ PC+ G PP — Gy
C+G;

14 PC+ G PP — Gy

(38)

From (12), (36) and (38), we have
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PCF

X, = - -
1+ PC+G PP —

P(1—Gs)

1+ PC+GP1P —

P(C + Gs)

14 PC+G PP —

From (37) and (39), we have

PCF

Y, = : -
1+ PC+ G PP~

P(1—Gs)

1+ PC+ G PP —

Go
(39)
G
N
Go
G
(40)
G

1—|—p(G1P_1—G3)—G2N

1+ PC+ GP 1P — Gy

3.6. Uncertainty Disturbance Estimator (UDE) Approach

Fig. 3.6 illustrates the original form of the UDE approach [20, 21]. UDE approach is based

on a reference model, an error feedback gain and a LPF (Gf). Unlike other DOBC schemes,

UDE structure does not contain the CFC structure. In Fig. 3.6, A, By, are system matrix

and control matrix of the reference plant model, respectively, A, By, Cp, are system matrix,

control matrix and output matrix of disturbed uncertain plant in Observable Canonical Form

(OCF), respectively. A, is the system matrix of nominal plant in OCF. Besides, K, is the

feedback gain, x,, denote the reference model plant state, x,x,, x,, denote the disturbed

uncertain plant state, its noiseless output and its noisy output, respectively.

The following equations can be obtained from Fig. 3.6.

X = (s - AL) 'BuFR 41)
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Control signal U is as follows:

U =Gi(Bi((sD)Xxm))
_Gl (Bl_(vmo(m - Xn))) (42)

~“BiA.X, — GBIX,

X, =X+ mN 43)

X = (sI—A,) 'B,(U+ D) (44)
X, = Cp,X (45)

Y, =X, +N (46)

sGy _
1_1Gf9 GQ - 1_éf9 Vm - (Am + Km), Bi = (BnTBn> anT, m —=

1,...,1]7, Xm € R X, € R X € R A, € R, B, € R, C, € R,
Vm € R K, € R, B € R, m € R,

where, G; =

The nine relations for an UDE system can be obtained as follows. From (41), (42), (43) and
(44), we have

B a,F
1 —Dbyu((sI—Ap)'B,)
—bu((sI = Ap)"'Bp)
1 —by((sI— Ap)~'By)
—b,m

T1-bu((sI— A,) 'By)

U R

D (47)

N
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where, a, = G1(BE((sI-=V ) ((sI-Ap) " 'Bm))) and b, = G1 (B V,,)—-BiA,—G,B{,

(b, € R'™9). From (44), (45) and (47), we have

Cp(((sI — Ap) "Bp)auF)
1 —by((sI - Ap)~'Bp)
Cp((sI— Ap)"'By))
1 —byu((sI - Ap)~'Byp)
_ —Cp(((sI — Ap)'By)(bum))
1 —byu((sI - Ap)~'Bp)

X, = R

D

N

From (46) and (48), we have

Cp(((sI = Ap)ipr)auF)
1 —bu((sI - Ap)~'Bp)
Cp((SI - Ap)_pr))
= bu((s1— A,)'By)
Z+1—Dby((sI— Ap)_pr)
1 —bu((sI—Ap)'By)

Y, = R

D

N

where, Z = C,(((sI — Ap)"'B,)(bym)).

3.7. Robustness and Performance Analysis

(48)

(49)

This section presents a robustness and performance analysis approach using GoF equations

for five DOBC schemes. DOBC structures generally require a LPF design as described in the

previous sections. LPF characteristics are important as they directly affect the disturbance

rejection performance of DOBC approaches. If the LPF bandwidth is chosen too high, the

robustness and stability of the system are adversely affected [10]. Therefore, the choice

of LPF order and its bandwidth is critical. In this study, the following first order LPF is

selected for all DOBC approaches to be able to compare all DOBC approaches under the

same conditions. The bandwidth of the LPF is chosen wide enough for all simulation studies.
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One could choose higher order LPF structures but this would increase the computational

burden of the design.

LPF(s) =

T
s+ T

where, 71" is the cutoff frequency of the LPF.

3.7.1. The Gang of Four (GoF) Equations

(50)

In the previous subsections, nine TFs of the five DOBC approaches are derived. These

nine TFs provide useful insights for understanding and analyzing control systems employing

disturbance observer sub-dynamics. They can be reduced to six equations because some of

them are the same under certain rules (e.g., /' = 1). In this section, the only GoF equations

are considered as performance and robustness equations, and they are shown in Table 3.1 as

a relationship transfer functions described in the previous subsections.

Table 3.1 GoF equations(* Irrelevant inputs are taken as zero).

Strategy CSF~ SF* DSF* NSF*
CFC U/Dor X./N Y./N X./D UJN
CDOBC U/Dor X,/N Y,/N X,/D UJ/N
OEBDOBC U/Dor X,/N Y,/N X,/D U/N
EID U/Dor X,/N Y,/N X,/D U/N
TDDOBC U/DorX,/N (1-U/D)or(1—X,/N) X./D UJN
UDE U/DorX,/N (1-U/D)or(1-X,/N) X,/D U/N

3.7.2. Simulation Parameters

It should be noted that as this study gives a comprehensive comparison of disturbance

observer based robust control approaches, structural details and complexity of each approach,

instead of a particular plant model with its own challenges, a second order plant model with

some uncertainty in the form of time delay is considered. Although the studied plant model
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is an abstract one, this makes it possible to compare the most critical aspects aside from the

plant specific difficulties.

3.7.3. Minimum-Phase Uncertain Plant

Nominal plant and the uncertain plant considered in this part are as follows [11],

s+5 .

P(s) = 1B L6 P(s) = P(s)(1 + AWxp(s)) (51)

where, A = 0.3 and uncertainty weighting function is Wr(s) = (5s + 100)/(s + 500).

3.7.4. Minimum-Phase Uncertain Plant with Time-Delay

Nominal plant and uncertain plant with time delay for this part are considered as follows

[11],

A

P(s) = P(s)(1 + AWrp(s))e ™ (52)

where, A = 0.3, Wr(s) = (5s + 100) /(s + 500) and the time delay 7 = 0.01 sec.

3.7.5. CFC Parameters

It is well known that cancellation of slow or unstable poles by zeros adversely affects the
disturbance rejection performance of a controller. Therefore, classical feedback controller
(53) is designed using pole placement method with the specifications given in Table 3.2.
At the same time, for UDE approach, reference model meeting the criteria in Table 3.2 is

selected as given in (54).

29



Table 3.2 Controller design performance criteria.

Rising Time Settling Time Max. Overshoot

< 0.3 sec. < 0.8 sec. < %5

o) = 6.75(s + 12.25s + 18)

C(s) s+ 12.25s (53)
-5 —6.25 6.25
1 0 0
3.7.6. CDOBC Parameters
Q)(s) filter is selected as follows.
100
= 55
Q) = 00 (53)
3.7.7. OEBDOBC Parameters
Together with the ) in (55), K;(s) is selected as follows.
Q(s)
Kobs(s) - (56)
Gr(s)(1 = Q(s))
3.7.8. EID Parameters
Q.(s) filter is selected as follows.
100
e - 7
Qe(s) = 3700 7)



L. is designed by using Ackermann formula as follows.

3.7.9. TDDOBC Parameters

L, is designed by using Ackermann formula as follows.

112.66
T -1
3.7.10. UDE Parameters
G(s) filter is selected as follows.
100
Ge(s) =
1) = 300

3.8. Performance and Robustness Discussion

(58)

(59)

(60)

Order of the LPF and its bandwidth directly affect the disturbance rejection capability of

a DOBC scheme. For all DOBC approaches presented in this paper, a first order LPF for

relevant approaches is used, and bandwidths of them are set to 100 rad/sec. While Figs.

3.7-3.10 show the response of GoF for uncertain minimum phase plant without time delay,

Figs. 3.11-3.14 illustrate the results for uncertain minimum phase plant containing time

delay.

In Fig. 3.7, we illustrate the step responses of the Disturbance Sensitivity Function given

in (51). Because of our identical LPF selections and the choice in (56), spectral views of

the GoF TFs are identical for CDOBC and OEBDOBC. Clearly CFC in this figure displays
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the poorest performance. According to the figure, all schemes produce acceptable results.
Their disturbance suppression capability ranking from best to worst is as follows: TDDOBC,
CDOBC-OEBDOBC, UDE, EID and CFC. In this sorting, we consider the peak magnitude

and the convergence speed as the major metrics.

Fig. 3.8 depicts the Noise Sensitivity Function behaviors. Looking at the results, we see
some approaches produce higher sensitivity at low frequencies and some in high frequencies.
Assuming the disturbances are low frequency inputs and the chosen () filters have a
bandwidth of 100 rad/sec, the poorest performance in this picture is obtained with UDE
approach because of the ~ 15 dB gain in the low frequency region. Other approaches have a
small sensitivity in the low frequencies, yet the sensitivity curves increase as the frequency
increases. Interestingly, EID approach displays a peak around 50 rad/sec and the curve falls
as the frequency approaches 100 rad/sec and the insensitivity to noise is recovered for high
frequencies. In terms of noise input, we desire smaller magnitudes in high frequencies, and
this is obtained best with CFC approach. The level of insensitivity to noise from highest to

lowest: CFC, EID, TDDOBC, CDOBC-OEBDOBC and UDE.

In Fig. 3.9, we show the frequency responses of the Complementary Sensitivity Functions
for each approach. In this figure, we see that EID approach is poorer than the other DOBC
schemes, which maintain the 0 dB level over a fairly large bandwidth without displaying any
resonant peaks. EID approach is more vulnerable to waterbed effect, which shows itself
as a peak provoked in between 6.77 rad/sec and 59 rad/sec., than its alternatives. We sort
the approaches according to the bandwidth, and from the largest to the smallest bandwidth
are TDDOBC, CDOBC-OEBDOBC, UDE, EID and CFC. CSF figure recommends the
TDDOBC as it displays the highest bandwidth.

Fig. 3.10 presents the frequency responses of the Sensitivity Functions. In the figure,
all DOBC schemes fairly suppress the components below 6.77 rad/sec. The suppression
capability in the low frequency region is sorted from the strongest to the weakest
is TDDOBC, CDOBC-OEBDOBC, UDE, EID and CFC. EID approach has a weaker

disturbance attenuation performance for the components between 6.77 rad/sec and 34 rad/sec
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than the other schemes. Additionally, EID approach amplifies the components between 34
rad/sec and 150 rad/sec, which is a negative observation. For high frequencies, all approaches
feature high pass filters. In producing these results, the weighting performance function of

SF is selected as Wg(s) = (0.707s 4 30) /(s + 2).

DSF
CDOBC
0.02 1% OEBDOBC
FR P EID
----- UDE
i TDDOBC : :
ots | o |
i o
°
) 2
g} =
2 E: 80.05 H
= 001 ¢ : <
S E
<C
1 2 3
0.005 F Time (sec.)
0 T S ST Y
1.5 2

Time (sec.)

Figure 3.7 Step response of the Disturbance Sensitivity Function without time delay.

In the next GoF plots, we will consider the time delay effect in the overall performance. Fig.
3.11 illustrates the step responses of the Disturbance Sensitivity Function given in (52). The
worst disturbance rejection performance among the studied approaches is CFC approach,
which is shown separately in the window plot. As can be seen from Fig. 3.11, disturbance
rejection performances can be sorted from the best to worst as CDOBC-OEBDOBC, UDE,
TDDOBC, EID and CFC. Time delay increases the oscillations in the step responses for
almost all DOBC schemes. However, the figure shows that it severely affects EID and

TDDOBC approaches, the responses of which display an oscillatory initial transient.

Fig. 3.12 shows frequency responses of the Noise Sensitivity Function under time delay

conditions. We see that the time delay increases the sensitivity to noise for all DOBC
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Figure 3.8 Frequency response of the Noise Sensitivity Function without time delay.
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Figure 3.9 Frequency response of the Complementary Sensitivity Function without time delay.
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Figure 3.10 Frequency response of the Sensitivity Function frequency response without time delay.

approaches in high frequencies except CFC approach. The noise sensitivity responses from
the strongest to weakest can be sorted as CFC (most insensitive to noise), EID, TDDOBC,
CDOBC-OEBDOBC and UDE (most sensitive to noise).

In Fig. 3.13, we present the Complementary Sensitivity Function behaviors under time
delay conditions. Time delay makes the EID approach more vulnerable to waterbed effect
than other approaches. This is visible from the peak observed between 5 rad/sec and 67
rad/sec. Yet, EID recovers for high frequencies with a poor bandwidth. In this figure, CFC
displays the poorest performance then comes the EID approach. This is mainly because of
the bandwidth comparison with the other approaches, which display a resonant peak around
190 rad/sec and the ordering is done by considering the magnitude at this frequency. This

leads to the following sorting UDE, CDOBC-OEBDOBC, TDDOBC, EID and CFC.

Fig. 3.14 depicts frequency responses of the Sensitivity Function under time delay
conditions. When Fig. 3.14 are examined, it can be seen that the time delay increases

the amplification magnitude of EID approach between 31 rad/sec and 150 rad/sec. The
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other approaches try to preserve the high pass filter properties with some oscillations after
100 rad/sec. As discussed for Fig. 3.10, the attenuation capability order for the low
frequency components from strongest to weakest is TDDOBC, CDOBC-OEBDOBC, UDE,
EID and CFC. EID approach has a better suppression performance than UDE approach below
6.77 rad/sec. Considering the resonant peak magnitude around 190 rad/sec UDE approach

produces the smallest peak magnitude, which is a good property.

As discussed above, OEBDOBC approach produces identical results with CDOBC approach
since K, 1s chosen as in (56). Although they have the same performance, OEBDOBC
proposed in [54] does not require the inverse of nominal plant model and it is advisable also

for non-minimum phase systems when compared to CDOBC structure.

DSF
0.03
CDOBC
0.025 3 OEBDOBC
HER EREEE EID , , ,
002 Hi [T~ UDE
TDDOBG 01 | ]
3
0.015 2
x S I
o 2 0.05
g oot <
£ 0.005 ii R 0 1 2 3
E Time (sec.)
0
-0.005
-0.01
0 0.5 1 1.5 2
Time (sec.)

Figure 3.11 Step response of the Disturbance Sensitivity Function with time delay.

Table 3.3 gives a summary of fundamental properties of the approaches, namely, the
necessity to an inverse nominal model, vulnerability to waterbed effect, insensitivity to noise

and time delays and the structural representation are listed for each approach.
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Figure 3.12 Frequency response of the Noise Sensitivity Function with time delay.
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Figure 3.13 Frequency response of the Complementary Sensitivity Function with time delay.
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Table 3.3 Fundamental properties of the approaches.

CDOBC OEBDOBC EID TDDOBC UDE
Inverse Required Yes No No No No
Waterbed Effect Vulnerability No No Yes No No
Insensitivity to Measurement Noise =~ Poor Poor Good Poor Very Poor
Insensitivity to Time Delay Good Good Very Poor Poor Very Good
Structure TF TF TF-CCF CCF OCF

Table 3.4 lists the rankings given above for the practicing engineers, who may give

more importance to one quality than the others.

In the table, column 1 represents the

well performing approach(es) whereas the column 5 gives the poor performing one(s).

According to the table, if there is no time delay in the process model, TDDOBC is

a satisfactorily successful approach with average performance in NSF measure.

Under

time delay conditions, TDDOBC provides average performance, yet, we see that the

CDOBC-OEBDOBC approaches perform well in general. The table does not recommend a
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particular approach persistently, and the contribution of this work is to unfold the approaches,

which perform well and poor for which of the measures named DSF, NSF, CSF and SF.

Table 3.4 DOBC performance rankings for the measures DSF, NSF, CSF and SF (* denotes time

delay).
1 2 3 4 5
DSF TDDOBC CDOBC-OEBDOBC UDE EID CFC
NSF CFC EID TDDOBC CDOBC-OEBDOBC UDE
CSF  TDDOBC CDOBC-OEBDOBC UDE EID CFC
SF TDDOBC CDOBC-OEBDOBC UDE EID CFC
DSF* CDOBC-OEBDOBC UDE TDDOBC EID CFC
NSF* CFC EID TDDOBC CDOBC-OEBDOBC UDE
CSF* UDE CDOBC-OEBDOBC TDDOBC EID CFC

SF* TDDOBC CDOBC-OEBDOBC UDE EID CFC
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4. DISTURBANCE OBSERVER BASED CONTROL
ARCHITECTURES FOR QUADROTORS

Uncertainty and unavoidable external disturbances such as wind, unmodeled dynamics,
neglected aerodynamic effects, variable weight suspended payloads, measurement and input
noise make controller design even more difficult. While wind and variable weight suspended
payloads are the environmental factors, unmodeled dynamics and measurement noise are
caused by the modelling errors and available sensors, respectively. Some of these unknown
factors are the matched external disturbances as they effect the control input signal for the
rotational motion of the quadrotor. For better understanding, while the effect of wind on
rotational movement of a quadrotor is considered as matched disturbance, the effect of wind
on translational movement of a quadrotor is considered as unmatched disturbance. The
rejection of unmatched disturbances is the out of scope for this thesis study. Disturbance
resistant control systems generally reject the disturbances up to a certain limit. Therefore,

bounded matched external disturbances will be considered.

Morover, a nonlinear controller that is designed by taking into account nonlinear quadrotor
dynamics namely BSC is used in all simulation studies. Whether a linear or nonlinear
controller is preferred, it has been confirmed by simulation studies that when the DOBC
structures presented here are integrated into the general quadrotor control system, the system

becomes more robust.

4.1. Mathematical Model of a Quadrotor

This section presents the mathematical equations required for a quadrotor unmanned aerial

vehicle control. We select the quadrotor model as in Fig. 4.1.
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Figure 4.1 The quadrotor model in cross configuration (ENU frame)

mi (cypsocy + spse)U, + dy
mij| = | (spsecy — cySe)U, + d (61)
mz (cocy)U, —mg +d,

L.p (U(;s -+ (Iy — ]Z)Q’/‘ — JQQS> + d¢>
L7 (Uy + (I = 1y)pq) + dy

Eq. (61) and (62) are the translational and rotational dynamics of a quadrotor, respectively.
Where, c : cos and s : sin, x,y, z are the relative position of a quadrotor in the inertial frame,
¢, 0,1 are the Euler angles, p, ¢, r are the body angular rates, m is the quadrotor mass, [ is
the quadrotor body diagonal inertia matrix, g is the gravity acceleration, U, is the total lift
control force input, Uy, Uy, Uy, are the torque control inputs, J is the propeller moment inertia
value, d,, d, are the bounded unknown mismatched external disturbances, d., dg, dy, d,, are
the bounded unknown matched external disturbances, and finally (g is {25 4+ €24 — €21 — Q3.
Q; is the 7' motor speed. Eq. (63) shows the conversion from the body angular rates to the

Euler angle rates.
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(é 1 S¢t9 C¢t9 P

9=Oc¢—s¢q (63)
o ooz o=l

Eq. (64) shows the rotation matrix from body to inertial frame.

CypCop  CypSeSh — SyCo  CypSeCh + SySe
R = SyCh  SypSeSe -+ CyCp SySeCyp — CyS¢ (64)

—Sp CoS¢ CoCy

We can write the following control input equations by using the quadrotor model in Fig. 4.1.

U, 1 1 1 1 fi
Uy S Y S fo
e I 6
ol 17 v v ||
Uy —K K —K K fa
1 V2 V2 1
Q% 1Kr  4Kpl — 4Kpl — 4kKp Uy
2 1 V2 V2 1
Q2 _ |2rr TAKrl  aKgl 1kKp Us
= (66)
QQ 1 V2 V2 1 U
3 1Kp  4Kpl 1Kl 1K p 3
1 V2 V2 1
szl 1Ky  4AKpl  4Kgl  4xKp Uy

where, U is the control signal, 2 = [2; Q5 Q3 94]T is the actual rotor speed in rad/sec, f;
is the thrust value generated by each rotor, [ is the arm length of the quadrotor, and « is the
conversion factor between the thrust and the torque values. 7; = xf;. 7; is the torque value
generated by each rotor. f; = KpQZ?. Kp is the positive motor thrust factor. We use the

below first-order transfer function as a rotor dynamics model.

Qi(s) 1
Qui(s)  Trws + 1 (67)

42



where, T, is time constant of the rotor dynamics and Qg = [Qq Qa2 Quz Qua]” is the

desired rotor speed in rad/sec.

4.2. Robust Control Schemes for the Quadrotors

In this section, we present in detail five disturbance observer based control schemes for the
quadrotors, three in frequency domain and two in time domain. Let rq = [2q ¢q 04 1a|”
denote the reference signals for altitude and attitude behaviors. Let y, = [z ¢ 0 |7
denote the actual altitude and attitude states. d, n and d are the external disturbance input,
measurement noise input and estimation of the lumped disturbances, respectively. Reference

signal tracking error e is as follows.

e=Tr4—Yr (63)

In the given DOBC block diagrams in the next subsections, ‘Att&Altitude Controller’ block
is the baseline controller. ‘Quadrotor Dynamics’ block is the nonlinear equations of the
quadrotor and contains Eq. (61), (62), (63) and (64). While ‘Force&Torques to Speed’ block
is the square root of Eq. (66), ‘Speed to Force&Torques’ block includes Eq. (65). Finally,
‘Actuator Dynamics’ block includes Eq. (67) for each rotor. Altitude variables for DOE parts
of the approaches presented in this paper are taken zero as we take into account the external

disturbances in attitude behavior of the quadrotor.

4.2.1. Conventional Disturbance Observer Based Control (CDOBC) Scheme

Fig. 4.2 shows the overall attitude and altitude control scheme using CDOBC approach
for the quadrotors. As shown in Fig. 4.2, Disturbance Observer structure consists of
a combination of the inverse of nominal plant and Q(s) low pass filter. LPF design
directly effects the disturbance rejection capability of the overall system. To achieve a good
disturbance rejection performance in the attitude control of the quadrotors, we recommend
designing Q(s) LPF by following the steps below instead of first-order LPF.
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1. Develop a simple and fast Proportional-Derivative (PD) controller under the unit step

reference input function for the nominal plant of the quadrotor.

2. Take overall closed loop system as Q(s) LPF.

To find the inverse of nominal plant and design a Q(s) LPF, we obtain the following nominal

plant of the quadrotor after the linearization process of nonlinear quadrotor dynamics.

T T
603] = ot e 3] <69>
As a consequence, ‘Inverse of Nominal Quadrotor Dynamics’ block generates the following

output.

e = diag(0, I.s*, Iysz, Ls)y: (70)

‘Q(s)’ block is found as follows from the above LPF design steps.

K,

Q(s) = diag(0, —= = L Vot
s*+ Jis+ 2

Kq Ky Kq Ky
7,511, LSt T

(71)

Ky K,
324—%3—}—[—7’ 32—1—%54—[—7’
Y Yy z z

where, K, and K are the PD controller parameters for LPF design.

4.2.2. Output Error Based Disturbance Observer Based Control (OEBDOBC)

Scheme

Fig. 4.3 shows the overall control structure based the output error based disturbance observer
estimator presented in the study of [1]. Their D/UE structure is adapted for the quadrotors.

In D/UE structure, ‘Quadrotor Dynamics’ block includes (69). ‘K,ps’ block has a simple

45



s10101penb ay) 10J swayds DFOAIHO €' 231

Jojewns3 Auiepaoun/eoueginisia,

sq0y

solweuA( Jojoipend
[eUIWON

solweuAq Jojoipend)

<

A

|eUIWON
+ solweuAq
< y
£ + X Jojoipenyd)
v ]
sanbuo) 992104 solweuAq paadg 0}
n 0} paadg 4@. l01enjoy Py |senbiolgeoiod

Jg|jonuo)
SpNIVY 8NV

46



PD control structure obtained for the nominal plant (69) under the unit step reference input

function (LPF design step 1). The following equation can be written for the observer part.

€=Y¥Yr —Yrn — Yrobs (72)

where, yon = [0 &, 0, |7 is the nominal output of the quadrotor and y,ops =

[0 @obs Oons Yovs)T is the output of observer part.

4.2.3. Equivalent Input Disturbance Based Control (EIDBC) Scheme

Fig. 4.4 illustrates the equivalent input disturbance-based control structure. We adapt it from
the work of [18] for the quadrotors. EIDBC scheme requires a state observer design part and

LPF design part independently.

State observer design block diagram is demonstrated in Fig. 4.5. It includes the following

equation and ‘B;"’ block.

%i(t) = AniX(t) + B Ui(t) + Lilyri(t) — (1)) (73)

B = (By; Bui) '(Bal L)) (74)

where, i € (¢,0,1), X;(t) and 7;(t) = C,;X;(t) are the observer plant state and its output,
respectively. L; is the observer gain. A,,;, B,; and C,,; matrices are system matrix, control
matrix and output matrix of nominal plant in controllable canonical form, respectively. U; is
control signal for roll, pitch and yaw movements. (A,; € R?*2, B,; € ®R2*!, C,; € R,

L; € R¥1, B € R12, %, € R¥, ; € RV LPF ‘F(s)’ is chosen as follows.

T, T, T,
s+T. s+T. s+ 1T,

F(s) = diag|(0, ) (75)

where, T, is the LPF cutoff frequency.
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Figure 4.5 State Observer block diagram in EID scheme

4.2.4. Time Domain Disturbance Observer Based Control (TDDOBC) Scheme

Time domain disturbance observer based control scheme is presented in Fig. 4.6 ([? ]). Fig.
4.7 shows Disturbance Observer block diagram in DOE part of it. Disturbance Observer

design introduces the following dynamics.

Ul(t) = _Lanz(U1<t> -+ inl(t» — Lz(Anziz(O + BniUcm"ri(t)) (77)

where, i € (¢,0,1), X;(t) is the disturbance observer plant state. L; is the observer gain.
A,;, By, and C,,; matrices are system matrix, control matrix and output matrix of nominal
plant in observable canonical form, respectively. U,,.; is corrected control signal for roll,

pitch and yaw movements. (A,; € R2*2, B, € 1%L, C,; € B2 L; € RP2, %, € R2XY)
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Figure 4.7 Disturbance Observer block diagram in TDDOBC scheme

4.2.5. Uncertainty Disturbance Estimator Based Control (UDEBC) Scheme

Fig. 4.8 demonstrates the uncertainty and disturbance estimator based control scheme ([20]).
The main idea for designing a UDE based controller for the quadrotors is to obtain coupled
dynamics from decoupled dynamics of the quadrotors, and to treat their nonlinear terms as
uncertainty and disturbance. As a consequence, when we follow the procedures in the study

of [49], we obtain the following UDE controller rule by simplifying the equations.

Where, 1 € (¢,9,¢), [[¢ [9 Lp] = [[x [y [Z] and €gi — )\iei + 61 KZ,T;,)\Z are the UDE
controller parameters. 7; determines the required low pass filter cutoff frequency for the

uncertainty and disturbance estimation. UDE controller rule includes the low pass filter

Gf = 1/(TS + 1).

4.2.6. Baseline Controller Design

As linear controllers such as PID and LQR are obtained for the simplified model of the
quadrotors, strong disturbances are poorly rejected ([40]). However, even if there is a
controller with the worst performance in disturbance rejection, DOBC approaches with
2-DoF structures remove this disadvantage and add strong robustness against disturbances
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and uncertainties. We chose the BSC approach which has better disturbance rejection
capability than linear controllers as baseline attitude and altitude control to take into account
all the nonlinear dynamics of the quadrotor. When we execute the rules presented in the work

of [38], we obtain the following BS control signals.

m ..
U, = W(mz +e, +g— Ozz1(6bz + % ez) — CYzerz) (80)

where, a1, a5 are the BS controller parameters for altitude control, e, = 74, — y,, and

€bz = Yrz — Tdz — Oz1€;.

U¢ = ]x(fd(b + 6¢ — aléz/} — agéQS — Oé¢1 (€b¢ + Oz¢16¢) — Oé¢2€b¢) (81)

where, a1, ago are the BS controller parameters for roll angle control, e, = 744 — Yre,

ey = UYrg — Tdp — Qp1€g, a1 = (I, — I,)/1, and ay = —J /1.

Ug = I,(Ta9 + €9 — asd) — asQs — gy (epp + 1€9) — gacrp) (82)

where, ayi, ago are the BS controller parameters for pitch angle control, ¢y = 74 — Y9,

ey = Yro — Tdo — Qg1€g, a3 = (I, — 1)/, and ay = J/I,,.

Uw = Iz(fdw + Gw — CL59‘QZ'5 — Oéq/,l(ebw + Oéwlew) — a¢26b¢) (83)

where, a1, aye are the BS controller parameters for yaw angle control, ey, = rgy — Ypy»

Cop = Yy — Tap — aprey and as = (I; — 1) /L.

4.3. Simulation Parameters

4.3.1. Physical Parameters of the Quadrotor Model

We chose the Crazyflie 2.0 nanoquadrotor platform to show the effectiveness of the control
schemes presented in this paper. The Crazyflie 2.0 nanoquadrotor platform parameters are
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given in Table 4.1 ([55]).

Table 4.1 Physical parameters of the Crazyflie 2.0 nanoquadrotor

Symbol  Value(Unit)

m 0.028 (kg)

l 0.065 (m)

Krp 1.61 x 1078 (N.s?)

K 0.006

I, 16.571710 x 1075 (kg.m?)
I, 16.655602 x 1076 (kg.m?)
I, 29.261652 x 107¢ (kg.m?)
g 9.8 (m/s?)

J 0

Trot 0.05

Qonaa 3050 (rad/sec)

Qonin 0 (rad/sec)
Uimaz ~ 0.71 (N)

Utmin 0.07 (N)

Trmaz 1 x 1073 (Nm)
Timin —1x 1073 (Nm)

4.3.2. Baseline Controller Parameters

Table 4.2 shows the BS controller parameters presented in subsection ”Baseline Controller
Design”. These parameters were found by trial and error such that the settling time is
less than 1 second for attitude control, 3 seconds for altitude control and no overshoot. It
should be noted here that we do not concentrate on finding the most appropriate parameters
for baseline controller preferred as it will affect the tracking performance rather than the

robustness of the system, regardless of the way the parameters are found.
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Table 4.2 BSC approach parameters

z ¢ 0
a,p 2 6 6 6
a0 1 6 6 6

4.3.3. CDOBC Approach Parameters

Table 4.3 illustrates the parameters required for the LPF design proposed by us in subsection

”CDOBC Scheme”.

Table 4.3 CDOBC approach LPF design parameters

K, K,
0.2 0.005

4.3.4. OEBDOBC Approach Parameters

The following equation is the output of ‘K,ps’ block for each rotational movement of a

quadrotor.

d; = Kpigi + Kgi€; (84)
where, i € (¢, 0,1).

Observer parameters required for the design of ‘Kops’ block are given in Table 4.4.

55



Table 4.4 OEBDOBC approach observer parameters

z ¢ 0 VY
K, 0 02 02 02
K4 0 0.005 0.005 0.005

4.3.5. EIDBC Approach Parameters

The following equations show the system matrix, control matrix and output matrix of

quadrotor nominal plant for each rotational motion.

00 1
10 0
00 1

An9 = Bn@ - Cn@ = 1060040 (86)
10 0
00 1

Am/; = an = an = 1034174 87)
10 0

We give the EIDBC approach observer gain parameters in Table 4.5. These parameters
were found by the Ackermann method. Moreover, for LPF ‘F(s)’ block, we set T, cutoff

frequency in Eq. 75 as 100 rad/sec.

Table 4.5 EIDBC approach observer gain parameters

¢ 0 (G
L; [0.49720.0058]7 [0.4997 0.0058]7 [0.8778 0.0102]T
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4.3.6. TDDOBC Approach Parameters

The following equations show the system matrix, control matrix and output matrix of

quadrotor nominal plant for each rotational motion.

00 60344
ALy = Bus = Cup= (01 (88)
10 0
00 60040
An9 = Bn@ = Cn@ =101 (89)
10 0
00 34174
Anw = 7Bn1/1 = 7Cnd} =01 (90)
10 0

Table 4.6 presents the observer gain parameters found by the Ackermann method.

Table 4.6 TDDOBC approach observer gain parameters

¢ 0 (G
L; [0.0080.003] [0.0080.003] [0.0080.003]

4.3.7. UDEBC Approach Parameters

UDEBC approach controller parameters in Eq. 79 are given in Table 4.7. The UDE controller
parameters were selected by following the parameter finding steps in the reference study of

[56].
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Table 4.7 UDEBC approach parameters

¢ 4 (&
K; 4 4 4
T; 0.001 0.001 0.001
i 2 2 2

4.4. Simulation Experiments

In this section, two flight simulation scenarios are considered to verify the presented
disturbance observer schemes. The goal of the first scenario is to show that external
disturbances (dg, dy, dy) in the rotational dynamics of the quadrotor are rejected under the
attitude trajectory commands while the altitude are maintained at a constant value. In the
second scenario, we aim to demonstrate the practical applicability of the disturbance observer
based control approaches under the certain reference way-point and trajectory commands.

All simulation parameters are given in the appendix section.

For the first scenario, we selected the magnitudes of the external disturbances in the rotational
dynamics as shown in Fig. 4.9 and applied them to the quadrotor for 80 seconds under the
given roll, pitch and yaw reference signals. Fig. 4.10 presents the attitude and altitude
behaviours of the quadrotor. Under a constant altitude reference value, while all DOBC
approaches rejected the applied external disturbances, BSC approach could not perform the
same disturbance rejection performance. When we zoom in the roll behavior of the quadrotor
in Fig. 4.11, it can be seen that EIDBC and UDEBC approaches have worse disturbance
rejection performance than other DOBC approaches. It should be kept in mind that
disturbance suppression performances of EIDBC and UDEBC approaches can be improved
after adjusting the parameters like bandwidth parameters in the DOE structures. For our
simulation studies, their rejection performances are within acceptable limits without any
adjusting. Fig. 4.12 illustrates the actuator behaviors of the quadrotor under the disturbance.

From Fig. 4.12, we can see that BSC and UDEBC transmit the external disturbance effects to
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the actuators. These actuator oscillations in the BSC and UDEBC approaches cause actuator
ESCs to overheat in case of continuous exposure to external disturbances. It should not be

forgotten that flight accidents may occur as a result.

0-15 T T T l l T l l l
BSC
0.14 { UDE b
TDDOBC
0.13 R CDOBC N
OEBDOBC
0.12 H EID i
0.11 H -
W\ A AL
s VIV IV VIV / /
0.09 i
0.08 .
0.07 i
0.06 i
0.05 ' : ' '
70 72 74 76 78 80

Time(sec)

Figure 4.11 Roll behavior of the quadrotor (zoomed in).

For the second scenario, we added an outer loop controlling translational motions to attitude
control mechanism in Fig. 4.13, and issued both the reference way-point and trajectory
commands after setting the magnitudes of the external disturbances in the rotational
dynamics as shown in Fig. 4.14. Position block control rule in Fig. 4.13 includes Eq.

(91)-(92) and (93).

ba| | L2 ()i, — c(w)iy) €2V
6, A (4, + 5(2)3p)
Tp _ Kvxévx (92)
Yp Koy Cuy
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€xs €y o bd;, 0
—>» Position Controller

Figure 4.13 Position controller block for the quadrotors.

where, é,, = v4, — p is the velocity errors and K,, = 3 is velocity control coefficient

(p = z,Y). vgp 1s found as Eq.(93).

(o . Kxem (93)
Vdy Kye,

where, e, = ps — p is the position errors and K, = 1 is position control coefficient.

Table 4.8 presents the simulation parameters. We took into account measurement noise as
well as external disturbances to demonstrate the practical applicability of DOBC approaches.
While we gave commands that change in one direction in Cartesian space for the way-point
command case, we gave the following simultaneously changing commands for the trajectory

command case.

0 t < 20sec.

T = S2%in(%t) 20 <t < 80sec. 94)

140—t ;o / 2mt
“5-tsin(5g) ¢ > 80sec.

0 t < 20sec.

Ya = § S2cos(3) 20 <t < 80sec. 95)

M-tcos(Zt) t > 80sec.
(
10tanh(f) ¢ < 20sec.

Zda = § 10 20 <t < 80sec. (96)

% t > 80sec.

\
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Table 4.8 Simulation settings for the second scenario

At Simulation step size 0.001 sec.
T Flight time 140 sec.

o,  Variance of positional noise 0.001

0,  Variance of velocity noise  0.001

At, Noise step size 0.1 sec.

x107° Disturbance Magnitudes

1" Wf

0 20 40 60 80 100 120 140
Time(sec)
x10®°
5 - .
- 0
_5 - -
-1 0 1 [ B EERERRREAE 1 1
0 20 40 60 80 100 120 140

Time(sec)

Figure 4.14 Magnitudes of external disturbances for way-point and trajectory tracking of Crazyflie
2.0.

Fig. 4.15 shows the roll, pitch and altitude behaviours of the quadrotor under the way-point
reference commands. Fig. 4.16 depicts the angular speeds of the quadrotor for the same
command set. In Fig. 4.17 and 4.18, translational behaviours of the quadrotor are presented.
For the trajectory commands case, Fig. 4.19-4.22 illustrate the orientational, actuator and
trajectory tracking behavioursof the quadrotor. Scenario 2 simulation studies (Fig. 4.16 and

4.20) have shown that the UDE method is also more sensitive to measurement noise.
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x[m]

y[m]

Z[m]

10 T T ™ T
5r 4
ref
0 UDE i
TDDOBC
51 CDOBC i
OEBDOBC
1o | | EID
0 20 40 60 80 100 120 140
Time[sec]
10 T T T T
5r 4
O -
5 F .
-10 1 1 1 1 .
0 20 40 60 80 100 120 140
Time[sec]
Figure 4.17 Way-point tracking position behaviors of the quadrotor.
ref
UDE
15 TDDOBC
CDOBC
OEBDOBC
EID
10
5
U
10

0

Y[m] -0 10 X[m]

Figure 4.18 Way-point tracking 3D behaviors of the quadrotor.
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Figure 4.21 Trajectory tracking position behaviors of the quadrotor.
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UDE
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Figure 4.22 Trajectory tracking 3D behaviors of the quadrotor.
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BSC scheme failed to follow the both way-point and trajectory reference commands.
However, all DOBC approaches have successfully completed the given way-point and
trajectory commands. The experiments made proved the practical applicability of these

methods, which are successful even under measurement noise.
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5. PROPOSED METHOD

5.1. Disturbance/Uncertainty Estimator based Control Scheme

For an LTI system, the general equivalent input disturbance representation of it can be given

as

#(t) = Ax(t) + B(u(t) + d(t)), y(t) = Cu(t), (97)
where A € R™", B € R™*!, C € R, z(t) € R™, y(t) € R, u(t) € Rand d(t) € R.

Fig. 5.1 illustrates the disturbance/uncertainty based control scheme proposed in [1], where,
K is the main controller, u(t) € R is the output of the main controller, n(t) € R is the
observer error, K is the observer controller, d(¢) € R is the equivalent input disturbance
and cz(t) € R is the mixed estimations of disturbance/uncertainty. The perturbed plant Pis

as follows:

PeP1+AWy) | V|A]le <1, (98)

where P, Wr and A are the nominal plant, robustness weight function and unstructured
uncertainty function, respectively. The transfer function of the nominal plant (P) is given as

below.

P=C(sI—A)"'B. (99)

5.2. Proposed Scheme

Controller design procedures of K and K, in Fig. 5.1 are given in [1, 54] for equivalent LTI
systems (97). Robustness figures of the closed loop system can be generated for designed K
and K using the following co-sensitivity and sensitivity expressions.
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Figure 5.3 Learning phase steps.

o PK(1+ PK,)
1+ PK + PKy, + PPK K,
S=1-T. (101)

(100)

After designing the main controller and observer controller structures, we implemented
an adaptive method using support vector machine approach, which is a powerful machine
learning technique for regression and classification problems, presented in Figs. 5.2-5.4.
While Figs. 5.2-5.3 illustrate the learning phase of proposed scheme, Fig. 5.4 shows
the overall online adaptation scheme after learning phase. According to the figure, one
understands that the adaptive scheme matches the plant uncertainty iteratively using ML
techniques and the new nominal system is used in the lowest disturbance prediction loop to

cancel out the disturbance d.
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Supervised learning process in the block diagram presented in Fig. 5.2 consists of four steps
and is depicted in Fig. 5.3. Receiving and saving data periodically constitute the first step of
this process. An important issue in this step is to save data-sets that contain as much variation
as possible in the time-domain using different disturbance and uncertainty models. This is
critically important to distinguish the components of a mixed signal. In this thesis study,
we consider harmonic disturbance model and constant unstructured uncertainty model, i.e.

|A| <1, A € R. Time-domain sinusoidal disturbance model is defined as

d(t) = Asin(27 ft). (102)

For constant unstructured uncertainty model, while weight function W in (98) is i th-order
transfer function with poles and zeros in a Butterworth pattern to meet the specified gain

constraints, A € (Ain, Amaz)-

The data-sets constitute the crux of the approach. We perform several experiments to collect
the numerical data. In the first set, input disturbances (d(t)) are available yet there is no plant
uncertainty (A = 0). In the second set, we have plant uncertainty (A) yet no disturbance
(d(t) = 0) in the control channel. Such a data-set describes the decoupled effect of each
factor on the output signal and constitutes a labeled input to a learning agent. Each data-set
contains a certain duration time-domain D/U estimation signal sampled at a certain period the
system is in the steady regime. In a real scenario, the experiments without plant uncertainty
might not be conducted and the best known nominal model could be used to generate the

training data to execute the proposed algorithm.

In the feature extraction step, /N-point Fast Fourier Transform (FFT) is computed and the
FFT magnitudes are used in the sequel. For each data-set, a feature vector is created. Feature
vector is an m-dimensional vector consisting of the single sided magnitude of calculated
FFT (SSMoFFT), the mean absolute value (MAV) of it and the zero crossing (ZC) value of
time-domain signal. ZC value represents the number of signal crossings of the given input

signal. The feature vector structure is defined as
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F, = [SSMoFFT MAV ZC| € R™ (103)

After feature extraction step, machine learning approaches can be applied to the obtained
data-sets. For the proposed ML assisted disturbance/uncertainty estimator based control
scheme, we have used e-Support Vector Regression (e-SVR) as the regression machine

learning model. e-SVR solves the following primal problem:

1 .
min -w w+0C i — ¢
wb(Cr 2 ;(g )

subjectto  y; — W p(x;) — b < e + G, (104)
wio(x;) +b—y < e+,
G, ¢ >0,i=1,...,n
where x; € RP is training input vectors (+ = 1,...,n), y € R" is a vector containing
regression (output) values and C' is a penalty term. The value of ¢ defines a margin of

tolerance where no penalty is enforced over errors. In the above optimization problem, ¢

stands for the kernel trick, [57]. The main goal is to find w € R” and b € R.

The dual problem is as given below and it is a convex optimization problem that can be

solved.

min 5(04 —a""Q(a — a*)+

e’ (a+a) -y (a—a) (105)
subjectto e’ (o —a*) =0,
0<a,a"<Cii=1,..,n
where e is a vector composed of all ones, Q is n X n positive semi-definite matrix, Q;; =
K(x;,x;) == ¢(x;)T¢(x;) with K being the kernel. (v — a*) is the vector of coefficients
of the dual problem. An in-depth treatment of support vector machines and the optimization

algorithms can be found in [57, 58].
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The data-sets used for the optimization of e-SVR contain samples, in which the output is zero
if only uncertainty is active, one if only input disturbance is active. Input vector of the e-SVR
is m-dimensional feature vector given in the feature extraction step. Such a data-set structure
enables us to define the boundary of disturbance-active region and uncertainty-active region
in the input space and it further lets us interpolate between these regions if both disturbance
and uncertainty are active and mixed at different levels. The machine learning model
obtained with the minimum mean squared error (MSE) value after the training and testing
processes is obtained first and it is used in the online plant adaptation process as shown in

Fig. 5.4.

Fig. 5.4 presents the proposed overall control scheme including online adaptation process.
The main purpose is to update the nominal model iteratively to match its response to that of

the perturbed/uncertain system. The adjustable nominal plant is defined as

P(s) = P(s)(1 + AWy (s)), (106)

where A is the estimate of A. A € [Apin, Amaz) C R and initial A value A\o =0. As a
result, initially P(s) = P(s).

The following items describe the modules in the proposed scheme seen in Fig. 5.4.

* Data Capture: The module receives the D/U estimation values (cf) at a certain duration
intervals and transmits the relevant part of the received data (ch) to the “Feature
Extraction” module. This operation is maintained continuously for every new finite

duration data frame.

¢ Feature Extraction: The module creates an m-dimensional feature vector (F},) of the

d,, signal each time a new dj, signal is received.

* ML Model: This module generates a regression value () related to how much of the

lumped D/U estimations are associated to the disturbance and how much is associated
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to uncertainty for the given feature vector (£7,) by using the machine learning model

that has already been obtained in the learning phase. A € [0, 1].

c A Adaptation: A Adaptation” module updates A value with da step resolution
according to the ML Model output (\) by considering a threshold value in the range
of (threshold,1). Algorithm 1 describes the algorithmic flow of the proposed method

including online adaptation processes.
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Algorithm 1 Online adaptation overall process.

N DN = = = = = = e e e
TSN AR U el

W W W W W W W W L W RN NN NN
N A AN R > T B A AN L -

40:
41:
42:
43:

R A A S o

)

By
A, « Ag //auxiliary variable
3 < zo R
Aset < 0 //to append [A )] pair
Set da
Set threshold
Run the system
while true do
/linput: time domain mixed D/U estimations-d
/loutput: A estimation value-A
/IData Capture Module
/linput: d
/loutput: dy
Capture time-domain data
if A not found & dj, is ready then
/IFeature Extraction Module
/linput: dy
/loutput: I,
Extract feature vector
IIML Model Module
/linput: F,
/loutput: \
Run the machine learning model
IIA Adaptation Module
llinput: \
/loutput: A
Append [A, \] to At
if A < threshold then
AO < Ap
Ap <— Ap + ) A
if A, > A,ue — 0a then
ﬁp < find maximum of ..,
A found
else
A not found
end if
else
A found
end if
end if
A +— A, x rampFunction(slope = 0.5)
+ Ag x (1 — rampFunction(slope = 0.5))
end while
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6. EXPERIMENTAL RESULTS

In order to exemplify the proposed scheme, we consider a second order LTI system, which
allows the user to reproduce the results. The dynamic system in (107) represents the nominal

plant transfer function of the system under consideration.

1

P(s) = —— 107
() = 25705 7 20 aon

Remark 1: The plant model is chosen deliberately simple to demonstrate the goals of this
study. We aim to devise an algorithm that senses the effect of the proportions of disturbance
and uncertainty in an observed output variable. Choosing a more complicated (possibly
nonlinear and multidimensional) model would make understanding the contributions of the
current work difficult. We avoided the plant specific difficulties to discuss and unfold the

algorithm-specific issues.

The main controller /K is designed for the nominal plant and it is a
proportional-integral-derivative (PID) controller meeting the performance criteria, 1)
32 rad/s bandwidth and i1) 90 degrees phase margin. These specifications indicate that a
reasonably fast response is requested. The controller K satisfying these specifications is

defined as

1
K(s) = K, + K;— + Kgs, (108)
S

where, K, = 320, K; = 796 and K, = 32.2 are proportional, integral and derivative gains,

respectively. Fig. 6.1 illustrates the step response of the nominal closed loop system.

The perturbed plant is chosen as

P(s) = P(s)(1 4+ AWy(s)), (109)

where A = 0.67 and Wr(s) = 358:25827;1 .
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Figure 6.1 Step response of the nominal closed loop system.

K and K5 can be designed together as defined in [1, 54] by considering weighting function
(Wr) defining performance requirements. For simplicity, we set K,s = K. We have
depicted sensitivity (S) and co-sensitivity (7") functions in Fig. 6.2 by using (100) and (101).
When we inspect the data in Fig 6.2, we see that K, is enough to estimate and reject

disturbance/uncertainty, yet one can pursue better K ;s designs than the choice K s = K.

10 T T T T T T T T
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(¥}
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o
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Figure 6.2 Sensitivity and complementary sensitivity functions.

Fig. 6.3 illustrates predicted mixed disturbance/uncertainty results for the perturbed plant

given in (109) and below harmonic disturbance model is adopted.

d(t) = sin(4nt). (110)
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According to Fig. 6.3 and its window plots, we observe that uncertainty (A) causes steady
state errors in estimating the disturbance that enter through the control channel. The response
seen in the figure displays a fast transient and the steady regime is reached after almost 1
second. The window plot (a) shows the initial transient, (b) shows the predicted disturbance
and (c) demonstrates the ground truth. It is evident that the presence of constant A causes
a constant shift in the disturbance estimations. Our goal is to improve the disturbance
estimation performance by eliminating these steady state errors to approximate to the true

value of d(t).

Remark 2: In a general scenario, for a ML model to distinguish the effects of input
disturbances and structural uncertainties, the design engineer is expected to perform a
number of tests that guide the ML model and develop a reasonable decision boundary to
unmix the mutual effects. This tightly depends on the numerical data and the feature set that

embodies the ML model’s input vector.

Table 6.1 Data-set features characterizing input disturbance and plant uncertainty

Features of the Input Disturbance

Type Asin(27 ft) (foin < f < frmaz)
Feature Vector F), Size 40

Data-Set Size (n/2) 500

A 1

fmin 1Hz

Jmaz SHz

Features of the Model Uncertainty

Type A € (Apmin, Amaz) CR
Feature Vector F), Size 40

Data-Set Size (n/2) 500

Apin 0

Az 1
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In order to apply the proposed method to the D/U estimator based control scheme in Fig
5.1, we first need to create a data-set as described in the learning phase steps. In Table 6.1,
the data-set features are given. A total of 1000 data-sets are created. Each data set has a
size of 5-seconds time-domain D/U estimation signal sampled at 1 ms during the steady state
regime of the system and is generated. Random numbers adopted here distribute uniformly
over the ranges determined by the maximum and minimum values given in Table 6.1. Then,
the feature vectors of them are created by adding the associated MAV and ZC values. Each
feature vector is m = 40 dimensional vector and its first N values (N = 38) come from the
single sided magnitude of calculated 4096-point FFT. The 39'" entry is the mean absolute

value (MAV) and the 40'" entry is the zero crossing (ZC) value of time-domain signal.

Fig. 6.4-6.7 show sample disturbance and uncertainty data-sets, where the rightmost
components augment the selected N-element FFT magnitude array with MAV and ZC
values. While Fig. 6.4 demonstrates disturbance estimations and feature vectors of them
for 1.25 Hz and 2.58 Hz harmonic input disturbance frequencies, Fig. 6.5 displays the same
graphics for 3.25 Hz and 4.86 Hz harmonic input disturbance frequencies. In Fig. 6.6 and 6.7,
uncertainty estimations and feature vectors of them are given for 0.18, 0.36, 0.58 and 0.86
constant uncertainty values. In the figures, feature vectors are shown as log of magnitude.
Fig. 6.8 illustrates the 3D principal component analysis (PCA) plot of the whole data-set.
PCA analysis clearly demonstrates that the disturbance and uncertainty are separable and the

usability of data-sets with the learners of machine learning approaches.

As the next learning phase step, we have imported e-SVR regression model from the support
vector machine (SVM) class of scikit-learn Python library, [59]. We have chosen the
model parameters as SVR(kernel = ‘rbf”) (with default parameters) and reserved 75% of the
data-sets for the training. After training process terminates, we observed that the obtained

model reaches a mean squared error value of 0.00708 (MSE;.) for the testing data-set.

Remark 3: In machine learning applications, the eventual performance depends the critically
on the available numerical data. As the number of observations decreases, the performance

deteriorates. However, the abundance of recorded observations enables the designer to obtain
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an accurate model. In the current paper, the number of experiments determines the eventual
performance of the SVM based machine learning model. Therefore, one may not assure
absolute success or absolute failure in such applications. In our experiments, the number of
training data is sufficient to show the enhancement in the overall performance. If the number

of training data is increased, naturally, one should expect better performance.

x  Uncertainty
e Disturbance

3. Principal Component

1. Principal Component

2. Principal Component

Figure 6.8 3D PCA plot of the whole data-set.

For simulation test cases, the ”Data Capture” unit receives the D/U estimation values (cZ) at
1 ms intervals for 15 seconds time frame and transmits the last 5 seconds of received data

(dy) to the “Feature Extraction” module to ensure that the steady state regime is reached.

Figs. 6.9-6.17 illustrate the simulation results. Fig. 6.9 and Fig. 6.10 show the A update rule
behaviors stated in Algorithm 1 code lines 38-39 for two simulation test cases (A = 0.27,
d(t) = sin(2.127t))-(A = 0.84, d(t) = sin(4.377t)). In Fig. 6.11 and Fig. 6.12, ML
Model outputs (\) corresponding to A are depicted for these test cases. For the first test
case, we can see from Fig. 6.11 that the value of A is correctly found above the specified

threshold line. The same can be said for the second simulation test case. However, in Fig.
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Figure 6.9 A update rule behavior (A = 0.27, d(t) = sin(2.12xt), threshold=0.95 and 5 = 0.01).

6.12, we see that the ML Model generates a result close to the threshold line when A is
approximately equal to 0.13 value. From this, it can be deduced that the obtained ML Model
may find wrong A values when there is a mixed D/U including features close to A,,;, and
fmaz values in the system. This problem can be called the early convergence problem. The
sharp drop in ML Model output after early convergence can be used to solve this problem.
In addition, increasing the data-set size and adding the new feature extraction methods will
eliminate these problems. Fig. 6.13 shows the ML Model outputs of a different simulation
test case that produces ML Model outputs below the specified threshold line. In such a case,

A corresponding to the maximum value of ) is the correct A value.

Figs. 6.14-6.17 illustrate the D/U estimation results for two simulation test cases. In Fig. 6.14
and Fig. 6.16, the mixed D/U estimations that are predicted by conventional D/U estimator
are given. Fig. 6.15 and Fig. 6.17 show the proposed ML assisted D/UE based control
simulation results. Our proposed ML assisted D/U estimator found A = 0.26 for the first

test case and A = (.84 for the second test case (A = 0.84). With the proposed method, the
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Figure 6.10 A update rule behavior (A = 0.84, d(t) = sin(4.37nt), threshold=0.95 and 65 = 0.01).

ML Model Outputs

0.8 — — —threshold line

02r 4

0 0.05 0.1 0.15 0.2 0.25
A

Figure 6.11 ML Model outputs (A = 0.27, d(t) = sin(2.127t), threshold=0.95 and 6o = 0.01).
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Figure 6.12 ML Model outputs (A = 0.84, d(t) = sin(4.37xt), threshold=0.95 and o = 0.01).
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ML Model Outputs
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A

Figure 6.13 ML Model outputs (A = 0.87, d(t) = sin(1.497t), threshold=0.95 and o = 0.01).
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actual disturbance is estimated over time. However, conventional D/U estimator predicts the

disturbance with the steady state error due to uncertainty.

When the simulation results are examined, it is obvious that the proposed approach enhances
the disturbance estimation capability of the system when compared to the classical D/UE
based control scheme. Furthermore, Table 6.2 presents A results of 40 simulation test cases
for different A and disturbance values. The studied set of simulation results prove that the
proposed approach outperforms the classical methods by increasing disturbance estimation
performance of the system. To obtain more precise A predictions, the size of the data-set
can be increased and different splitting percentages for training and testing data-sets can be
adopted. As in all ML applications, feeding the learning system by diverse data leads to
accurate spot of the decision boundary. Enhanced input vectors may play the same role as

long as the newly added features’ roles are examined well.
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Table 6.2 Proposed scheme test cases for threshold=0.95 and j5 = 0.01

Test Case d(t) A A
I sin(9.1671) 0.07 0.08
2 sin(9.227t) 0.18 0.18
3 sin(8.907t) 0.29 0.28
4 sin(9.907t) 0.38 0.38
5 Sin(8.007t) 045 043
6 sin(9.4677)  0.56 053
7 sin(8.447t) 0.63 0.65
g sin(8.187¢) 0.71 0.73
9 sin(8.747t) 0.84 0.84
10 sin(9.787t) 0.97 0.97
11 Sin(7.947¢)  0.02 0.01
12 sin(7.507t) 0.13 0.1
13 sin(7.747) 021 021
14 sin(7.24xt) 0.30 0.30
15 sin(7.027t)  0.47 0.45
16 sin(6.967t) 0.52 0.51
17 sin(6.207t) 0.69 0.66
8 sin(6.50mt) 0.76 0.78
19 Sin(6.087) 0.88 0.8
20 sin(7.187t) 0.94 0.92
21 sin(4.087t) 0.08 0.06
22 sin(4.807t) 0.16 0.16
23 Sin(5.767t) 024 0.23
24 sin(4.627t) 0.37 0.38
25 sin(5.067t) 042 041
26 Sin(4.587) 055 0.53
27 Sin(4.307%) 0.63 0.62
28 sin(5.287) 0.73 0.73
29 sin(5.5871) 0.80 0.78
30 sin(4.967t) 0.92 0.92
31 sin(2.067) 0.05 0.04
32 sin(2.627) 0.11 0.09
33 Sin(3.767t) 027 0.26
34 sin(2.227t) 031 0.31
35 sin(3.307t) 0.49 0.48
36 sin(2.547t) 0.52 0.52
37 sin(3.827t) 0.66 0.66
38 sin(3.527t)  0.75 0.74
39 Sin(2.087f) 0.87 0.87
40 sin(3.1671) 0.98 0.8




7. CONCLUSION

This thesis study firstly comparatively discusses five DOBC approaches, namely, CDOBC,
OEBDOBC, EID, TDDOBC, UDE. Their common and equivalent block diagram properties
have been discussed, and nine performance and robustness TFs that provide an in-depth
understanding of these schemes are derived. Four of these TFs are selected as a GoF
equations, and for both uncertain minimum phase and time delay system, robustness and
disturbance rejection performance discussion have been given for five DOBC schemes and
CFC scheme. Our tests have shown that derived GoF equations can be used for qualifying
the DOBC performances. A summary table considering performance and robustness analysis
of DOBC methods and their design requirements are presented. In terms of robustness
and disturbance rejection performance under similar operating conditions, simulation results
recommend the TDDOBC scheme, which outperforms the other DOBC approaches if there
is no process time time delay. Under the time delay conditions, UDE approach is more

advisable than the others.

Secondly, a short tutorial introduction to DOBC approaches for the quadrotors is presented
to obtain robust autopilot architectures. The modelling and controlling of a quadrotor are
explained and five different DOBC approaches are adapted its overall architecture. DOBC
design steps are given in detail by design challenges. To show their disturbance rejection
capabilities and practical applicability, two flight simulation scenarios are carried out. For
all simulation cases, we only took into account the external disturbances in rotational
motions. While we gave the attitude trajectory commands to quadrotor attitude control
architecture in the first scenario, we issued both way-point and trajectory commands to
an outer loop controlling the translational motions in the second one. Presented DOBC
approaches have successfully completed the given reference commands in the presence of the
external disturbances even under the measurement noise. Moreover, simulation experiments
have shown that UDEBC approach transmit the external disturbance and measurement noise
effects to the actuators directly. As a result, for UDEBC approach, it should be kept

in mind that flight accidents may occur due to excessive ESC heating. Baseline attitude
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controller without DOBC approach have failed to follow the given reference commands.
The simulation studies have also proved the practical applicability of these methods, which

are successful even under measurement noise.

Finally, a novel approach to unmix the disturbance and uncertainty is presented. The
classical approaches reconstruct the disturbances entering through the control channels and
the process is subject to the presence of plant uncertainty, which leads to the prediction
of a lumped effect that do not cancel out the input disturbance totally. The approach
presented here uses an adjustable nominal model and an e-SVR approach to decompose the
percentages of the mixture. Such an approach distinguishes the effect of disturbance and the
effect of uncertainty thereby leading to precise cancellation of the input disturbances. The
performance of the presented technique is subject to that of all machine learning systems,
i.e. the amount of training data, chosen learner type, representational diversity of the input
vector, training termination criteria and so on. The claims have been exemplified on a second
order LTT system to avoid the interference of plant specific difficulties. Results demonstrate
that numerical data-oriented methods can offer alternative solutions to decompose a mixed

signal and treat its components separately.

The proposed method is open to improvement and potential field of studies are given below:

* Adaptation algorithm can be changed.
* Different disturbance and uncertainty models can be added.
* Different feature extraction approaches can be suggested.

* Different supervised and reinforcement learning machine learning approaches can be

applied.

* It can be applied on different linear and non-linear disturbance observer based control

structures that directly use the nominal model information.

* New approaches can be suggested using proposed method in Composite Controller
Design and Data-Driven Control schemes.
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* It can be adapted to real physical systems.

[4]
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