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MODELING AND SIMULATION OF X-RAYS RADIOTHERAPY 

Gürdal Gökeri 

ABSTRACT 

In this thesis, various concepts for Microbeam Radiation Therapy (MRT) technique 

were simulated and dosimetric calculations were performed with the Monte Carlo 

technique. In the first part, the dosimetric Monte Carlo calculations in the literature, 

performed with other codes were done with MCNPX to evaluate the suitability of 

the code for micrometric dosimetry at low X-ray energies. The calculated dose 

distributions were consistent with the ones that are given in the literature. In the 

second part, dose distribution calculations for bidirectional interlaced microbeam 

radiation therapy (BIMRT) were performed with realistic and homogenized head 

phantom models. The effect of the realistic phantom’s structure on dose 

distribution was evaluated. The parallel pattern of the microbeam arrays was 

preserved through the head phantom. As the dimensions of the target volume 

were increased, the valley doses increased with the number of microbeams. 

Simulations were performed for cases with and without Au contrast agent 

deposited in the target region and the surrounding tissue. The usage of the 

contrast agent provided a substantial increase in target dose. Short dose falloff 

widths at the edges of the targets were preserved for all cases. In the third part, 

the usage of a linear accelerator (linac) as the radiation source for the stereotactic 

MRT technique was evaluated. Unidirectional single beams and beam arrays were 

modeled in a cylindrical water phantom to observe the effects of X-ray energies, 

beam heights, beam thicknesses and beam intervals on dose distributions. Two 

orthogonally interlaced beam arrays were modeled in a detailed head phantom. 

Calculated dose distributions were compared with the ones calculated for the 

BIMRT. Five orthogonally interlaced beam array pairs were modeled in a 

mathematical head phantom. It was concluded that the advantages of the MRT 

technique would not be preserved with the usage of linac as the X-ray source. 

Keywords: Microbeam therapy, Monte Carlo, MCNP, Au Contrast Agent, Zubal 

Advisor: Prof.Dr. Mehmet TOMBAKOĞLU, Hacettepe University, Department of 
Nuclear Engineering 

Co-advisor: Assoc. Prof. Dr. Cemil KOCAR, Hacettepe University, Department of 
Nuclear Engineering 
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X-IŞINLARI RADYOTERAPİSİNİN MODELLENMESİ VE BENZEŞİMİ  

Gürdal Gökeri 

ÖZ 

Bu tezde Mikrodemet Radyasyon Terapisi (MRT) tekniğindeki farklı konseptlerin 

benzeşimleri yapılmış ve dozimetrik hesaplamalar Monte Carlo tekniği ile 

yapılmıştır. İlk bölümde düşük X-ışını enerjilerinde mikrometrik dozimetri için 

MCNPX kodunun uygunluğunu değerlendirmek üzere literatürde geçen diğer 

dozimetrik Monte Carlo hesaplamaları MCNPX koduyla yapılmıştır. Hesaplanan 

doz dağılımlarının literatürde verilenlerle uyum içinde olduğu görülmüştür.  İkinci 

bölümde iç içe geçmiş iki yönlü mikrodemet terapisi (BIMRT) için doz dağılımı 

hesapları gerçekçi ve homojenize edilmiş kafa fantomlarıyla gerçekleştirilmiştir. 

Mikrodemet dizilerinin paralel şekli kafa fantomu boyunca korunmuştur. Hedef 

hacminin boyutları arttıkça vadi dozları mikrodemetlerin sayısıyla beraber artmıştır. 

Altın kontrast ajanının hedef bölge ve etrafındaki dokularda birikim gösterdiği 

durumlar için benzeşimler gerçekleştirilmiştir. Kontrast ajanının kullanımı hedef 

dozunda önemli miktarda artış sağlamıştır. Hedeflerin yanındaki kısa doz düşüşü 

mesafeleri bütün durumlarda korunmuştur. Üçüncü bölümde bir lineer 

hızlandırıcının stereotaktik MRT için kaynak olarak kullanımı değerlendirilmiştir. X-

ışını enerjilerinin, demet yüksekliklerinin, demet genişliklerinin ve demet 

aralıklarının doz dağılımları üzerindeki etkisinin gözlenmesi açısından tek yönlü 

tek demetler ve demet dizileri silindirik su fantomu içinde modellenmiştir. İki dik 

olarak iç içe geçirilmiş demet dizisi detaylı kafa fantomu içinde modellenmiştir. 

Hesaplanan doz dağılımları BIMRT için hesaplanmış olanlarla karşılaştırılmıştır. 

Beş adet dik olarak iç içe geçirilmiş demet dizisi çifti bir matematiksel fantom 

içinde modellenmiştir. Linac’ın X-ışını kaynağı olarak kullanımıyla MRT tekniğinin 

avantajlarının korunamayacağı sonucuna varılmıştır. 

Anahtar Kelimeler: Microdemet terapisi, Monte Carlo, MCNP, Au Kontrast Ajanı, 

Zubal 

Danışman: Prof.Dr. Mehmet TOMBAKOĞLU, Hacettepe Üniversitesi, Nükleer 
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1. INTRODUCTION 

Microbeam Radiation Therapy (MRT) (Slatkin et al., 1992; Laissue et al., 1998) is 

a technique which uses the principle that the normal tissue can tolerate high 

radiation doses in small volumes (Curtis, 1967). MRT is carried out using arrays of 

highly intense synchrotron-wiggler-generated X-rays with 107 – 120 keV mean 

energy. The typical beam widths are 25 – 50 µm and beam intervals are 100, 200 

or 400 µm (Laissue et al., 1998; Spiga et al., 2006; 2007; Prezado et al., 2009a). 

During the last two decades, potential applications of MRT have been studied 

experimentally at National Synchrotron Light Source at Upton, New York, USA and 

at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. 

The main attribute of the method is its remarkable sparing effect in healthy tissue, 

including the central nervous system (Slatkin et al., 1995; Laissue et al., 1999; 

2001; Dilmanian et al., 2001; 2002; 2007; Regnard et al., 2008a; Serduc et al., 

2008a). The resistance of healthy tissue to radiation damage from beams of 

ionizing radiation with thicknesses in the order of micrometers was first observed 

by Straile and Chase (1963). MRT has the potential to be used for treating infantile 

brain tumours when other kinds of radiotherapy would be highly toxic to the 

developing normal brain (Laissue et al., 2007).  

The reason for the tolerance of healthy tissue to high radiation doses in MRT has 

not been fully understood. It is assumed that the microvasculature in the paths of 

the beams is regenerated from the angiogenic cells surviving in the regions 

between the paths of the beams (Slatkin et al., 1995; Serduc et al., 2006; 2008a; 

2008b). This is said to be not observed in tumour tissue and microvessels of the 

tumour are damaged which can lead to the loss of blood perfusion and tissue 

necrosis (Dilmanian, 2005). However Crosbie et al. (2010) found no qualitative 

evidence of microvascular effect in MRT-irradiated tumours. They claim that 

normal tissue, unlike the tumour, was able to mount an effective repair response to 

remove the damaged cells. The reduction in tumour cell proliferation was 

explained with cell communication responses which are promoted by rapid 

intratumoural migration of maximally and minimally irradiated cells.  

The dose administered in the beams’ paths is named as “peak dose” and the dose 

deposited between two adjacent beams is named as “valley dose”. The normal 
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tissue tolerance to MRT is believed to depend mostly on the valley dose 

(Dilmanian et al., 2002; Martinez-Rovira et al., 2010). Peak-to-valley dose ratio 

(PVDR) is a relative quantity which is necessary to have the information on both 

peak and valley doses. 

In recent studies it was observed that the rat central nervous system tolerated 

microbeams as thick as 0.68 mm. An unsegmented radiation field could be 

produced by interlacing two orthogonal ‘thick’ microbeam arrays, which are also 

named as minibeams (Prezado et al., 2009b; 2009c), aimed at the target 

(Dilmanian et al., 2006; 2008; Anschel et al., 2007; Dilmanian, 2007; Gokeri et al., 

2010). In Dilmanian et al.’s experimental study (2006) spinal cords of four rats 

were exposed transaxially to four 400 Gy, 0.68–mm-thick microbeams spaced 4 

mm apart. Brains of four rats were irradiated with large, 170 Gy arrays of such 

beams spaced 1.36 mm apart. Three of the rats in the first group and all four rats 

in the second group showed no paralysis or behavioural changes. 

For ‘thick’ interlaced microbeam arrays, Monte Carlo (MC) calculations indicated 

80–20% dose falloff width of 30 µm at the edge of the target, which is much less 

than the 2–5 mm value typical for conventional radiotherapy (Dilmanian et al., 

2006; 2008; Gokeri et al., 2010). 

In the interlaced MRT technique, a radiation contrast agent with high atomic 

number (Z), such as iodine, platinum, gadolinium or gold may be administered to 

the target tissue for preferential x-ray absorption (Dilmanian et al., 2006; Dilmanian 

2007). The contrast agent enhances the in-beam dose (dose administered in the 

beams’ paths, peak dose) of the microbeams substantially within the target tissue. 

The dose enhancement is derived from the enhanced photoelectric and Compton 

scattering cross-sections. The Compton scattering cross-section varies linearly 

with Z; however, the photoelectric cross-section scales as Z4 in the considered 

energy interval (Evans 1955). 

Dilmanian (2007) stated that the administration of heavy elements to the tumour 

tissue for large gain in therapeutic efficacy could be best implemented with the use 

of gold nanoparticles (AuNP) (Hainfeld et al., 2004; 2006; 2010). Radiation doses 

to cells near AuNPs preferentially increase from photoelectrons and secondary 
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electron cascades produced by gold atoms interacting with x-rays (Cho, 2005; 

Roeske et al., 2007; McMahon et al., 2008). Gold is known to be chemically inert, 

and AuNPs have been found to be safe in previous animal studies (Hainfeld et al., 

2004; James et al., 2007).  

In the Hainfeld et al.’s (2004; 2010) studies on mice with AuNPs, the nanoparticle 

size was chosen as 1.9 nm to take advantage of the ‘leaky’ vasculature of tumours 

(Dvorak, 1990). Leaky vasculature is due to the smaller dimensions of 

nanoparticles (e.g., 1–100 nm) than the typical cutoff size of the pores (e.g., up to 

400 nm) in the tumour vasculature (Unezaki et al., 1996). 

In a study performed for unidirectional thin microbeams (Regnard et al., 2008b), 

Gd-DTPA was tested as a contrast agent. 9L tumour-bearing rats were laterally 

irradiated with 51 microbeams (25 µm beam width, 200 µm beam interval and 625 

Gy skin dose). It was stated that the combination between an intracranial injection 

of gadolinium and MRT leaded to an increase of the median survival time by a 

factor of 1.5 if compared to the MRT irradiation alone. 

A MC study was performed by Prezado et al. (2009a) again for unidirectional ‘thin’ 

microbeam arrays in a mathematical anthropomorphic phantom. In that study, 

dose enhancement factors (the ratio of the average radiation dose absorbed by 

the tumour when it is loaded with contrast media to the dose absorbed without 

contrast media) were assessed for different iodine, gadolinium and gold 

concentrations. It was further stated that Gd and Au showed a clear superiority 

with respect to I for dose enhancement. 

It is claimed that thicker microbeams may allow the use of higher-energy photons 

(Dilmanian, 2007; 2009; 2010; Dilmanian el al., 2006; 2008), possibly from a 

special X-ray tube (orthovoltage X-ray tube). An unsegmented dose region is 

claimed to be formed in the target when it is irradiated with five orthogonally 

interlaced beam array pairs and the technique is named as stereotactic micro 

beam therapy (Dilmanian, 2009; 2010). The usage of orthovoltage X-ray tube as a 

radiation source has been evaluated at Brookehaven National Laboratory, New 

York, USA (F. A. Dilmanian, 2010, written communication). 
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1.1. X-ray Sources 

1.1.1. Synchrotrons 

Synchrotron light is produced when high-energy electrons, circulating in a storage 

ring, are deviated by magnetic fields. In this study photon energies for 

synchrotron-generated X-rays were sampled from the spectrum calculated 

(Siegbahn et al., 2005) at the ID17 beamline of European Synchrotron Light 

Source Facility (ESRF) at Grenoble, France (www.esrf.eu, 2012). 

Electrons emitted by an electron gun, packed in buches, are accelerated by a 

pulsed electric field in a linear accelerator (linac). Then they pass to a 300-meter-

long circular accelerator (booster synchrotron) where they are accelerated to 

energy of 6 GeV. The booster synchrotron contains radiofrequency cavities and 

bending magnets which hold the electrons in a circular orbit. The strength of the 

magnetic field must be increased and synchronized to the increasing energy of the 

electrons and that is why the accelerator is called as synchrotron.  

The accelerated electrons are than transferred to a vacuum chamber, the storage 

ring which has a circumference of 844 meters. The electrons travel in the storage 

ring for many hours with a current of 200 mA. An illustration of the linac, the 

booster synchrotron and the storage ring of ESRF is given in Figure 1.1. 

 

Figure 1.1. An illustration of the linac, the booster synchrotron and the storage ring 
of ESRF (www.esrf.eu, 2012) 
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The storage ring is not a perfect circle but consists of 32 nodes where the bending 

magnets are and 32 straight regions where the insertion devices are located. 

There are 64 bending magnets in the storage ring. There are 42 experimental 

stations (beamlines) around the storage ring where X-rays are extracted for 

experimental purposes. The beamlines start at the bending magnets and insertion 

devices. ID17 beam line is dedicated to biomedical imaging, radiation biology and 

therapy. 

The bending magnets force the electrons into a curved trajectory. As the electrons 

are deviated, X-rays which covers a wide and continuous spectrum are emitted 

due to acceleration. The insertion devices, located at the straight section of the 

storage ring, are structures with alternating magnetic poles which force the 

electrons to follow an undulating or wavy trajectory, and this results in emission of 

X-rays. The insertion devices, depicted in Figure 1.2, can produce much larger 

X-ray flux than the bending magnets do. The main difference between the two 

types of insertion devices, wigglers and undulators, is electron oscillations in a 

wiggler are relatively large which results in incoherently addition of photons. 

However, in an undulator photons generated with the same phase are added 

coherently so that the highest brilliance at a desired energy may be obtained. The 

spectrums of X-rays that are produced by a wiggler and a bending magnet are the 

same, but the intensities of wiggler-generated X-rays are much higher. The ID17 

beamline uses a wiggler insertion device. 

 

Figure 1.2. An illustration of an insertion device (www.esrf.eu, 2012) 



 6 

1.1.2. X-ray tubes 

The usage of kilovoltage X-rays in radiotherapy has gradually diminished over the 

years because of the introduction of high energy photon sources. However they 

still provide an option in the range of treatments available. 

The X-ray tube consists of a cathode, an anode and an evacuated tube. The 

cathode is a tungsten filament and emits electrons via the process of thermionic 

emission when heated by passing a current through it. The emitted electrons are 

accelerated through a potential difference and strike onto the anode which 

consists of a tungsten target embedded within a block of copper. Most of the 

electrons’ energy is deposited as heat in the target, however a small percentage 

(ranging from 0.5% at 60 kVp to 1% at 200 kVp) is converted to x-rays (Meredith 

et al., 1977). A schematic diagram of an X-ray tube is given in Figure 1.3. 

 

Figure 1.3. A schematic diagram of an X-ray tube (Mayles et at., 2007) 

The energy (or quality) of the X-ray beam is dependent on the potential difference 

applied. However the spectrum can be adjusted by placing metallic filters in the 

beam’s path. Thus beams of different penetrative qualities can be produced with 

the same potential difference. For this reason, the beam quality is defined in terms 

of the thickness of a material (usually aluminum or copper) that will reduce the 

beam intensity to half of its initial value. This thickness is called the half value layer 

(HVL).  
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Metal filters are used for preferential absorption of the low-energy photons in the 

X-ray spectrum depending on the intended depth of treatment. The mean energy 

of the spectrum increases or hardens in the filter, since the lower-energy photons 

are attenuated more than those at higher energies. Thus the dose incurred in 

superficial tissue, to administer the desired dose in deeper regions, is decreased.  

Kilovoltage range covering X-ray beams generated between 10 kV 400 kV is 

subdivided into categories according to increasing beam penetration and this 

reflects the types of treatment that each range is suitable for. The ranges are given 

as (Mayles et at., 2007): 

• Grenz rays (10 kV to 20 kV, 0.02 mm to 0.15 mm Al HVL) lie between the 

hardest ultraviolet rays and X-rays. This range is rarely used in radiotherapy. 

• Short distance or contact therapy (10 kV to 60 kV, 0.02 mm to 3.3 mm Al HVL) 

provides a useful treatment depth up to several millimeters. 

• Superficial therapy (50 kV to 150 kV, 1 mm to 8 mm Al HVL) which has 

probably been least affected by the introduction of high energy linear 

accelerators since the range is used in the treatment of superficial lesions and 

in many other cases. The range provides a useful treatment depth of around 5 

mm by 90 % of the surface dose. 

• Orthovoltage therapy or deep therapy (150 kV to 400 kV) is generally applied 

with generating potentials from 160 kVp to 300 kVp corresponding to 0.5 mm to 

4 mm Cu HVL for typical filtrations. The range provides treatment depths of 1 

cm to 2 cm by 90 % of the surface dose. The usual source-to-skin distance 

(SSD) is 50 cm. 

1.1.3. Linear accelerators 

Megavoltage X-ray beams which are generated by linear accelerators (linac) are 

more penetrating than kilovoltage X-rays. Thus less skin dose is incurred to 

administer desired target dose. The skull bone dose is not enhanced since the 

principal photon interaction with tissue is through the Compton effect. Thus total 

interaction cross-section is less depended on the atomic number of the tissue 

Mayles et at., 2007). 
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X-rays are produced in the linacs with bremsstrahlung radiation due to collision of 

accelerated electrons with a high-atomic-number target as in X-ray tubes. 

However transformer-based high voltage X-ray generators are not suitable for 

energies above 300 kV. The linac-generated megavoltage electron beams can be 

directly used or converted to X-rays for patient treatment. 

In linacs, electrons are accelerated with a synchronised radio-frequency 

electromagnetic field rather than with direct potential. The speed of propagation of 

the electromagnetic waves is reduced in the accelerating waveguide which 

consists of a cylindrical tube and contains series of circular baffles. The 

propagation speed of the microwaves increases and reaches close to the speed of 

light as the waves propagate inside the tube. Bunches of electrons, which are 

generated by an electron gun and injected into the waveguide in synchronism with 

the pulsed microwaves, are accelerated through the tube. 

The principal direction of the photon emitted from bremsstrahlung emission due to 

megavoltage electron beams is in the forward direction. The emerging X-ray beam 

is coaxial with the accelerating structure in the simplest design. However for 

energies above 6 MeV, this is impracticable for irradiating the patient due to length 

of the waveguide. Thus the electron beam is deflected in a magnetic field and bent 

before collision with the high-atomic-number target. Schematic diagram of a linear 

accelerator used in X-ray mode for radiotherapy is given in Figure 1.4. 

 

Figure 1.4. Schematic diagram of a linear accelerator used in X-ray mode (Mayles 
et at., 2007) 

The head assembly 

An example of the components of the treatment head is given as a diagram in 

Figure 1.5. A narrow beam of electrons delivered by the accelerating and bending 
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structure is focused on the X-ray target. The target is made of tungsten or copper-

tungsten laminate. The bremsstrahlung emission becomes increasingly directed 

forward as the electron beam energy is increased. The water cooled target can be 

moved out of the beam for treatment with the electron beam. 

 

Figure 1.5. Diagram of the dual energy treatment head of an Elekta SL series 
accelerator (Mayles et at., 2007) 

Flattening filter is used for homogenizing photon flux distribution in the beam. The 

effect of the flattening filter is shown in Figure 1.6. 

Accelerators have a circular primary collimator to constrain the beam so that only 

the required parts of the patients are irradiated. Secondary collimators (also called 

diaphrams) which are usually made of flat-faced blocks of lead move in arc so that 

the blocks are aligned with the divergent edge of the radiation field. 

The mentioned collimators can only constrain the radiation field to a rectangular 

shape. Multileaf collimators may be used in order to provide more flexibility and 

confine the field to the target’s shape. These collimators have up to 80 pairs of 
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leaves that can move independently. Cross-sectional views of some examples are 

given in Figure 1.7. The leaves in the figure are stepped to avoid leakage. 

 

Figure 1.6. The effect of flattening filter (beam without (a) and with (b) flattening 
filter (Mayles et at., 2007) 

 

Figure 1.7. Cross-sectional views of multi-leaf collimators (Mayles et at., 2007) 

Wedge filters are used when a wedge-shaped intensity profile is required instead 

of uniform beam intensity. Wedge filters are made of brass, aluminum or lead. The 

commonly used wedge angles are 15°, 30°, 45° and 60°. The wedge filters are 

mounted below the collimator assembly. 

1.2. Photon Interaction Mechanisms 

Photons, unlike charged particles, may undergo a few or no interactions as they 

pass through matter. In each interaction secondary ionizing particles which may be 

charged (usually electrons) or uncharged (usually photons) are created. 

Secondary charged particles deposit their energy in close vicinity, however 

secondary photons may travel long distances before making an interaction. 
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The main photon interactions in matter are photoelectric absorption (Sauter, 

1931), coherent and incoherent (Compton) scattering (Klein and Nishina, 1929; 

Compton and Allison, 1935), pair and triplet production (Davies et al., 1954; Motz 

et al., 1969; Tsai, 1974) and nuclear photo-effect. The total interaction cross-

section is given as: 

phntrippairincohcohpe σσσσσσσ +++++=  (1.1) 

In a scattering process, the photons may scatter isotropically or anisotropically 

related to the direction of the incoming photon and its polarization. The differential 

cross-section which is related to the probability that particles (radiation) scatters 

into solid angle dΩ is defined as (Bransden and Joachain, 1983): 

0
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d

),(d
I

I φθ

Ω

φθσ
=  (1.2) 

0I  is the flux of particles of a specified energy, incident on an atom. ),( φθI is the 

flux of scattered radiation passing through the solid angle Ωd . θ  is the polar 

(scattering) angle and φ  is the azimuthal angle. Photon scattering is depicted in 

Figure 1.8. 

 

Figure 1.8. Scattering angles and solid angle for photon scattering (Mayles et at., 
2007) 

The total scattering cross-section per atom is calculated as: 

Ω
Ω

φθσ
σ

π
∫=

4

d
d

),(d
 (1.3) 

Photoelectric absorption 

In this process, the photon interacts with an atom and absorbed. An atomic 

electron is ejected from one of the atomic shells with kinetic energy T which is 

given by: 
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BEhT −= ν  (1.4) 

where νh  is the kinetic energy of the incoming photon and 
B

E  is the binding 

energy of the ejected electron. The energy transferred to the atom is negligible 

because of the heavy mass of the nucleus. The process illustrated in Figure 1.9 

can only occur with atomic electrons, otherwise momentum cannot be conserved. 

 

Figure 1.9. Photoelectric absorption (Mayles et at., 2007) 

In general, the photoelectric absorption cross-section decreases with increasing 

energy. Photoelectric absorption is the dominating interaction type for low photon 

energies (Attix, 1986). However, the cross-section has a series of discontinuities, 

named absorption edges corresponding to binding energies of the atomic shells, 

below which the photon doesn’t have enough energy to eject certain electrons. 

Thus the photoelectric absorption cross-section increases suddenly above the 

edges. 

The photo electric cross-section for energies above K-edge decreases 

approximately as 3−νh and depends strongly on the atomic number, scaling as 

(Evans, 1955): 

peσ ~ Zn (1.5) 

The constant n as a function of energy is given in Figure 1.10. 



 13 

 

Figure 1.10. The constant n in Equation 1.5 as a function of photon energy (Evans, 
1955) 

The vacancy left by the ejected electron is filled with electrons in the outer shells. 

The energy which is equal to the difference in the binding energies of an electron 

in the two shells is released either as emission of a photon or an electron from an 

outer shell. The emitted photon is named as a characteristic X-ray since the 

binding energies of electrons are fixed for an atom. The characteristic X-rays are 

emitted isotropically. The emitted electron is known as Auger electron whose 

kinetic energy is equal to the energy released in the transition minus its binding 

energy. The probability of a characteristic X-ray emission is termed as the 

fluorescence yield, ω and the Auger electron is emitted with the probability of 1- ω. 

Compton (Incoherent) scattering 

In Compton scattering, the photon transfers a part of its energy to an atomic 

electron which is ejected from the atomic shell. In this process the electron can be 

considered as free. This is an adequate assumption for photon energies that 

exceed the binding energies of the atomic electrons. The process in which an 

incoming photon of energy νh  is scattered with the energy of ν ′h , is shown in 

Figure 1.11. 

The energy ν ′h of the scattered photon is calculated as: 

)cos1(1 θα

υ
υ

−+
=′

h
h  (1.6) 

where )/( 2
0cmhυα =  and m0 is the rest mass of the electron. The transferred 

energy which is the kinetic energy of the struck electron is given as: 

υυ ′−= hhTe  (1.7) 
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Figure 1.11. Compton scattering (Mayles et at., 2007) 

 

The highest energy transfer occurs for θ = 180° (backward scattering of the 

photon). 

The differential Klein–Nishina cross-section per electron for Compton scattering is 

given by (Klein and Nishina, 1929): 
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where re is the classical electron radius. At low energies, the differential Klein–

Nishina cross-section per electron reduces to classical Thomson differential cross-

section which is given by: 
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 (1.9) 

The effect of electron binding on the incoherent cross-section is quantified by the 

incoherent scattering function S(x,Z) (Mayles et at., 2007). 
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=  (1.10) 

The incoherent scattering function is assumed to be a function of momentum 

transfer and the atomic number. The momentum transfer related parameter, x is 

given by: 
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λ

θ )2/sin(
=x  (1.11) 

where λ is the wavelength of the primary photon. The incoherent scattering 

function is related to the probability that the electron will be ejected from the shell 

as a result of momentum transfer. S(x,Z) has its lowest value for θ = 0 and is 

monotonically increasing function of the momentum transfer (x). 

Coherent (Rayleigh) scattering 

In Rayleigh scattering, the photons are collectively scattered by the atomic 

electrons and lose no energy. The atomic electrons behave like a dipole radiation 

source due to oscillations caused by the electric field of the incident photon and 

emit a new photon in a different direction. The differential cross-section for 

coherent scattering is given as: 
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d
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d 2 ZxFThecohe

Ω

σ

Ω

σ
=  (1.12) 

F(x,Z) is the atomic form factor which is a decreasing function of x. At low photon 

energies and small momentum transfers, the coherent total scattering cross-

section is approximately given by (Salvat, 2003): 

22

3
8

ZreRa πσ ≅  (1.13) 

At higher energies the cross-section scales as 2)( −νh . 

Pair and triplet production 

In this process, the photon disappears in the vicinity of a Coulomb field of an 

atomic nucleus and an electron pair – a positron and a negatron – is created. This 

effect occurs at photon energies higher than 2 m0c
2 (the sum of rest mass 

energies of two electrons). The two electrons tend to be emitted in forward 

direction thus presence of the nucleus is essential for conservation of momentum. 

The total kinetic energy of the electron pair is the energy of the incoming photon 

minus 2 m0c
2. 

The pair production process may also occur in the electric field of an atomic 

electron. The atomic electron will be ejected from the atomic shell and three 
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electrons appear. Thus the process is called triplet production. The energy 

threshold for the process is 4 m0c
2. 

The pair and triplet production cross-sections scale as Z2 and Z respectively and 

increase steadily with increasing photon energy.  

Nuclear Photoeffect 

Photon can be absorbed in a nuclear reaction if the photon energy exceeds the 

binding energy of a nucleon. As a result, one or more nucleons are ejected from 

the nucleus. The cross-section for the nuclear photoeffect depends on both the 

atomic number and the atomic mass and has an energy threshold. A giant 

resonance peak of cross-section occurs between energies of 5 and 40 MeV 

depending on the element (Mayles et at., 2007). The cross-section can contribute 

between 2% (high-Z element) and 6% (low-Z element) to the total cross-section. 

 

1.3. Electron Interaction Mechanisms 

The three primary interaction mechanisms of electrons, in matter in the energy 

range between a few hundred ev and 50 MeV (Mayles et at., 2007), are collisions 

with bound electron (Møller scattering) (Møller, 1932), bremsstrahlung (Koch and 

Motz, 1959; Tsai, 1974) and elastic scattering largely due to the heavy (positively 

charged) nucleus (Mayol and Salvat, 1997). The inelastic interactions are termed 

as “collisions” whereas bremsstrahlung losses are termed as “radiative losses”. 

Unlike photons, electrons interact with matter very frequently with small energy 

losses along their paths. This leads to the concept of stopping power which is 

defined as the average energy loss (dE) per unit distance (ds). The stopping 

powers are usually expressed as mass stopping power which is given as 

(1/ρ)(dE/ds). 

The total stopping power is the sum of collision and radiative stopping powers and 

given as: 
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Collisions 

Electrons loose their energy in the materials and energies of interest in 

radiotherapy primarily due to Coulomb interactions with the bound electrons. A trail 

of ionizations and excitations are created along the particle’s path. Occasionally 

delta rays which are secondary electrons with considerable ranges of their own 

are created with sufficient energy transfer. In quantum mechanics, the incident and 

struck electron after a collision cannot be distinguished experimentally. The 

electron of lower energy after collision is treated as the struck particle. 

The track of a charged particle is illustrated in Figure 1.12. 

 

Figure 1.12. Representation of the track of a charged particle in matter (ICRU, 
1970) 

The Coulomb interaction between a fast electron and a bound electron in the 

medium is shown in Figure 1.13. The incoming electron is moving at a speed v in 

a direction opposite to axis x. The bound electron can be assumed to be free, 

since its binding energy is negligible compared to the energy it receives. The 

energy transfer to the bound electron is given by (Mayles et at., 2007): 
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Figure 1.13. Interaction between a fast primary charged particle and a bound 
electron (Nahum, 1985) 

The full relativistic quantum-mechanical cross-section for Coulomb interaction 

between free electrons is given as (Møller, 1932): 
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where  

T  is electron kinetic energy 

TQ /=ε is the ratio of energy transfer to electron kinetic energy 

2/ cmT e=τ is the ratio of kinetic energy to electron’s rest mass 

v  is the electron velocity 

=k 8.9875 x 109 Nm2C-2 

If the fast electron passes an atom at a relatively large distance, the Coulomb 

force affects the atom as a whole with the possibility of excitation or ionization of a 

valence-shell. The reaction in which only a small amount of energy is transferred is 

termed as soft collision. When the electron passes relatively close to the atom, 

then it may interact with a single bound electron and the struck electron may be 

ejected with appreciable kinetic energy. The ejected electrons are known as 

knock-on electrons or delta rays and interaction is named as hard collision. 

Although hard collisions are rarer than soft ones, the contributions of both types of 

collisions to the total energy loss are comparable in magnitude. 

If an electron is ejected from an inner shell, then characteristic X-rays or Auger 

electrons may be released. 
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Collision stopping power 

The collision stopping power is calculated from: 
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where 
A

N  is the Avogadro’s number 

Z and A are atomic and mass number respectively 

Qmax and Qmin are maximum and minimum energy transfer respectively 

The quantum-mechanical expression for the electron mass collision power is given 

in the units of MeV cm2 g-1 as (ICRU, 1984a): 
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where 

cv /=β  

er is the electron radius 

Ι  is the mean excitation energy 

δ  is the density-effect correction 

Ι can be calculated theoretically for only monoatomic gases. It must be calculated 

from measurements of stopping power or range. Values of Ι , based largely on 

experimental data, are provided in ICRU (1984b). 

If the stopping medium has high density, the electric field of the atoms distant from 

the electron track is reduced due to the polarization of the intervening atoms. Thus 

the contribution of the distant collisions to the stopping power is reduced. This is 

named as density or polarization effect (Fermi, 1940; Sternheimer, 1961; ICRU 

1984a) and represented in equation 1.18 via the term δ . 
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Radiative losses 

Bremsstrahlung radiation is produced in the result of acceleration of the electrons 

in the strong electric field of a nucleus. The acceleration is proportional to the ratio 

of the atomic number of the nucleus to the mass of the moving particle (Z/m) and 

the intensity of the radiation produced is proportional to (Z/m)2. The radiation is 

emitted mostly in forward direction 

This is relatively an unimportant energy loss mechanism in low-Z medium below 

about 10 MeV. The cross-section for this non-classical process is extremely 

complicated. However it may be given approximately as (Mayles et at., 2007): 
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Radiation stopping power 

Numerical procedures are used to calculate the radiative stopping powers, since, 

unlike collisional losses, no single analytical formula can be used to calculate 

them.  

The efficiency of bremsstrahlung varies linearly as Z2. Therefore, bremsstrahlung 

losses are considerably greater in materials with high Z. As seen from equation 

1.17 the collision energy losse rate is proportional to Z. Furthermore, the radiative 

and collision energy loss rate increase with energy linearly and logarithmically 

respectively. Thus, bremsstrahlung is the predominant energy loss mechanism for 

electrons at high energies. 

The ratio of radiative and collision stopping powers for an electron of total energy 

E (in MeV) is given by the following approximate formula (Turner, 2007): 
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Radiation Yield 

The fraction of the initial electron energy (E0) that is lost to bremstrahlung in 

slowing down to rest, is known as the radiation yield and given by (Mayles et at., 

2007): 
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)( 0EΥ  varies with Z and E0 approximately linearly. 

Energy-loss straggling 

The stopping power is an average value for the energy loss per unit distance and 

fluctuations occur about the mean. This is known as energy-loss straggling and 

illustrated in Figure 1.14. The energy of the electrons incident on a thin target and 

the mean energy loss of the electrons emerging from the target are E0 and ∆Etot 

respectively. ∆Etot can be calculated by multiplying the thickness of the absorber 

and the total stopping power. The distribution of the individual energy losses is 

denoted with the width Γ . If the individual energy losses are much smaller than 

the energy of the incident photons, then the width will be narrow. 

 

Figure 1.14. Energy broadening because of energy-loss straggling after the 
passage of a monoenergetic electron beam (energy E0) through a thin absorber. 
(Nahum, 1985.) 
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Continuous-slowing-down-approximation and range 

Electrons interact with matter in a quasi-continuous fashion along their tracks. The 

Continuous-Slowing-Down-Approximation (csda) range is defined as below: 

∫ 
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This distance is the average path length traveled by an electron with the initial 

kinetic energy of E0 and expressed in g cm-2. The range is always greater than the 

average penetration depth. As a rule of thumb, the average penetration depth is 

roughly half of the range. Electrons, unlike photons or heavy charged particles, 

can scatter in large angles in single collisions. Furthermore the wandering of the 

tracks is augmented at low energies by the increased and almost isotropic elastic 

scatterings. The electron tracks in matter are illustrated in Figure 1.15. 

 

Figure 1.15. Calculated tracks (projected into the X–Y plane of the figure) of ten 
740-keV  electrons entering a water slab normally from the left at the origin 
(Turner, 2007) 
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Tabulated data 

Total mass stopping powers, mass collision stopping powers, mass radiative 

stopping powers, csda ranges, radiation yields and density-effect corrections are 

provided by ICRU (1984a) 

 
1.4. Thesis Objectives 

The aims of this study are: 

− To perform Monte Carlo calculations for the BIMRT technique (for which only 

dose distribution results in mathematical fantoms are available) with a detailed 

head phantom to show the usability of voxel-geometry phantoms for 

microdosimetric calculations by comparing the results with the semi-quantitative 

experimental ones (Dilmanian et al., 2008); 

− To analyse the effect of Au contrast agent on dose distribution inside the target 

region and the surrounding tissue; 

− To evaluate the suitability of another radiation source as the X-ray source for 

the MRT technique. 

1.5. Outline of the Thesis 

In the second chapter, the suitability of the Monte Carlo code MCNPX was 

evaluated for micrometric dosimetry at low X-ray energies. In the third chapter, 

Bidirectional Interlaced Microbeam Radiation Therapy (BIMRT) technique was 

simulated with orthogonally interlaced thick microbeam (minibeam) arrays and 

dose distribution calculations were performed in detailed human head phantom. 

Furthermore, the dose enhancement due to deposition of gold contrast agent in 

the target volume is determined. In the fourth chapter, linear accelerator was 

evaluated as the X-ray source for the stereotactic MRT technique. The optimum 

beam shape, size and interval were determined with calculations performed in a 

cylindrical water phantom. Depth-dose distributions calculated in a detailed human 

head phantom were compared with the ones for the BIMRT technique. The 

stereotactic MRT was simulated in a spherical mathematical head phantom. The 

general conclusion for the whole study is given in the fifth chapter. 
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1.6 The Monte Carlo Simulations 

Since the micrometric dosimetry is still a challenge, MC calculations are important 

for the development of the MRT technique. MCNPX version 2.5.0, a general 

purpose MC radiation transport code that tracks nearly all particles at nearly all 

energies (Pelowitz 2005), was selected for the MC calculations. 

The MCNPLIB04 photon cross-section library was used for the calculations 

(Pelowitz 2005). It was derived from the ENDF/B-VI.8 data library that was derived 

from EPDL97. It includes incoherent, coherent, photoelectric and pair production 

cross sections, form factor and fluorescence data for incident energies from 1 keV 

to 100 GeV and Z equal to 1 to 100. The EL03 electron-transport library was used 

(Pelowitz 2005). Photon–electron coupled simulations were performed with 1keV 

energy cutoff. The relative errors given in the paper correspond to one standard 

deviation. 
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2. EVALUATION OF THE SUITABILITY OF THE MONTE CARLO CODE 

MCNPX FOR MICROMETRIC DOSE DISTRIBUTION CALCULATIONS AT 

LOW X-RAY ENERGIES 

The dose distribution calculation studies in the literature (Siegbahn et al., 2005; 

Siegbahn, 2007; Spiga et al., 2007), performed with other Monte Carlo codes were 

done with MCNPX to evaluate the suitability of the code for micrometric dosimetry 

at low X-ray energies.  

A cylindrical water phantom of 16 x 16 cm dimensions was used in the 

simulations. X-rays with 50, 100 and 150 keV energies and experimental ESRF 

spectrum were simulated. The ESRF spectrum contains photons in the interval 

from 30 keV up to 600 keV with a mean energy of 107 keV (Siegbahn et al., 2005). 

However, the fraction of photons with energies above 300 keV is small. The 

spectrum given in Figure 2.1 corresponds to the filter combination used in the 

MRT preclinical trials.  

The beam divergence of approximately 1 mrad was neglected for simplicity and 

consistency with the former studies. The numbers of histories were selected so as 

to have relative errors under 5% for the regions taken into consideration. 

0.00

10.00

20.00

30.00

40.00

50.00

60.00

70.00

80.00

90.00

100.00

110.00

0 50 100 150 200 250 300 350 400 450 500 550 600

Energy (keV)

P
h

o
to

n
 in

te
n

si
ty

 (
p

er
ce

n
ta

g
e 

- 
n

o
rm

al
iz

ed
 t

o
 m

ax
. v

al
u

e)

 

Figure 2.1. ID17 beamline spectrum that is used for MRT 
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2.1. Depth – Dose Distributions 

Two depth – dose distributions for a single planar microbeam, calculated in water 

with different tally bin geometries, are given in Figure 2.2. The dimensions of the 

beam are 1 cm x 25 µm (height x width). The selected number of histories is 1e7. 

Both dose distribution curves were obtained with tally bins of 1 cm height and 1 

mm lenghth (in beam’s path). The curves were normalized to their respective 

maximum values.  
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Figure 2.2. Normalized depth – dose distributions obtained for different tally bin 
geometries 

On the upper curve doses were scored with wide tally bins of 15 cm width. The 

important characteristic of this tally geometry is that the energy deposition due to 

the radiation scattered from the beams paths is scored. Dose buildup in the depth 

of 1 cm is observed because of this. On the lower curve, doses were scored with 

the tally bins that are just as thick as the planar microbeam. An immediate fall is 

observed in the lower curve since scattered radiation is not taken into account in 

this scoring geometry.  From the curves, the relative energy deposition outside the 

beam’s path, due to scattered radiation, is observed to increase.  

2.2. Lateral Dose Distribution around a Cylindrical Pencil Microbeam 

Lateral dose distribution perpendicular to a cylindrical pencil microbeam is given in 

Figure 2.3. Calculations were performed for a 25 µm-diameter-pencil beam with 
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100 keV energy. The doses were scored in the water phantom, between 7 – 8 cm 

depths and in annular bin geometries of 2 µm thickness around the microbeam. 

1x107 was used as the number of histories. Splitting and Russian Roulette 

variance reduction techniques were used since the standard deviations increase 

with the distance from the microbeam. The steep fall in the curve, beside the beam 

boundary is discernible. 
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Figure 2.3. Lateral dose distribution beside a 25 µm-diameter cylindrical pencil 
beam between 7 – 8 cm depths 

2.3. Angular Distributions and Spectrums of the Secondary Particles 

Simulations were performed for planar microbeams of 1 cm height and 25 µm 

width and of different energies (50, 100, 150 keV and ESRF spectrum). Spectrums 

and angular distribution of scattered secondary photons and electrons were 

calculated at the plane that is 12.5 µm distant from the beam center and between 

7 – 8 cm depths. Since scattering around the beam central axis is simulated 

symmetrically in MCNP, the angular distributions of the secondary particles are 

given in polar angles. The angular distributions of secondary particles are given 

between 0º (forward scattered) and 180º (backward scattered).  

Number of histories was selected as 1x108. The spectrum plots were generated by 

MCNPX and the angular distributions were normalized to maximum flux values. 
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The secondary electron spectrums calculated at the boundary of planar beams are 

given in Figure 2.4. 

 

Figure 2.4. Secondary electron spectrums calculated at the planar beam 
boundaries 

There aren’t any discernible peaks observed for the X-rays with ESRF spectrum. 

Photo-electron peaks are observed at energies close to incoming beam energies 

for mono-energetic microbeams. The 50-keV-Xrays have the highest probability 

for photo-electric effect among the mono-energetic X-rays. The peaks observed at 

the low energy regions are due to Compton scattering. 

The angular distributions of the secondary electrons are given in Figure 2.5. The 

peaks are observed at approximately 50º except for 50-keV X-rays (peak is at 

75º). 

The secondary photon spectrums are given in Figure 2.6. There isn’t any 

discernible feature observed for the X-rays with ESRF spectrum. The effect of 

Compton scattering is clearly seen for mono-energetic microbeams. The peaks on 

the curves at low energy regions are due to back scatterings and the peaks at 

higher energies are due to scattering in the forward direction. 
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Angular distributions of secondary photons, calculated at the beam boundaries, 

are given in Figure 2.7. There aren’t substantial differences between the curves for 

different energies. 
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Figure 2.5. Angular distributions of secondary electrons calculated at the planar 
beam boundaries 

 

Figure 2.6. Secondary photon spectrums calculated at the planar beam 
boundaries 
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Figure 2.7. Angular distributions of secondary photons calculated at the planar 
beam boundaries 

2.4. Effect of Microbeam Thickness on Dose Distributions 

Lateral dose distributions were calculated for beam thicknesses of 25 µm, 50 µm 

and 75 µm and the effect of beam thickness on in-beam doses (peak dose) was 

investigated. Dose calculations were performed in water phantom, between 7 – 8 

cm depths, for beam height of 1 cm and X-rays of ESRF spectrum. The photon 

fluences in the simulations were adjusted to be the same. The results were 

normalized to the maximum values which were calculated for the beam of 75 µm 

thickness.  Number of histories was selected as 1x107. Lateral dose distributions 

calculated for different beam thicknesses are given in Figure 2.8. Peak doses are 

observed to increase with beam thickness. 

2.5. Depth Dose Distributions for Microbeam Arrays 

Beam arrays of 3 cm height and 3 cm width are formed with parallel planar beam 

arrays of dimensions 3 cm x 25 µm, and 100 µm and 200 µm center-to-center (ctc) 

distances. The distributions of the doses absorbed in the path of the central beam 

(peak dose), the doses absorbed between the beam’s paths (valley doses) and 

peak-to-valley dose ratios (PVDR) with respect to depth were calculated. 
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Figure 2.8. Lateral dose distributions for beam thicknesses of 25µm, 50µm and 
75µm 

Lateral dose distributions were calculated in the former studies (Siegbahn et al., 

2005; Siegbahn, 2007; Spiga et al., 2007) for single microbeams and the results 

were superimposed to have the dose distributions for the beam arrays. In this 

study, every microbeam in the beam arrays (301 and 151 beams for ctc distances 

of 100 µm and 200 µm respectively) was simulated one by one. Number of 

histories was selected as 1x108. The peak and valley dose distributions are given 

in Figure 2.9. The values were normalized to the maximum peak dose. The peak-

to-valley dose ratios are given in Figure 2.10. 

Peak and valley doses are observed to be higher for the ctc distance of 100 µm. 

However, peak-to-valley dose ratios are higher for 200-µm-ctc distance. The dose 

buildup is observed in the valley doses in the first centimeters. PVDR’s increase 

as approaching to 16-cm-depth, since the valley doses decrease due to decrease 

in back scattered radiation as the opposite surface of the cylindrical phantom is 

reached. 
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Figure 2.9. Depth – peak dose and depth – valley dose distributions for 100- and 
200-µm-ctc distances 
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Figure 2.10. Depth – PVDR distributions for 100- and 200-µm-ctc distances 

2.6. Conclusion 

The results are consistent with the ones obtained with different Monte Carlo codes 

in the literature. This shows that the code MCNPX and the cross-section libraries 

used are suitable for calculation of absorbed doses in micrometric geometries and 

low X-ray energies. 
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3. MONTE CARLO SIMULATION OF MICROBEAM RADIATION THERAPY 
WITH AN INTERLACED IRRADIATION GEOMETRY AND AN AU 
CONTRAST AGENT IN A REALISTIC HEAD PHANTOM 

Dose distribution calculations for bidirectional interlaced irradiation geometry were 

performed with the MC code MCNPX. Simulations were performed with a realistic 

Zubal head phantom model (Zubal et al., 1994a; 1994b; 1995; Evans et al.; 2001) 

and a homogenized model derived from the Zubal phantom. The effects of the 

structure of the realistic phantom on dose distribution were analyzed. 

In most of the previous MC studies water phantoms were used (Slatkin et al., 

1992; Stepanek et al., 2000; De Felici et al., 2005; Siegbahn et al., 2005; Spiga et 

al., 2006; 2007; Dilmanian et al., 2006). To our knowledge the only MC dosimetric 

studies performed in MRT using mathematical head phantoms are those of Orion 

et al. (2000), Prezado et al. (2009a) and Martinez-Rovira et al. (2010). In Martinez-

Rovira et al.’s (2010) study, it was pointed out that the use of realistic phantoms is 

essential for correct dose assessment. The head phantom used in this study was 

created from transverse MRI images of a human male head and it is far more 

realistic than the ones used in previous studies, since it contains the critical 

structures and important materials of the head. 

Dose distributions were determined in the targets of dimensions 20 × 6.8 × 20 

mm3 and 20 × 20 × 20 mm3 and in surrounding tissue. The locations of the targets 

are similar to that of the target selected by Dilmanian et al. (2008). Depth – dose 

profiles and dose falloffs at the edges of the targets were evaluated for cases with 

and without an Au contrast agent deposited in the target region and surrounding 

tissue. 

3.1. Modified Zubal Head Phantom and Homogenized Phantom 

A modified voxel-geometry Zubal head phantom (Evans et al., 2001) was used in 

this study. This phantom is based on the Zubal phantom (Zubal et al., 1994a; 

1994b; 1995) which was created from 124 transverse MRI images of a healthy 

human male head. The head and outer air space in the close vicinity were formed 

with 85 × 109 × 120 lattice of voxels of dimensions 2.2 × 2.2 × 1.4mm3 (at x, y and 

z dimensions, the coordinates are given in Figure 3.3). 29 critical structures of the 

head were identified by their individual universes with 15 materials. The voxel-
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geometry part was attached to a simplistic mathematical model of the neck and 

torso, under the upper jaw. 

Since low energy photons and electrons were transported, the secondary photons 

and electrons scattered from the beams are absorbed in the close vicinity. Thus, 

there was no need for other parts of the phantom than the head part. So the part 

under the lower jaw was excluded and the air space around the head was made 

smaller. 

The lattice elements of the voxel-geomerty Zubal phantom in the MCNP input 

were read by a computer program developed and the locations and densities of 

the voxels were determined. A three-dimensional plot of the Zubal phantom (the 

lower jaw is a mathematical model and is not given in the figure) and two-

dimensional slice view, which were obtained by plotting the densities of voxels with 

respect to the locations, are given in Figures 3.1 and 3.2 respectively.  

Simulations were performed with homogenized and realistic (Zubal) head 

phantoms to study the effect of the structure of the realistic head phantom on the 

obtained dose distribution. The homogenized phantom was formed with assigning 

the same material (grey matter) to all voxels pertaining to the head part of the 

Zubal phantom. The outer dimensions and shape of the homogenized phantom 

are the same as those of the Zubal phantom. Thus, the target position is same in 

both cases. 

 



 35 

 

Figure 3.1 3-D view of the modified Zubal head Phantom (lower jaw is not given) 
 

 

 

Figure 3.2 2-D slice view of modified Zubal head Phantom (densities in g / cm3) 
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3.1. The Irradiation Geometry and Sampled X-Ray Energies 

The x-ray energies were sampled from the experimental ESRF spectrum 

(Siegbahn et al., 2005). 

The selected irradiation geometry, given in Figure 3.3, is similar to that of 

Dilmanian et al.’s (2008) experimental study. The dimensions of the targets are 20 

× 6.8 × 20 mm3, 20 × 20 × 20 mm3. Targets are located at 3 cm lateral to Cz in 

Figure 3.2, and 6 cm superior to the interauricular line. Arrays are composed of 

parallel planar beams with 0.68 mm beam thickness, 20 mm beam height and 0.68 

mm beam interval. 5 and 15 planar beams were sampled in the orthogonal arrays 

for targets of dimensions 20 × 6.8 × 20 mm3 and 20 × 20 × 20 mm3, respectively. 

The collimators and slits were not incorporated in the model. Unidirectional photon 

sources were defined close to the phantom’s surface. 

 

Figure 3.3. Irradiation geometry 

3.3. Au Contrast Agent Deposited in Target and Surrounding Tissue 

Simulations were performed to determine the effect of an Au contrast agent on the 

dose distribution in the phantom and dose falloff at the edge of the target region. 
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Hainfeld et al. (2004) observed elevated concentrations of gold to 7 mg Au/g 

tumour in mice bearing subcutaneous EMT-6 carcinomas, after a single 

intravenous injection of 1.9 nm diameter gold particles. At 5 min following the 

injection the tumour-to-normal muscle Au concentration ratio was given as 3.5:1.0. 

7mgAu/g tumour and 2mgAu/g tissue (surrounding tissue) gold concentration 

values were used in the simulations, on the assumption that they would be 

applicable in humans (Cho, 2005). 

It was assumed that gold concentration was uniform throughout the tumour and for 

some of the simulations performed, gold was distributed inside the surrounding 

tissue. 

3.4. The Monte Carlo Simulations 

Dose distributions in volumes with dimensions which are smaller than those of 

voxels of the Zubal phantom were calculated with the ‘mesh tally’ feature of 

MCNPX. For this type of tally, a grid (meshes), independent of the materials, can 

be defined inside the medium and used for tallying energy deposition. The voxels 

were used only to describe the medium in which the radiation transport was 

simulated, rather than for tallying purpose. Since the tally meshes are independent 

of the medium, the tally results are given in the unit of ‘MeV cm−3 per initial 

particle’. Thus, dose distributions were obtained by dividing the tally results for 

each mesh by the densities of the corresponding voxels. 

Simulations were performed with meshes of dimensions 200 µm × 200 µm × 0.5 

cm and with 2 × 108 initial photon histories to observe the two-dimensional dose 

distribution qualitatively and to decide about the dimensions of the meshes for 

calculation of in-beam (peak) and valley dose values. 

Mesh tallies of dimensions 1 mm × 0.68 mm × 0.5 cm (at x, y and z dimensions; 

the coordinates are given in Figure 3.3) were defined in the centre of the region 

where microbeams pass through for depth–dose distribution calculations. At the 

edges of the target regions, mesh tallies of dimensions 2 cm × 10 µm × 2 cm were 

defined to determine the dose falloffs at the edges of the targets. 

The simulations were performed for the cases in Table 3.1. 
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Table 3.1 The simulated cases 

Case I 15-beam interlacing arrays, without an Au contrast agent, with 

homogenized head phantom. 

Case II 15-beam interlacing arrays, without an Au contrast agent, with realistic 

head phantom. 

Case III 5-beam interlacing arrays, without an Au contrast agent (target 

dimension was selected as 20 × 6.8 × 20 mm3). 

Case IV 15-beam interlacing arrays, with an Au contrast agent in target region 

only, with 7mg Au/g tumour concentration. 

Case V 15-beam interlacing arrays, with an Au contrast agent in target with 7 

mg Au/g tumour and in surrounding tissue with 2 mg Au/g tissue 

concentration. 

 

For each case, simulations were performed for irradiation from the side and the 

top separately which is analogous to same irradiation times with same beam 

intensities for irradiation from the side and the top. The tally results for irradiation 

from the side and the top were summed to obtain dose distribution for interlaced 

beam arrays. Numbers of histories were selected as 1 × 108 for the simulation 

pairs. 

The depth–in-beam dose distributions for the centre beam and depth–valley dose 

distributions for the valley region which is next to the centre beam were inspected 

for the beam array incoming from the side for all cases. Skin entrance, maximum 

skull bone and maximum brain in-beam doses were compared with target exit 

doses. Depth – PVDR distributions were calculated. However PVDR values are 

not relevant for the target region (between x =−4 and −2), since this is the 

unsegmented dose region. The in-beam and valley dose distribution curves 

represent the in-target doses at this region. 

The mid-plane of the reference frame for the calculations is given in Figure 3.3. 
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3.5. Results 

3.5.1. Two-dimensional qualitative dose distribution inside the realistic 
phantom 

Two-dimensional dose distribution in the realistic (Zubal) head phantom is given in 

Figure 3.4 as a contour plot. The plot plane is indicated in Figure 3.3. Relative 

error at the distal side of the target is below 15% which is adequate for qualitative 

assessment for radiation transport in two dimensions. Parallel pattern of the 

beams is preserved through the phantom. It was decided to calculate the mean in-

beam and mean valley doses as a conservative approach. Since the parallel 

pattern of the beams is preserved, meshes of the same thickness as the beams 

and valleys could be placed just in the beams’ paths and the valley regions. Thus 

meshes with thickness of 0.68 mm could be used for depth–in-beam and depth–

valley dose distribution calculations. 

 

Figure 3.4. Two-dimensional qualitative dose distribution for interlaced irradiation 
geometry 
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3.5.2. Lateral dose distributions inside and around the target regions 

Lateral dose distributions, averaged through the target volume for all simulated 

cases, are given in Figure 3.5. Relative errors are less than 0.5% for all cases. 

The peaks in the curves correspond to in-beam doses for irradiation from the side 

and the dips correspond to in-beam doses for irradiation from the top. The 

differences in the in-beam doses are due to different skin entrance-to-target 

distances for irradiation from the side and the top. To flatten the dose distribution 

inside the target, the doses administered due to irradiation from the top were 

multiplied by an adjustment constant which was derived from the ratios of peak 

values to dip values (analogous to adjusting the irradiation times). 
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Figure 3.5. Lateral dose distributions averaged through the target region for all 
cases 

3.5.3. Comparison of homogenized and realistic head phantoms 

The depth–in-beam dose distributions for homogenized (case I) and Zubal (case 

II) phantoms are given in Figure 3.6. Relative errors at the distal side of the target 

are 1.6% for both cases. 
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Figure 3.6. Depth–in-beam dose distributions for cases I and II 

The absorbed dose in the entrance region is lower for case II than it is for case I. 

This is due to the adipose tissue with lower density between the skin and the skull 

bone in the Zubal phantom. Then there is a sudden increase in absorbed dose 

because of the skull bone. Furthermore, the dose curve for the Zubal phantom lies 

below the curve for the homogenized phantom in deeper regions, because the 

photon beam loses more energy in the skull bone. 

The depth–valley dose distributions for cases I and II are given in Figure 3.7. 

Relative errors at the distal side of the target are 1.7% and 1.8% for cases I and II, 

respectively. A similar increment in dose is observed in the skull bone for the 

Zubal phantom, which is due to increased fluence of scattered secondary radiation 

between the beams in the bone. The curves in the target region (between x =−2 

and x =−4) do not represent the valley doses but the in-beam doses for the beam 

array incoming from the top. The dose curve for case II lies below the curve for 

case I in this region, since the beams incoming from the top lose more energy in 

the skull bone as mentioned above. 
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The peaks in the curves, seen close to the far side of the head (between x = 6 and 

x = 7) in Figures 3.6 and 3.7 for case II, are due the skull bone at the other side of 

the head. 
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Figure 3.7. Depth – valley dose distributions for cases I and II 

The ratios of skin entrance, maximum skull bone and maximum brain in-beam 

doses to target exit in-beam doses for cases I and II are given in Table 3.2. 

Table 3.2. The ratios of skin entrance, maximum skull bone and maximum brain 
in-beam doses to target exit in-beam doses for case I and II 

Ratios between Case I Case II 
Skin entrance and target exit doses 2.01 ± 0.05 1.96 ± 0.05 

Maximum skull bone doses and target exit doses 1.82 ± 0.05 3.30 ± 0.08 

Maximum brain doses and target exit doses 1.69 ± 0.04 1.70 ± 0.05 

 

PVDR distributions with respect to depth for cases I and II are given in Figure 3.8. 

Minimum PVDR values observed between the skin entrance and the target region 

are 5.0 ± 0.2 for cases I and II. 

The PVDRs are close to 1 in the target region for both curves, since the 

homogenized unsegmented dose region was formed in this region. 
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Figure 3.8. Depth – PVDR distributions for cases I and II 

3.5.4. Effect of the number of microbeams: Comparison of 15- and 5-beam 
arrays 

In-beam dose distributions with respect to depth for interlaced 15- (case II) and 5-

beam arrays (case III) are given in Figure 3.9. Relative errors at the distal side of 

the target are 1.6% and 1.0% for cases I and II, respectively. 
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Figure 3.9. Depth – in-beam dose distributions for cases II and III 

The ratios of skin entrance, maximum skull bone and maximum brain in-beam 

doses to target exit in-beam doses for cases II and III are given in Table 3.3. 

Table 3.3. The ratios of skin entrance, maximum skull bone and maximum brain 
in-beam doses to target exit in-beam doses for cases II and III 

Ratios between Case II Case III 
Skin entrance and target exit doses 1.96 ± 0.05 2.21 ± 0.03 

Maximum skull bone doses and target exit doses 3.30 ± 0.08 3.05 ± 0.04 

Maximum brain doses and target exit doses 1.70 ± 0.05 1.80 ± 0.03 

 

The depth–valley dose distributions for cases II and III are given in Figure 3.10. 

Relative errors at the distal side of the target are 1.8% and 1.0% for cases II and 

II, respectively. 

Comparison of PVDR distributions with respect to depth for cases II and III are 

given in Figure 3.11. Minimum PVDR values between the skin entrance and target 

region for cases II and III are 5.0 ± 0.2 and 8.3 ± 0.3, respectively. 
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Figure 3.10. Depth – valley-dose distributions for cases II and III 
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Figure 3.11. Depth – PVDR distributions for cases II and III 

As seen from Figures 3.9, 3.10 and 3.11, the in-beam and valley doses increase 

with the number of beams; however PVDR values for 15-beam arrays are lower 

than the values for 5-beam arrays.  
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Lateral dose distributions, indicating dose falloffs at the edges of the target 

regions, for cases II and III are given in Figure 3.12. The values were normalized 

to in-beam dose value inside the target region for each case. Relative errors are 

less than 2.9% for cases II and III. 80–20% dose falloffs of ~35 µm and ~13 µm 

were obtained for cases II and III, respectively. The 35 µm dose falloff width is 

consistent with that given by Dilmanian et al. (2006; 2008). 
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Figure 3.12. Lateral dose distribution at the edges of the targets for cases II and III 

3.5.5. Effect of Au contrast agent 

In-beam dose distributions with respect to depth for interlaced 15-beam arrays and 

for the cases without an Au contrast agent (case II), with an Au contrast agent in 

the target region only (case IV) and with an Au contrast agent in the target region 

and the surrounding tissue (case V) are given in Figure 3.13. Relative errors at the 

distal side of the target are 1.6% for all cases. The ratios of skin entrance, 

maximum skull bone and maximum brain in-beam doses to target exit in-beam 

doses for cases II, IV and V are given in Table 3.4. 
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Figure 3.13. Depth–in-beam dose distributions for cases II, IV and V 

Table 3.4. The ratios of skin entrance, maximum skull bone and maximum brain 
in-beam doses to target exit in-beam doses for cases II, IV and V 

Ratios between Case II Case IV Case V 
Skin entrance and target exit doses 1.96 ± 0.05 1.42 ± 0.04 1.54 ± 0.04 

Maximum skull bone doses and target exit 
doses 

3.30 ± 0.08 2.40 ± 0.06 2.45 ± 0.06 

Maximum brain doses and target exit doses 1.70 ± 0.05 1.24 ± 0.03 1.41 ± 0.04 

 

Valley dose distributions with respect to depth for the cases II, IV and V are given 

in Figure 3.14. Relative errors at the distal side of the target are 1.8%, 1.7% and 

1.8% for cases II, V and V, respectively. 

PVDR distributions with respect to depth for cases II, IV and V are given in Figure 

3.15. Minimum PVDR values between the skin entrance and the target region for 

cases II, IV and V are 5.0 ± 0.2, 5.0 ± 0.2 and 4.6 ± 0.2, respectively. 

The dose enhancement due to administration of an Au contrast agent is clearly 

seen in in-target doses in Figures 3.13 and 3.14. The in-beam and valley dose 

values between the skin entrance and the target region are nearly the same for 

cases II and IV; however the dose absorbed in the same region is higher for case 

V. This is due to the Au concentration in the surrounding tissue. 
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Figure 3.14. Depth–valley dose distributions for cases II, IV and V 
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Figure 3.15. Depth–PVDR distributions for cases II, IV and V 

Lateral dose distributions, indicating dose falloffs at the edges of the target 

regions, for cases II, IV and V are given in Figure 3.16. 80–20% dose falloffs of 

~35 µm, ~34 µm and ~43 µm were observed for cases II, IV and V, respectively. 

Relative errors are less than 2.9 % for all cases. 
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Figure 3.16. Lateral dose distribution at the edges of the targets for cases II, IV 
and V 

3.6. Discussion 

Both qualitative and quantitative information on transport of X-ray microbeams and 

dose distribution inside the detailed voxel-geometry head phantom were obtained 

in this study. It was observed that the parallel pattern of the microbeam arrays was 

preserved through the head phantom. This makes it possible to interlace 

microbeam arrays even at deep-seated targets. 

The simulation results for the realistic head phantom were compared with the ones 

obtained with homogenized phantom. Actually the homogenized head phantom is 

even more realistic than water phantoms since it has the exact outer dimensions 

and shape of the head. The effect of the adipose tissue between the skin and the 

skull bone on dose distribution is discernible. A substantial increment in absorbed 

dose is observed in the skull bone due to higher density of the bone and 

potassium (Z = 19) and calcium (Z = 20) content as expected. The skull bone 

affects the dose distribution in deeper regions. The calculated dose distributions 

inside deep regions are close to each other for homogenized and realistic 

phantoms. However, the realistic phantom has the advantage that it can be used 
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to assess dose distributions in substantially inhomogeneous media like regions in 

close vicinity of the skull bone or cavities. 

Similar dose falloff results were obtained with the mathematical models for a deep 

seated arget (Dilmanian et al. 2006; 2008). 

In comparison of 15-beam (case II) and 5-beam-array (case III) cases, it was 

observed that as the dimensions of the target volume increase, the in-beam and 

valley doses increase. The energy deposition in the close vicinity of a beam and in 

the beam’s path is mainly due to photoelectrons. However in distant regions 

energy is mainly deposited by Compton scattered photons and characteristic 

X-rays whose ranges are substantially longer than those of photoelectrons. This 

explains the decrease in PVDR in case II: the valley doses increase relatively 

more than the in-beam doses, since the valley doses are deposited mainly by 

Compton scattered photons and characteristic x-rays and the number of these 

photons increase with the number of beams. The increment of valley doses with 

the number of beams sets limits on the size and position of the target. 

To study the effect of the AuNP contrast agent, 7 mg Au/g tumour and 2 mg Au/g 

tissue Au concentration values were used in the simulations, on the assumption 

that they would be applicable for humans (Cho, 2005). However, to our 

knowledge, there is no data available for Au nanoparticle deposition in tumours 

and healthy tissues in human or large animal brains in scientific literature yet. 

In comparison of the case with an Au contrast agent in target region only (case IV) 

with the case without an Au agent (case II), minimum PVDR values between the 

skin entrance and the target region were found to be the same. However there is a 

substantial increase in the administered dose in the target region, where 7 mg 

Au/g tumour of Au is deposited. For the same dose value at the distal side of the 

tumour, the skin entrance, maximum skull bone and maximum brain doses were 

reduced to 0.73 ± 0.04, 0.73 ± 0.03 and 0.73 ± 0.04 of those for case II, 

respectively. When there is also contrast agent deposition in surrounding tissue 

with 2 mg Au/g tumour composition (case V), a decrement was observed in PVDR 

values between the skin entrance and the target region compared to cases II and 

IV. For the same dose value at the distal side of the tumour, the skin entrance, 
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maximum skull bone and maximum brain doses were calculated as 0.79 ± 0.04, 

0.74 ± 0.03 and 0.83 ± 0.04 of those for case II, respectively. 
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4. EVALUATION OF THE USAGE OF A LINEAR ACCELERATOR AS THE X-
RAY SOURCE FOR MICROBEAM RADIATION THERAPY 

In this part the usage of a linear accelerator (linac) is evaluated as the radiation 

source for the stereotactic MRT technique (Dilmanian, 2009; 2010) with dosimetric 

Monte Carlo calculations.  

The spectrum and angular distribution of the X-rays produced were calculated 

from the phase-space files which were formed with the Monte Carlo code BEAM-

NRC (Rogers et al., 2007). The following dose distribution calculations were done 

with the Monte Carlo code MCNPX: 

• Unidirectional single beams and beam arrays were simulated in a cylindrical 

water phantom to determine the optimum geometry of the beam arrays that are 

to be used in the stereotactic MRT. 

• A pair of orthogonally interlaced beam arrays, analogous to the ones in the 

stereotactic MRT technique is simulated in a detailed head phantom to 

compare the depth – dose distributions with those calculated for the BIMRT 

technique (Dilmanian et al., 2008; Gokeri et al., 2010).  

• Five orthogonally interlaced beam array pairs were simulated in a mathematical 

head phantom to analyze depth – dose distributions for the beam arrays and 

dose distribution in the target area. 

4.1. The radiation Source and The Sampled X-ray Energies 

Philips SL 25 linear accelerator was chosen as the X-ray source. The linac head 

and a cylindrical applicator (of length 40 cm) between the linac and a hypothetical 

multi-hole collimator (thickness of approximately 10 cm, made of tungsten) were 

modeled with the Monte Carlo code BEAM-NRC (Rogers et al., 2007). The X and 

Y jaws of the linac head were positioned so as to form an X-ray spot area of 10 x 

10 cm2 at 100 cm distance from the source. The beam is transmitted from the linac 

head to the multi-hole collimator through the cylindrical lead collimator with an 

inner diameter of 3 cm. Angular distribution and energy spectrum of the linac-

generated X-rays were calculated from the phase-space files which were formed 

at the applicator exit, in front of the multi-hole collimator, with the data processor 
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BEAMDP (Ma and Rogers, 2010). The electron contamination was not taken into 

account. 

The calculated photon spectrum is given in Figure 4.1. The maximum and mean 

photon energies are 1.08 MeV and 2.07 MeV respectively. The angular distribution 

of the X-rays is given in Figure 4.2.  
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Figure 4.1. Spectrum of linac-generated X-rays 

The photons in the beams were deemed to be highly mono-directional after 

traveling about 90cm source to multi-hole collimator distance and passing through 

the multi-hole collimator of about 10 cm thickness. Thus the beams were 

simulated mono-directionally after the multi-hole collimator from the calculated 

linac spectrum.  
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Figure 4.2. Angular distribution of linac-generated X-rays 

In the simulations performed for synchrotron-generated X-rays, energies were 

sampled from the experimental ESRF spectrum (Siegbahn et al., 2005). The 

irradiation geometries are described in the following sections. 

4.2. Dose Calculations for Single Unidirectional Beams in Cylindrical Water 
Phantom 

Dose distributions for different beam energies, heights and thicknesses were 

calculated with MC simulations performed in a 16 x 16-cm cylindrical water 

phantom for single unidirectional beams to evaluate the effect of the beam energy 

and to decide on the geometry of beam arrays. Depth – dose profiles in beams’ 

paths (depth – in-beam dose distribution) and dose fall-offs lateral to beams 

(between 3.5 and 5.5 cm depths) were calculated for the cases given in Table 4.1. 

Initial photon histories were selected as 1 x 107 for all simulations. Dimensions of 

the tallies used are given in Table 4.2. 
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Table 4.1. The cases for which depth – in-beam dose distributions and dose fall-
offs are calculated 

  Beam thickness (mm) Beam height (mm) Beam energy 

Case I Square pencil beam 0.5 0.5 0.5 MeV 

Case II Square pencil beam 0.5 0.5 1 MeV 

Case III Square pencil beam 0.5 0.5 Synchrotron 
spectrum 

Case IV Square pencil beam 0.5 0.5 linac spectrum 

Case V Planar beam 0.5 10 linac spectrum 

Case VI Planar beam 0.5 20 linac spectrum 

Case VII Planar beam 0.05 20 linac spectrum 

Case VIII Planar beam 0.1 20 linac spectrum 

 

Table 4.2. Dimensions of the tallies used for calculating depth – in-beam dose 
distributions and dose fall-offs around the unidirectional beams for cases I – VIII 

 Tally dimensions for in-beam doses 

Depth x width x height 

Tally dimensions for dose fall-offs 

Depth x width x height 

Case I - IV 2 mm x 0.5 mm x 0.5 mm 2 cm x 20 µm x 0.5 mm 

Case V 2 mm x 0.5 mm x 10 mm 2 cm x 20 µm x 10 mm 

Case VI 2 mm x 0.5 mm x 20 mm 2 cm x 20 µm x 20 mm 

Case VII 2 mm x 50 µm x 20 mm 2 cm x 20 µm x 20 mm 

Case VIII 2 mm x 0.1 mm x 20 mm 2 cm x 20 µm x 20 mm 

 

4.3. Dose Calculations for Unidirectional Beam Arrays inside Cylindrical 
Water Phantom 

Beam arrays were formed to cover approximately 2 x 2 cm2 cross-sectional area of 

a hypothetical target, taking into account the results of the MC calculations of the 

eight cases mentioned above. Lateral dose distributions between 3.5 and 5.5 cm 

depths were analyzed for beam arrays constituted from planar (width = 0.5 mm, 

height = 20 mm, tallies of dimensions 2 cm x 50 µm x 2 cm) and square pencil 

beams (width and height = 0.5 mm, tallies of dimensions 2 cm x 50 µm x 0.5 mm) 

for the beam center-to-center (ctc) distances given in Table 4.3. Initial photon 

histories were selected as 1 x 107 for the simulations. 
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Table 4.3. The cases for which dose distributions lateral to the center beams in the 
arrays are analyzed 

  ctc distance (mm) 

Case IX Square pencil beam array 2 

Case X Square pencil beam array 3 

Case XI Square pencil beam array 4 

Case XII Square pencil beam array 3.25 

Case XIII Planar beam array 4 

 

4.4. Dose Calculations for Interlaced Orthogonal Beam Arrays inside 
Detailed Human Head Phantom 

In the result of the analyses, beam arrays were decided to be formed from square 

pencil beams with 0.5 mm beam width and 3.25 mm center-to-center beam 

distance. Two orthogonally interlaced beam arrays, analogous to one of the five 

beam array pairs defined in Dilmanian’s patents (2009; 2010), were simulated in 

the Zubal head phantom. The selected irradiation geometry given in Figure 4.3 is 

similar to those of Dilmanian et al’s (2008) experimental study and the geometry 

used in Chapter 3. The dimensions of the target are 20 x 20 x 20 mm3. The target 

is located at 3 cm lateral to Cz in Figure 3.2, and 6 cm superior to the 

interauricular line. 

Two-dimensional dose distribution in the target area was calculated with mesh 

tallies of dimensions 125 µm x 125 µm x 0.5 mm. Initial photon histories were 

selected as 3 x 107 for the simulations. Instead of defining the peak doses as 

maximum doses in beams’ paths and valley doses as minimum doses between 

the paths, mean in-beam and mean valley doses were calculated as a 

conservative approach. Depth – in-beam dose (through the path of the center 

beam) and depth – valley dose (beside the path of the center beam) distributions 

were calculated for irradiation from the side with mesh tallies of dimensions 1.1 

mm x 0.5 mm x 0.5 mm and 1.1 mm x 2.75 mm x 0.5 mm respectively.  
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Figure 4.3. Irradiation geometry for two orthogonally interlaced beam array pairs 

Simulations were performed for irradiation from the side and the top separately, 

which is analogous to irradiation from the side and the top with the same beam 

intensities and irradiation times. The tally results for irradiation from the side and 

the top were superimposed to obtain dose distribution for the interlaced beam 

arrays. Numbers of histories were selected as 1 × 107 for the simulation pairs.  

The dose values calculated for irradiation from the top were multiplied with a 

multiplication factor to administer nearly the same amount of radiation dose in the 

target with both beam arrays. The multiplication factor of 1.13 ± 0.03 is the ratio of 

the energy deposition through the target, inside the path of the center beam in the 

array coming from the side to the energy deposition inside the path of the center 

beam in the array coming from the top. This is analogous to adjusting the 

irradiation times of the beam array pairs. 

4.5. Dose Calculations for Five Orthogonally Interlaced Beam Array Pairs in 
a Mathematical Head Phantom 

Nonsegmented dose region was not observed in the target region with the two 

orthogonally interlaced beam arrays as expected. Thus, an irradiation geometry 
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similar to the one proposed in Dilmanian’s patents (2009; 2010) was modeled.  

Five orthogonally interlaced beam array pairs were simulated in a mathematical 

head phantom. The head phantom, which was taken from Orion et al’s (2000) 

study, consists of an inner sphere with a diameter of 16 cm and a 0.6 mm thick 

skull region around the brain. 

The cylindrical beam arrays aimed at the phantom’s center consist of square 

pencil beams with the same beam thickness and beam intervals as the ones 

simulated in the previous part. The beam arrays cover the cylindrical cross-

sectional area of the spherical target with a diameter of approximately 2 cm. The 

irradiation geometry is given in Figure 4.4. The cylindrical beam arrays were 

illustrated as rectangular prisms to show that the beam array pairs are orthogonal 

and aligned in the same planes to be interlaced. The positioning of the linac is 

given in Table 4.4. Two types of beam array patterns were simulated for the beam 

array pairs. The patterns for A- and B-type beam arrays are given in Figure 4.5. 

 

Figure 4.4. Irradiation geometry for five orthogonally interlaced beam array pairs 
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Table 4.4. Positioning of linac for irradiation with five orthogonally beam array pairs 

Beam Arrays Polar Angle θ (degrees) Azimuthal Angle φ  

21A 67.5 0.0 

21B 23.8 200.4 

22A 22.8 330.1 

22B 68.1 167.1 

23A 30.2 82.1 

23B 59.8 262.8 

24A 67.8 310.2 

24B 70.5 48.5 

25A 67.9 117.0 

25B 68.1 216.4 

 

 

A-Type 

 

B-Type 

Figure 4.5. Patterns of A- and B-type beam arrays 

Depth – in-beam dose (through the path of center beam) and depth – valley dose 

(beside the path of the center beam) distributions were calculated for the beam 
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arrays 21A and 22A. In-beam and valley doses were calculated with mesh tallies 

of dimensions 1.1 mm x 0.5 mm x 0.5 mm and 1.1 mm x 2.75 mm x 0.5 mm 

respectively. 

Two-dimensional dose distribution in and around the target region was calculated 

with mesh tallies of dimensions 125 µm x125 µm x0.5 cm. 

The ten beam arrays were simulated separately and the tally results were 

superimposed to calculate the dose distributions. Initial photon histories were 

selected as 1 × 107 for each beam array. 

4.6. Results  

4.6.1. Dependence of dose distributions on beam energies 

The depth – in-beam dose distributions for 500 keV and 1 MeV mono-energetic 

beams and beams with synchrotron and linac spectrums are given in Figure 4.6.  
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Figure 4.6. Depth – in-beam dose distributions for different beam energies (beam 
thickness = 0.5 mm, square pencil beam) 

In all calculations beam heights and beam widths were selected as 0.5 mm 

(square beams). The curves were normalized to their maximum values. Relative 

errors at the distance of 6.5 cm (depth of 5.5 cm) which corresponds to the depth 

for the distal side of the hypothetical target are less than 0.43%. The most 
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penetrative beam is produced by linac as expected. The synchrotron-generated 

beam has the fastest dose decrease with depth. 

The lateral dose distributions averaged over 3.5 – 5.5 cm depths for the mentioned 

beam energies are given in Figure 4.7. The curves were normalized to their 

maximum values. The relative errors are less than 5.2% at the distances which 

correspond to 1% of the respective maximum doses. The steep lateral dose fall-off 

beside a beam’s path is a desired feature since it results in low valley doses when 

the beams are gathered together to form a beam array. The fastest dose fall-off is 

observed for the synchrotron-generated beam. The dose fall-off characteristics of 

the 1 MeV and linac-generated beams are similar. 
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Figure 4.7. Dose distributions lateral to single beams for different beam energies 
(beam thickness = 0.5 mm, square pencil beam) 

4.6.2. Dependence of dose distributions on beam heights 

The depth – in-beam dose distributions for beam heights of 0.5, 10 and 20 mm are 

given in Figure 4.8. In all simulations beam widths were selected as 0.5 mm and 

beam energies were sampled from the linac spectrum. The curves were 

normalized to their maximum values. Relative errors at the distal side of the 

hypothetical target are less than 0.43%. The dose distributions for the 10 mm and 

20 mm-high beams are similar: Dose buildup is observed in the depth of 

approximately 1 cm and the normalized dose values are nearly same throughout 
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the phantom. However, this dose buildup is not observed for the 0.5 mm-high 

beam and the dose values are lower in the deeper regions of the phantom.  
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Figure 4.8. Depth – in-beam dose distributions for different beam heights (beam 
thickness = 0.5 mm, linac spectrum) 

The lateral dose distributions averaged over 3.5 – 5.5 cm depths for the mentioned 

beam heights are given in Figure 4.9. The curves were normalized to their 

maximum values.  
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Figure 4.9. Dose distributions lateral to single beams between 3.5 – 5.5 cm depths 
for different beam heights (beam thickness = 0.5 mm, linac spectrum) 
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The relative errors are less than 3.3% at the distances which correspond to 1% of 

the respective doses for the beam with 0.5 mm height. The relative errors for the 

other beam thicknesses are less than 1.7% in the range that is taken into 

consideration. The dose fall-off characteristics of beams with 10 and 20 mm 

heights (planar beams) are similar. However 0.5 mm-high-beam results in the 

steepest dose fall-off curve, which is desired. 

4.6.3. Dependence of dose distributions on beam thicknesses 

The depth – in-beam dose distributions for beam thicknesses of 0.05, 0.1 and 0.5 

mm are given in Figure 4.10. In all simulations beam heights were selected as 20 

mm and beam energies were sampled from the linac spectrum. The curves were 

normalized to their maximum values. Relative errors at the distal side of the 

hypothetical target are less than 0.58%. The depth – in-beam dose distributions 

are similar for all beam thicknesses. 
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Figure 4.10. Depth – in-beam dose distributions for different beam thicknesses 
(beam height = 20 mm, linac spectrum) 

The lateral dose distributions averaged over 3.5 – 5.5 cm depths for the mentioned 

beam thicknesses are given in Figure 4.11. The curves were normalized to their 

maximum values. The relative errors are less than 1.5% in the range that is taken 

into consideration. The beams with 0.05 mm and 0.1 mm thicknesses results in 

steeper dose fall-off curve than the beam with 0.5 mm thickness. However, the 0.5 
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mm-wide-beam was evaluated as being appropriate for use, since it covers more 

cross-sectional area in the target and is easier to be produced with a linac and a 

multi-hole collimator. 
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Figure 4.11. Dose distributions lateral to single beams between 3.5 – 5.5 cm 
depths for different beam thicknesses (beam height = 20 mm, linac spectrum) 

4.6.4. Dependence of dose distributions on center-to-center distances for 
planar and square pencil beam arrays 

Dose distributions lateral to center beams averaged over 3.5 – 5.5 cm depths for 

the cases given in Table 4.3 are given in Figure 4.12.  

The curves were normalized to their maximum values. The relative errors are less 

than 4.8% for the minimum dose values in the respective curves. The valley doses 

administered by the planar beam array are higher than those for the square pencil 

beam array with the same beam interval. The valley doses increase as the beams 

approach each other as expected. The required beam intervals are evaluated 

taking into account the PVDRs. A PVDR value of approximately 5, similar to the 

one that had been obtained before the target region with the synchrotron-

generated X-rays (Dilmanian et al., 2008; Gokeri et al., 2010), is aimed to be 

achieved. As many beams as possible are desired to be used in the unidirectional 

beam array to cover approximately the cross-sectional area of the hypothetical 

target (2 x 2 cm2). Calculated PVDRs for the studied cases are given in Table 4.3.  
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Beam arrays were decided to be formed from square pencil beams with 0.5 mm 

beam width and 3.25 mm center-to-center distance. 
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Figure 4.12. Dose distributions lateral to center beams between 3.5 – 5.5 cm 
depths for different beam ctc distances, planar and square beams (linac spectrum) 

4.6.5. Two-dimensional dose distributions through the realistic head 
phantom and in the target region for orthogonally interlaced beam arrays 

Two-dimensional dose distributions through the realistic (Zubal) head phantom 

and in the target region are given as contour plots in Figures 4.13 and 4.14 

respectively. The absorbed dose values were normalized to maximum dose 

values. The plot plane is indicated in Figure 4.3. In Figure 4.13, relative errors at 

the distal side of the target are below 5% in the beams’ paths and 10% between 

the beams’ paths. These errors are adequate for assessment for radiation 

transport in two dimensions. Parallel pattern of the beams is preserved through the 

phantom. In Figure 4.14, the in-beam and valley doses for the interlaced beam 

arrays are clearly observed. The relative errors are lower than approximately 15% 

in the beams’ paths. An unsegmented dose region could not be formed in the 

target region. 
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Figure 4.13. Two-dimensional dose distribution through the detailed head phantom 
for irradiation with two orthogonally interlaced beam arrays 

 

Figure 4.14. Two-dimensional dose distribution in the target area for irradiation 
with two orthogonally interlaced beam arrays 
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4.6.6. Depth – dose and depth – PVDR distributions through the realistic 
head phantom for orthogonally interlaced beam arrays 

Depth – in-beam and depth – valley dose distributions for the center beam in the 

array that comes from the side, through the phantom are given in Figure 4.15 with 

the dose distributions which had been calculated for the BIMRT technique in the 

Chapter 3.  
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Figure 4.15. Depth – in-beam and valley dose distributions for two orthogonally 
interlaced linac and synchrotron-generated beam arrays 

The curves in Figure 4.15 were normalized to the respective in-beam skin 

entrance dose values. For linac-generated beam arrays, relative errors at the 

distal side of the target are below 3.3% in the beams’ paths and 4.1% between the 

beams’ paths. The depth – PVDR distributions are given in Figure 4.16. Relative 

errors are less than 7.4% at the distal side of the target.  

The linac-generated beams seem to be more penetrative than the synchrotron-

generated ones as expected. Lower doses are administered in the skull bone for 

the linac spectrum. The valley doses are higher and the PVDRs are lower in the 

region between the skin entrance and the target except in the skull bone for linac-

generated beams than those calculated for synchrotron-generated beams. 

However PVDR values around 5 were calculated for the selected beam interval. In 
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Figure 4.15 the curves in the target region (between x =−2 and x =−4) do not 

represent the valley doses because of the in-beam doses administered by the 

beam array coming from the top. Furthermore, the mesh sizes are not appropriate 

for calculating in-beam and valley doses for irradiation from the top. Thus the 

curves in Figures 4.15 and 4.16 shouldn’t be taken into consideration for the 

mentioned region. 
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Figure 4.16. Depth – PVDR distributions for two orthogonally interlaced linac and 
synchrotron-generated beam arrays 

The curves for the synchrotron generated X-rays are smoother than those for the 

linac-generated ones. The wiggles in the curves for the linac-generated pencil 

beam arrays are due to the fact that energy is deposited through interactions along 

particle tracks; the ranges of secondary electrons scattered by high-energy 

photons are larger than those scattered by synchrotron-generated X-rays. 

Furthermore, the dimensions of mesh tallies used for the pencil beams are smaller 

than the ones used for the planar beams. Thus, some meshes may contain few 

tracks while others contain many. 

The ratios of skin entrance, maximum skull bone and maximum brain in-beam 

doses to target exit in-beam doses for linac-generated and synchrotron-generated 

beams are given in Table 4.5. 
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Table 4.5. The ratios of skin entrance, maximum skull bone and maximum brain 
in-beam doses to target exit in-beam doses for interlaced linac-generated and 
synchrotron-generated beam arrays 

Ratios between Linac-generated 
beams 

Synchrotron-generated 
beams 

Skin entrance and target exit doses 1.16 ± 0.06 2.01 ± 0.05 

Maximum skull bone doses and target 
exit doses 

1.50 ± 0.08 1.82 ± 0.05 

Maximum brain doses and target exit 
doses 

1.21 ± 0.07 1.69 ± 0.04 

 

4.6.7. Two-dimensional dose distribution in and around the target region for 
five orthogonally interlaced beam array pairs 

The two-dimensional dose distribution in and around the target region is given in 

Figure 4.17 as a contour plot. The values were normalized to the maximum value. 

The outer surface of the target region is shown with a circle (with radius of 

approximately 1 cm).  

The relative errors are between 5.5% and 7.5% in the target region. An 

unsegmented dose region was formed in the target, however, the sharp dose fall-

off (in the order of ten micrometers) obtained in BIMRT technique is not observed. 

The 80% to 20% dose fall-off distance, beside the target region, is between 5 – 8 

mm. 

4.6.8. Depth – dose and depth – PVDR distributions through the 
mathematical head phantom for five orthogonally interlaced beam array 
pairs 

Depth – in-beam and depth – valley dose distributions for the center beams in the 

arrays 21A and 22A are given in Figure 4.18. Relative errors are less than 4.7% 

and 2.9% for in-beam and valley doses for both beam arrays. 
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Figure 4.17. Two-dimensional dose distribution in and around the target region for 
irradiation with five orthogonally interlaced beam array pairs 
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Figure 4.18. Depth – in-beam and depth – valley dose distributions in the arrays 
21A and 22A for irradiation with five orthogonally interlaced beam array pairs  



 71 

The depth – PVDR distributions are given in Figure 4.19. Relative errors are less 

than 7.5%. PVDR values of approximately 1 are observed in the target area. Thus, 

a homogeneous dose region is formed. Similar dose distributions are observed for 

both beam arrays. The in-beam and valley doses begin to increase 10 mm before 

reaching the target. This is in accordance with the dose fall-off distance observed 

in the two-dimensional dose distribution. 
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Figure 4.19. Depth – PVDR distributions in the arrays 21A and 22A for irradiation 
with five orthogonally interlaced beam array pairs  

4.7 Discussion 

The shape of the beams and geometry of the beam arrays that are to be interlaced 

in the realistic head phantom were decided on according to the results of 

calculations performed with the cylindrical water phantom. The valley doses 

deposited between the beams’ paths were observed to be lower for arrays of 

square pencil beams than for arrays of planar beams. Thus arrays of pencil beams 

are more convenient for such X-ray energies. 

For two orthogonally interlaced beam arrays, the linac-generated beams were 

observed to be more penetrative than the synchrotron-generated ones, which is a 

desired feature, since it provides substantial decrease in the skin entrance, 
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maximum skull bone and maximum brain doses which are administered inevitably 

to produce the desired target dose. This is due to the decrease in mass 

attenuation coefficient for the media with increasing photon energy. 

The parallel pattern of the linac-generated beam arrays was preserved through the 

phantom and PVDR values are nearly constant in the regions deeper than the 

target.  The calculated PVDR values are still close to 5, which was obtained in 

Dilmanian et al’s (2008) experimental study (semi-quantitative) and in Chapter 3 

(Gurdal et al., 2010). However, an unsegmented dose region was not observed in 

the target. The energy deposited due to secondary radiation, scattered from the 

beams’ paths, was not enough to fill the low dose regions between the paths of the 

interlacing beam arrays. 

An irradiation geometry which was claimed to be used to form an unsegmented 

dose region (Dilmanian et al., 2009; 2010) was simulated. The unsegmented dose 

region could be formed in the center of a mathematical head phantom. However, 

the dose fall-off distance beside the target area was comparable with those for 

conventional radiotherapy. Besides, the PVDRs in the beam array paths were 

lower than those calculated for the BIMRT technique. Thus sparing of the healthy 

tissues is not expected to be provided with linac as the X-ray source and the 

irradiation geometry that uses five orthogonally interlaced beam array pairs as the 

BIMRT technique. 
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5. CONCLUSION 

In the first part of the study (section 2) MCNPX and the cross-section libraries 

used were shown to be suitable for micrometric dosimetry calculations and low X-

ray energies. 

In the second part (section 3) a realistic head phantom that was created from MRI 

images of a human head was used in dosimetric MC calculations for the X-ray 

microbeam therapy technique. The usability of voxel-geometry phantoms for 

dosimetry of BIMRT has been shown. Difference between the dose distributions 

for the homogenized and the realistic phantoms was observed. 

Dose falloffs calculated for the case without an Au contrast agent is consistent with 

the values which are given in the literature. Furthermore, the in-beam and valley 

doses (hence PVDR) were consistent with the semi-quantitative results of 

Dilmanian et al.’s (2008) experimental study with an anthropomorphic head 

phantom. 

It was observed that the usage of gold as a contrast agent provided a substantial 

increase in target dose and decreases the maximum skin, skull bone and brain 

doses, inevitable to produce the desired target dose. In cases with an Au contrast 

agent in the target region or with an Au contrast agent in target and surrounding 

tissue, the dose falloff widths were still small. The Au contrast agent deposited in 

surrounding tissue increases the valley doses between the skin entrance and the 

target. However, the PVDR values was still close to the ones observed for the 

BIMRT technique. 

In the third part (section 4) a linear accelerator was evaluated as an X-ray source 

for the stereotactic MRT technique. An unsegmented dose region was formed at 

the center of a spherical head phantom with an irradiation geometry which was 

proposed in Dilmanian’s patents (2009; 2010).  However, the dose fall-off distance 

beside the target area was comparable with those for conventional radiotherapy 

and the PVDRs in the beam array paths were lower than those calculated for the 

BIMRT technique. The advantages of the MRT technique may not be preserved 

with the usage of linac as the X-ray source. However, current clinical data confirms 
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the value of spatially fractionated (GRID) therapy (Peñagarícano et al., 2009) in 

the management of large volume of disease with an acceptable toxicity profile. 
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