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ASST. PROF. DR. ENGİN DEMİR
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ÖZET

YAPISAL TEKRARLAYAN SİNİR AĞLARI İLE ZAMAN-MEKANSAL
DEPREM TAHMİNİ

Aydın DOĞAN

Yüksek Lisans, Bilgisayar Mühendisliği
Danışman: Dr. Öğretim Üyesi Engin DEMİR

Ocak 2021, 56 sayfa

Deprem tahmin problemi, belirli bir bölgede, minimum Richter büyüklüğünde ve bir za-

man aralığında depremin meydana gelme olasılığının tahmini olarak tanımlanabilir. Bu

uzun süredir üzerinde çalışılan bir araştırma problemidir, ancak son on yıla kadar çok fa-

zla ilerleme kaydedilememiştir. Hesaplama sistemlerinde ve derin öğrenme modellerindeki

gelişmeler ile birlikte önemli sonuçlar elde edilmeye başlanmıştır. Bu tezde, mekansal

yakınlığı ve bölgelerdeki fay hatlarının varlığı gibi ön bilgileri dikkate alan, bu bilgileri sis-

tematik olarak işleyen yapısal tekrarlayan sinir ağını (SRNN) kullanan modeller sunulmuştur.

Türkiye ve Çin gibi ölçek ve deprem bölgelerinin büyük ölçüde farklı olduğu iki ayrı bölgede

deneyler gerçekleştirilmiştir. SRNN modelleri, kıyaslama yapılan baz model ve bilinen en

iyi modellere göre daha iyi performans sonuçları elde etmiştir. Özellikle birinci derece-

den mekansal komşuluğa ve fay hatlarına dayalı yapısal sınıflandırmaya göre kurgulanan

SRNNClassnear modeli, en yüksek F1 skoruna ulaşmıştır.
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ABSTRACT

SPATIO-TEMPORAL EARTHQUAKE PREDICTION WITH
STRUCTURAL RECURRENT NEURAL NETWORKS

Aydın DOĞAN

Master of Science, Computer Engineering Department
Supervisor: Asst. Prof. Dr. Engin DEMİR

January 2021, 56 pages

The earthquake prediction problem can be defined as a given a minimum Richter magnitude

scale and a specified geographic region, predicting the possibility of an earthquake in that

region within a time interval. This is a long time studied research problem, but not much

progress is achieved until the last decade. With the advancement of computational systems

and deep learning models, significant results are achieved. In this thesis, we introduce novel

models using the structural recurrent neural network (SRNN) that capture the spatial prox-

imity and structural properties such as the existence of faults in regions. Experimental results

are carried out in two distinct regions such as Turkey and China, where the scale and earth-

quake zones differ greatly. SRNN models achieve better performance results compared with

the baseline and the state of the art models. Especially SRNNClassnear model, which cap-

tures first-order spatial neighborhood and structural classification based on fault lines, results

in the highest F1 score.
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DEMİR for all his support, guidance, and mentorship all stages of my thesis work period.

I would also like to thank the members of the thesis committee for their insightful comments

about this thesis.

Finally, for all of her encouragement and patience, I thank my dear wife. Thank you to my

beloved daughter for her beautiful presence among us. I would like to thank my sincere

feelings to my family who supported me during my education life.
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1. INTRODUCTION

1.1. Overview

Earthquakes are natural disasters. They can occur suddenly anywhere in the world and cause

serious damage depending on their magnitude. This damage ranges from the destruction

of buildings to the loss of people’s lives. Earthquake prediction is a challenging task. It

is considered that the internal dynamics of earthquakes are too complex to be understood.

Not much progress has been made in scientific studies for long time [1]. However, with

the development of neural networks, it has made great progress in learning to catch deep

internal dynamics of complex data from many different sources [2]. Especially if the data is

non-stationary and existing linear models are limited to model such complex data as in earth-

quake prediction problem, deep learning approaches might enlighten us to achieve accurate

predictions.

Time window, space window, and magnitude window are suggested as a first three attributes

for earthquake prediction [3]. The time and space attributes form the earthquake prediction

as a spatio-temporal problem. Throughout the thesis, the earthquake prediction problem

is defined as given a minimum Richter magnitude scale and a specified geographic region,

predicting the possibility of an earthquake in that region within a time interval i.e., each

month.

1.2. Motivation

Based on the non-stationary characteristic of earthquake prediction, artificial neural networks

capturing structural spatio-temporal models may result in a better model to learn the latent

solution space. Structural Recurrent Neural Network (SRNN) [4] model achieved success-

ful results in different problems such as in traffic speed prediction [5], group activity pre-

diction [6], and human trajectory prediction [7]. Motivated by the success of SRNN, it is

adapted to learn spatio-temporal and structural relations using the earthquake catalog data

including the Richter magnitude scale, timestamp, and geographic location.
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1.3. Major Contributions of the Thesis

The objective of this thesis is to show that via modeling earthquake data with the SRNN, the

structural and spatio-temporal relationships within the data can be discovered and accurate

predictions are possible. The performance results of our SRNN models are compared with

the SMA, recently proposed simple neural network One Neuron [8] and LSTM [9] models.

Performance results of these distinct models are compared with the evaluation measures

of F1 score, precision, and recall since the numbers of positive and negative instances are

imbalanced.

The contributions are three fold:

• Structural recurrent neural network models are introduced to capture spatio-temporal

and structural characteristics of the earthquakes.

• The structural recurrent neural network architecture results in a robust model compared

with the state-of-the-art LSTM model.

• Extensive experiments are carried out on two distinct geographic regions that have

different characteristics due to the scale and zones.

1.4. Thesis Outline

The thesis is structured as follows:

Chapter 2 describes background information about spatio-temporal prediction of earth-

quakes. Basic information about earthquakes is briefly mentioned. Then, Recurrent Neural

Networks (RNN) and LSTM are discussed.

Chapter 3 provides an overview of related studies. It is examined in two categories in terms

of data and prediction models.

Chapter 4 presents the problem definition and datasets. The formal notation of the problem

is provided. Then, Turkey and China datasets are detailed.

2



Chapter 5 describes baseline models such as Simple Moving Average (SMA), One Neu-

ron, and Long-Short Term Memory (LSTM) and the proposed Structural Recurrent Neural

Networks (SRNN).

Chapter 6 presents the experiments and results in detail.

Chapter 7 concludes the thesis and offers possible directions for future studies.

3



2. BACKGROUND

In this chapter, preliminary information is provided for spatio-temporal earthquake predic-

tion. First of all, basic issues related to earthquakes are mentioned. Then, brief information

will be given about the RNN and LSTM models that form the basis of the solution models

we use for the earthquake prediction problem.

2.1. Earthquake

Earthquake can be defined as the vibrations on the Earth’s surface caused by a sudden release

of energy, and from a broader perspective, it can be defined as a complex long-term stress

accumulation and the oscillation process [10]. In many studies [11–13], it has been suggested

that earthquakes have chaotic process characteristics.

The Richter scale is developed by Charles F. Richter [14] and shows the strength of the

earthquake. The representation of Ricther scale formula is given in Equation (1).

ML = log10(
A

A0(δ)
) (1)

In Equation (1), ML denotes the magnitude scale of the earthquake, A is maximum deviation

and A0 is a function that changes depending on the distance from the epicenter of the earth-

quake. Since the magnitude calculation formula includes a base 10 logarithm, an increase in

the magnitude of the earthquake by 1 unit on the Richter scale means its actual magnitude

will increase ten times. Earthquakes larger than 8 in magnitude can not be measured with the

Richter scale. There are different magnitude types for elevating earthquake strengths [15]

such as Mb (Short-Period Body Wave), Mwr (Regional), Md (Duration). For simplicity, all

the magnitudes are called Richter scale in this thesis.

It is clear that the movement and fracture of the ground affect other ground movements. The

results of this interaction can be observed in terms of time and space [16, 17]. A sequence

of earthquakes can be observed after the first earthquake. The first earthquake is called the

main shock, followed by smaller or larger earthquakes called aftershocks.
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2.2. Recurrent Neural Networks (RNN)

Recurrent neural networks, RNNs, are designed to process sequential data [18]. The outputs

of RNNs depend on the previous elements of the sequence. The previous information is

passed by the hidden states [19]. This process of RNNs is shown in Figure 2.1..

Figure 2.1. Recurrent Neural Networks

ht = RNN(xt, ht−1;W
RNN) (2)

The RNN functional definition is given in Equation (2) where WRNN is learnable weight

matrix, xt is the input at time t and ht−1 is the hidden state of the previous time. The

drawback of that architecture is vanishing gradients [20] especially in long time sequences.

2.3. Long-Short Term Memory (LSTM)

Learning to store information over long time intervals with the back propagation of RNNs

causes the gradient effect to decrease in series for the first time and learning to take longer.

LSTM model has proposed in [21] to overcome this issue. The architecture of the LSTM

model is seen in the Figure 2.2.1.

ft = σ([ht−1, xt]W
f + bf ) (3)

it = σ([ht−1, xt]W
i + bi) (4)

1Figure is adapted from https://colah.github.io/posts/2015-08-Understanding-
LSTMs/

5
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Figure 2.2. Long-Short Term Memory

Ĉt = tanh([ht−1, xt]W
C + bC) (5)

Ct = ft ∗ Ct−1 + it ∗ Ĉt (6)

ot = σ([ht−1, xt]W
out + bout) (7)

ht = ot ∗ tanh(Ct) (8)

Typical formulations are given in between Equations (3) and (8). In these equations, [ht−1, xt]

refers the concatenation of input at time t, xt and previous time hidden state, ht−1, b is bias,

W is learnable weight matrix, σ stands for sigmoid function, tanh is hyperbolic tangent

function. Input gate, forget gate, output gate, memory cell, candidate values are represented

by it, ft, ot, Ct, Ĉt, respectively. Sigmoid (σ) and the hyperbolic tangent (tanh) activation

functions are used in LSTM formulas. The graph of sigmoid (σ) is shown in Figure 2.3., and

6



its formula is shown in Equation 9. The graph of hyperbolic tangent (tanh) is shown in in

Figure 2.4., and its formula is shown in Equation 10.

Figure 2.3. Sigmoid Figure 2.4. Hyperbolic tangent

sigmoid(x) =
1

1 + exp−x
(9) tanh(x) =

expx − exp−x

expx + exp−x
(10)
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3. RELATED WORK

Earthquake prediction studies differ greatly in terms of both the data and models used. Data

types are classified into three categories, such as seismic waves, earthquake catalogs, and

potential earthquake precursors. Methods are also classified into two categories such as

statistical methods and deep learning models. These are presented in the following sections.

3.1. Data

Most of the earlier studies focus on distinct local regions and hence it is not easy to compare

the results of the previous studies. Types of data utilized in earlier works can typically be

grouped into three categories.

First type of data is the seismic wave data. It is a signal data of earth surface vibration

accumulated from one or more stations. Using this type of data, the location, depth, and

magnitude of earthquakes can be calculated. It has been used as inputs to the deep learning

model [22] for simultaneous earthquake detection and selection of the phases of P and S

waves, which are the important signs of earthquake time and magnitude. The Convolutional

Neural Network (CNN) model [23] was applied on induced seismicity to improve seismic

hazard assessment in Oklahoma, USA, and detected 17 times more than earthquakes previ-

ously cataloged by the Oklahoma Geological Survey. In [24], RNN model has been adapted

for performing the seismic phase relationship.

Second type of data is the earthquake catalog in tabular format. Time, magnitude and loca-

tion data are mainly used in these tabular catalogs. In 2007 [25] and 2009 [26], Panakkat

and Adeli carried out comprehensive studies using tabular catalogs. In [25], Levenberg-

Marquart backpropagation (LMBP) neural network, an RNN model, and a Radial Basis

Function (RBF) was proposed to predict magnitude of the largest seismic activity in the fol-

lowing month in Southern California and San Francisco. It has been reported that the RNN

model achieves better results than LMBP and RBF. In [26], RNN model has been adopted

to predict the time, location, and magnitude of the future earthquakes via using 8 seismic

indicators which are derived from the historical earthquake data. Experiments conducted on

equally divided 6 rectangular subregions in the Southern California area show that subre-

gions with high earthquake intensity achieve better results than lower-intensity subregions.
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In [27], a CNN model was proposed to predict whether an earthquake with a magnitude

larger than six would occur in Taiwan. Taiwan catalog data was converted into a 256x256

pixel binary map with a 30-day time window. It is stated that the data for the last 120 days

obtained the best predictive results to estimate the next 30 days. Another recent study [9] di-

vided the China region into 9 equal rectangles and introduced an LSTM model that predicts

earthquakes within one-month time intervals. It is emphasized that, for the LSTM model [9],

the two-dimensional input had better results in earthquake prediction in terms of true positive

accuracy and true negative accuracy compared with a one-dimensional input representation.

Spatial and temporal relationships are generally investigated with different architectures and

then their interactions are combined to achieve spatio-temporal integrity [28]. However, in

the proposed LSTM model, the data of the regions is fed to the model without any explicit re-

lation among the regions. Expecting to discover the interaction between regions is not likely

without feeding the structural interconnection relations of these regions to the model. In [29],

LSTM is used to determine time series dependencies in 10x10 square kilometer areas in the

Japan region, and CNN is used to capture spatial dependencies. The prediction results re-

garding whether there will be an earthquake with magnitude larger than 3 and larger than 5 in

the next 10 to 60 days were produced by processing the tabular catalogs. It is suggested that

the combination of CNN and LSTM model achieved better results on the basis of both the

Precision-Recall Area Under Curve (PR AUC) and the Receiver Operating Characteristics

Area Under Curve (ROC AUC) scores when compared with the general gradient boosting

approach and the simple historical mean.

The third data type is a compilation of different sources apart from seismic waves or earth-

quake catalogs. This type of data can be referred as potential earthquake precursors. Elec-

tromagnetic signals that are considered to be earthquake precursor signals [30, 31], cloud

images before earthquakes [32, 33], and animal abnormal behavior [34] have been studied to

increase the sensitivity in earthquake prediction.

The type of data utilized in the problem formulation is an important aspect as new features

and latent relations can be discovered. On the other hand, widely accessible data might pro-

vide some latent insights if appropriate models are utilized. The data is typically captured as

temporal or spatio-temporal data, hence methods in related work include time series analysis

and spatio-temporal analysis.
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3.2. Methods

The methods used in earthquake prediction can be divided into two categories such as clas-

sical methods and deep learning models. The first one is classical methods consisting of

statistical and rule-based methods. Long Term Average (LTA) / Short Term Average (STA)

algorithms [35–37], and heuristic pattern matching methods [38, 39] from previous earth-

quake waveforms are among the classical methods. While heuristic pattern matching meth-

ods that are applied to detect similar patterns in the past earthquakes achieve good sensitivity

scores, these models are prone to noise and take a lot of time with large-scale data [40].

The second collection of methods composed of machine learning and deep learning based

models. Machine learning models such as K-nearest neighborhoods (kNNs), and Support

Vector Machines (SVM) [41, 42] have been used to explore time series relations in earth-

quake prediction. In the recent years, different neural networks such as Long-Short Term

Memory (LSTM) [9], Convolutional Neural Network (CNN) [29], and Deep Neural Net-

works (DNN) [43] have been proposed to overcome the limitations of classical models.

While deep learning networks achieve better results than simple neural networks in many

fields, on the contrary, it has been suggested that simple neural networks can be as successful

as deep networks in predicting aftershocks in earthquake prediction [44]. The ROC value

obtained via the deep network [43] has also been obtained using only one neuron in [8].

Research on spatio-temporal problems using neural networks increased in volume signifi-

cantly in recent years [45]. We also regard spatio-temporal deep learning models as key

solution candidates for solving earthquake prediction. Therefore, it makes sense to briefly ex-

amine the deep learning models suggested in different spatio-temporal problem solutions. To

solve this kind of spatio-temporal problems, different neural network architectures are pro-

posed, such as Restricted Boltzmann Machines (RBM), RNN, LSTM, CNN, and Structural

Recurrent Neural Networks (SRNN). RBM models [46] are conducted for traffic prediction

with taxi gps trace in [47]. CNN architecture is adopted different type of problem sets such

as future location prediction in trajectories [48, 49], and traffic congestion prediction [50].

The combination of CNN and LSTM is proposed for traffic accident prediction [51] and

precipitation nowcasting [52]. SRNN is proposed for human activity prediction [4], traffic

speed prediction [5] and group activity prediction. Spatio-Temporal Graph Neural Network

is proposed for Covid-19 forecasting [53], and Spatio-Temporal Graph Convolution Net-

work is used for traffic forecasting in [54]. Although the use of deep learning in many
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spatial-temporal problems has increased, there are a few earthquake prediction studies using

spatio-temporal deep learning [9, 29].
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4. PROBLEM DEFINITION AND DATASET

This chapter presents formal definition of the problem. It also provides information about

Turkey and China datasets.

4.1. Problem Definition

The historical data is composed of time windows T = {t1, t2, ..., tL} where each time win-

dow ti refers to a time interval of one month. The region of interest is defined in terms of a

range of latitude and longitude values. This region of interest is partitioned into rectangular

subregions where the range of latitude and longitude values are divided by J and K, respec-

tively. xt = {x1t , x2t , ..., xNt } denotes the data of earthquakes in all subregions N = J ×K
within time window t. For a specific region i, at time t, xit ∈ {0, 1} is a binary data such

that if there is an earthquake above a given threshold magnitude then it is set to 1, otherwise

0. For the L sequence of time windows, earthquake data in all subregions is represented as

X = {x1, x2, ..., xL}, X ∈ RL×J×K .

Figure 4.1. Sliding windows for prediction

During the prediction, the last S time windows are taken into account. For a given time

window t, Xt = {xt−S+1, xt−S+2, ..., xt−1, xt} data to be used with a sequence of length

S. Sliding windows are used to predict all consecutive time windows. For example, at

time t + 1, input data is constructed as Xt+1 = {xt−S+2, xt−S+3, ..., xt, xt+1}. Therefore,

prediction at t + 1 is ŷt+1 = {x1t+1, x
2
t+1, ..., x

N
t+1} . This progress is displayed in Figure

4.1.. The problem is defined as predicting earthquakes at the time t+ 1, ŷt+1, by feeding the

historical earthquakes data Xt to the prediction model as shown in Equation (11).

ŷt+1 = f(Xt) (11)
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4.2. Dataset

Earthquake catalog data is collected from USGS 1. In this work, the geographic regions of

Turkey and China are utilized due to their different characteristics and zones. The datasets

include tabular data such as time, magnitude, and location information. The location in-

formation includes latitude, longitude, respectively, according to the geographic coordinate

system.

All the interested areaA is divided into subregions with two different approaches. First one is

regular grid which is basically dividing all region into equal (J×K) subregions. Second one

is a quadtree which divides the total area with respect to the density of earthquakes within a

subregion. These approaches are detailed in the Section 6.1.3..

4.2.1. Turkey

Turkey dataset is the one used in our work [55]. Earthquake catalog data was collected be-

tween 1970 and 2019. Earthquakes with a magnitude 4 and above are selected. Detailed

information about the data is presented in Table 4.1.. The geographic distribution of earth-

quakes together with the scale of magnitudes is shown in Figure 4.2.. The Richter scale

histogram is shown in Figure 4.3.. 5425 of the 5482 earthquakes occurred between 4 and 5

magnitudes.

Table 4.1. The details of the data in Turkey

Parameter TURKEY

Minimum Latitude 34
Maximum Latitude 43
Minimum Longitude 25
Maximum Longitude 46

Magnitude Threshold 4
Magnitude Mean 4.39

Magnitude Standard Deviation 0.41
Start time 1970-03-28
End time 2019-12-29

Number of Earthquakes 5482

1https://earthquake.usgs.gov/
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Figure 4.2. Geographic distributions of earthquakes with their scale of magnitude in 9 subregions
of Turkey

Figure 4.3. The histogram of earthquake magnitudes in Turkey

4.2.2. China

China dataset is collected as in the study of Wang et al. [9]. Details of the dataset for China

are provided in Table 4.2.. Earthquakes larger than 4.5 Richter scale are selected. The

histogram of earthquakes are shown in Figure 4.5..
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Table 4.2. The details of the data in China

Parameter CHINA

Minimum Latitude 23
Maximum Latitude 45
Minimum Longitude 75
Maximum Longitude 120

Magnitude Threshold 4.5
Magnitude Mean 4.859

Magnitude Standard Deviation 0.396
Start time 1966-12-16
End time 2016-09-28

Number of Earthquakes 5577

The earthquake density over 9 subregions in China is shown in Figure 4.4.. While subregions

3, 6, 9 have low intensity earthquakes, other subregions contain relatively high intensity

earthquakes. In addition, the earthquakes with the highest magnitudes are seen in subregion

7 and subregion 8.

Figure 4.4. Geographic distributions of earthquakes with their scale of magnitude in 9 subregions
of China

Turkey and China greatly differ from each other in terms of location, size, plates, and fault

lines. Turkey is located in a complex collision between the Eurasian Plate and both the

African and Arabian Plates. Turkey has two major strike-slip fault zones. These are the North

Anatolian Fault and East Anatolian Fault [56]. China is located in a unique tectonic envi-

ronment where the Paleo-Asian Ocean, Tethys and Western Pacific areas converge. China’s
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Figure 4.5. The histogram of earthquake magnitudes in China

tectonic framework can be divided into eastern and western regions according to the assem-

bly of cratonic blocks [57].
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5. MODELS

In this chapter, three distinct baseline models namely Simple Moving Average (SMA), One

Neuron, and LSTM are compared with the proposed Structural Recurrent Neural Networks

(SRNN) model.

5.1. Simple Moving Average (SMA)

In SMA model, the data is considered only as time series and the spatial relationship is not

taken into account. The simple average operation is applied as shown in (12). S is the length

of windows to be averaged and set to 12 in the experiments.

ŷt+1 =
xt−S+1 + xt−S+2 + ...xt−1 + xt

S
(12)

5.2. One Neuron

Figure 5.1. One Neuron model

Inspired by the work of Mignan and Broccardo [8], one neuron model is adapted. In this

basic architecture, data Xt has reshaped as a flatten form before forwarded to neuron, Xt ∈
R1×hone , hone = S×N . This is basically shown in (13) where W one ∈ Rhone×N , b ∈ RN and
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ŷt+1 ∈ R1×N . The architecture shown in Figure 5.1.1 indicates that there is only one neuron

for every region.

ŷt+1 = XtW
one + b (13)

5.3. LSTM

An LSTM model is proposed to predict earthquakes from catalog data [9]. The proposed

model is shown in Figure 5.2.. The input of the LSTM is Xt ∈ RS×N and the output of the

model is ŷt+1 ∈ R1×N which is composed of all node prediction scores for time t+ 1. The

sequence length S is set to 12 to consider only the last 12 months.

Figure 5.2. LSTM model

HL
t = LSTM(Xt, H

L
t−1;W

L) (14)

ŷt+1 = Softmax(MLP 2(MLP 1(Dropout(H
L
t );W

M1);WM2) (15)

In Equation (14), the input data Xt ∈ RS×N is forwarded to the LSTM model in order. In

Equation (15), the output of LSTM layer is processed by two fully connected layers sequen-

tially. In this model, all the spatial and temporal relations are expected to be revealed by just

a flattened form of nodes data with time sequences. The model parameters such as LSTM,

MLP 1 and MLP 2 hidden layer sizes are set to 128, 256, and 64, respectively, as in [9].

5.4. SRNN

So far, SRNN model has been implemented in different domains to reveal spatio-temporal

relations, such as video motion detection [4], traffic speed prediction [5], and crowd flow
1plot created with https://alexlenail.me/NN-SVG/
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prediction [6]. The success of the spatio-temporal detection capability of SRNN motivated

us to adapt this model in the earthquake prediction problem. In order to discretize the location

information, we divide geographic region into regular grids. Our intention is to effectively

expose intra and inter spatio-temporal relations of earthquakes in these grids.

Figure 5.3. Spatio-temporal graph with 3 nodes and its expansion through time

SRNN model [4] utilizes a spatio-temporal graph to represent spatial and temporal relations

and encode it into a factor graph to transform into a recurrent neural network architecture.

Nodes in the spatio-temporal graph denotes the controlled variables such as human body

component (head, arms, legs) in human motion prediction, street middle points in traffic

speed prediction, and humans in crowd flow prediction. Similarly nodes represent the grid

regions in the earthquake prediction. An example illustration of a spatio-temporal graph

with 3 nodes and all existing spatial and temporal relations is shown in Figure 5.3.. These

3 nodes represent the subregions in the Figure 4.4. with corresponding region numbers. In

terms of simplicity, only subregions numbered 1, 2, 3 are taken into consideration and these

subregions have spatially related with each other. This configuration is the first type of spatial

relation, called as all, and assumes that all subregions are spatially related with each other,

even if there is no adjoining between them. For example, there is no adjoining parts between

Node1 and Node3, but spatial edge between Node1 and Node3 is set due to the assumption

of all nodes having spatially related. On the other hand, the second type of spatial relation

is called as near which means that only neighboring nodes have spatial relations with each

other. According to the near configuration, the spatial edge between Node1 and Node3 in

Figure 5.3. must be disconnected. Because, as seen in the Figure 4.4., there is no adjoining

part between subregion 1 and subregion 3.
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SRNN model supports the flexibility of defining classes on behalf of common features of

nodes. While body parts, head, arm, and leg are the class types of human motion pre-

diction due to factor sharing [4], in earthquake prediction problem, classes can be created

with respect to the common characteristics of regional structures such as fault lines. Fig-

ure 5.3. shows basically an example where regions belonging to two different node classes

C = {c1, c2} are represented by different colors such as x1 ∈ c1 is white and {x2, x3} ∈ c2
are blue. As a result of assigning nodes to different classes, new featured connections of

spatial and temporal edges are formed. The spatial edge between x1 and x2 is colored with

blue line which denotes member of cespatial1 , also same for between x1 and x3. The edge

between x2 and x3 is colored with orange which denotes member of cespatial2 . Thus, we have

two different spatial edge classes Cspatial
e = {cespatial1 , cespatial2 }. In the temporal edge view,

the temporal edge of x1 is represented with red line cetemporal
1 , temporal edges of x2 and tem-

poral edges of x3 are represented by the green line which denotes the member of cetemporal
2 .

Thus, we have two different temporal edge classes Ctemporal
e = {cetemporal

1 , cetemporal
2 }.

In Figure 5.3., expansion of the spatio-temporal graph through time is also displayed. Node

features xti represent the information of node at time t. Temporal edges represent the tem-

poral relation between consecutive time slots for a given node. For example, x2t:t+1 is the

temporal edge which captures the temporal relation of node 2 at time t and t + 1. Spatial

edges represent the spatial relation between two distinct nodes at a specified time slot. For

example, x1,2t is the spatial edge which captures the spatial relation between node 1 and node

2 at time t. In addition to temporal and spatial relations, there is also state information which

consist of all node features at a given time t, {x1t , x2t , ..., xNt }.

Figure 5.4. Structural Recurrent Neural Network Model (SRNN)

The corresponding SRNN architecture including the temporal, spatial, state and node mod-

ules is shown Figure 5.4.. The model output generates a probability score for each subregion

at a given time slot. In the training, the probability score is compared with the ground truth
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binary data of {1, 0}, and the calculated Mean Squared Error (MSE) loss value is backprop-

agate through modules. Thus, the weights of the modules are updated to reveal spatial and

temporal relations. During testing, the probability scores are converted into binary values

according to the threshold. For simplicity in the following subsections, the modules are de-

scribed for a single class type and Section 5.4.5. discusses the extension of modules in the

case of having more than one class.

5.4.1. Spatial Module

Spatial module derives the spatial relation of the nodes. The module utilizes the neighbor-

hood information of nodes such as adjacency matrix. In the adjacency matrix, if A1,2 has

a value of 1 then Node1 and node Node2 are spatially related, otherwise they are not spa-

tially related. A sample adjacency matrix A ∈ RN×N is shown in (16) according to the all

configuration, all nodes are spatially related but not self related, hence all values except the

diagonal values are set to 1. On the other hand, near configuration, only neighboring nodes

have spatial edges with each other, is shown in (17) with respect to the Figure 4.4.. In this

example, the value of A1,3 is 0 on behalf of Node1 and Node3 has no neighbouring relation.

A =


A1,1 = 0 A1,2 = 1 A1,3 = 1 A1,4 = 1 · · · A1,N = 1

A2,1 = 1 A2,2 = 0 A2,3 = 1 A2,4 = 1 · · · A2,N = 1
...

...
...

...
. . .

...

AN,1 = 1 AN,2 = 1 AN,3 = 1 AN,4 = 1 · · · AN,N = 0

 (16)

A =


A1,1 = 0 A1,2 = 1 A1,3 = 0 A1,4 = 1 · · · A1,9 = 0

A2,1 = 1 A2,2 = 0 A2,3 = 1 A2,4 = 1 · · · A2,9 = 0
...

...
...

...
. . .

...

A9,1 = 0 A9,2 = 0 A9,3 = 0 A9,4 = 0 · · · A9,9 = 0

 (17)

Spatial module is composed from the spatial embedding layer, ReLU, dropout, LSTM layer,

separation of nodes and sum function. All steps are shown in Figure 5.5..

SE = φ(xspatialt ;W SE) (18)
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Figure 5.5. Spatial module

In Equation (18), the linear transformation function φ, also called as spatial embedding is

shown where xspatialt ∈ Rns×2 is spatial pair input matrix andW SE ∈ R2×hSE is the learnable

weight matrix, hSE is the hidden dimension of the spatial embedding and SE ∈ Rns×hSE .

Hspatial
t = LSTM(Dropout(ReLU(SE)), Hspatial

t−1 ;W lstm
spatial) (19)

The output of spatial embedding layer is processed by ReLU function and dropout layer as

shown in Equation (19), sequentially. In LSTM, W lstm
spatial ∈ RhSE×hs and hs is the hidden

dimension of the LSTM, Ht−1 is the hidden state at previous time, t − 1. The output of the

LSTM Hspatial
t ∈ Rns×hs is processed by nodeSeperation function and sum operation on

each node separately.

Espatial = sum(fnodeSeperation(H
spatial
t )) (20)

In Equation (20), nodeSeperation is the function that splits the output of the LSTM, ns×hs
into n chunks, each called Noden. Noden gathers the spatial edges of nth node with respect

to the xspatialt . As a result of gathering nth node chunk shape becomes nsn × hs; where nsn
is the total number of spatial edge pairs of the respective node. For example, if all nodes

(N = 9) have spatial edges, there are 8 spatial edge pairs for each node, in other words, 9

chunks with 8×hs size at the sum operation which is responsible for dimension fixing. In the

sum operation, spatial chunk is summed R8×hs → R1×hs for each node and concatenation of

all Noden results in RN×hs . Thus, the output of spatial module becomes Espatial ∈ RN×hs .
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5.4.2. Temporal Module

Temporal module consists of temporal embedding, ReLU, dropout, and LSTM layer as

shown in Figure 5.6.. It gets the input xtemporal
t which consists of the binary data of nodes at

time t and t− 1. Thus, xtemporal
t data shape becomes N × 2.

Figure 5.6. Temporal module

TE = φ(xtemporal
t ;W TE) (21)

In Equation (21), temporal embedding is a linear transformation of temporal data, where

W TE ∈ R2×hTE is the learnable weight matrix and hTE is the size of temporal embedding

hidden layer size. Temporal embedding output becomes TE ∈ RN×hTE .

H temporal
t = LSTM(Dropout(ReLU(TE)), H temporal

t−1 ;W temporal
lstm ) (22)

In Equation (22), the output of the temporal embedding TE is processed by a ReLU and

a dropout. Temporal LSTM layer uses processed TE as input and it produces a tempo-

ral feature map for all nodes where H temporal
t−1 is the hidden states at time t − 1 of LSTM,

W temporal
lstm ∈ RhTE×ht learnable weight matrix of LSTM, and ht is the size of LSTM hidden

layer. LSTM output becomes H temporal ∈ RN×ht which is also called as Etemporal on behalf

of the compact notation of spatial module. Thus, the output of the temporal module becomes

Etemporal ∈ RN×ht .

5.4.3. State Module

State module is shown in Figure 5.7.. The input of the state module is composed of binary

data of all nodes at time t, xstatet ∈ RN×1.
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Figure 5.7. State module

CE = φ(xstatet ;WCE) (23)

N state = Dropout(ReLU(CE)) (24)

Input data, xstatet , is processed by the state embedding. In Equation (23), state embedding is a

linear transformation of state xstatet whereWCE ∈ R1×hCE is the learnable weight matrix and

hCE is the size of the state embedding. State embedding output becomes CE ∈ RN×hCE .

Then, in Equation (24), CE is forwarded to a ReLU and a dropout sequentially and results

in N state ∈ RN×hCE .

5.4.4. Node Module

The node module is the last phase of the SRNN model. Spatial, temporal, and state mod-

ule outputs are the input of node module. This module contains embedding layers, ReLU,

dropout, and LSTM layer as shown in Figure 5.8..

EST = concat(Espatial, Etemporal) (25)

STE = Dropout(ReLU(φ(EST ;W ST ))) (26)

In Equation (25), the output of the spatial and temporal modules are concatenated Espatial

and Etemporal, resulting in EST ∈ RN×(hs+ht). Then, in (26), EST , is forwarded by a linear

transformation where W ST ∈ Rhst×hSTE , hst = hs + ht and hSTE is the hidden size of the
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Figure 5.8. Node module

spatio-temporal embedding. The output of spatio-temporal embedding STE is forwarded to

a ReLU and a dropout sequentially as stated in (26) and results in STE ∈ RN×hst .

EN = concat((N state, STE)) (27)

Hnode
t = LSTM(EN,Hnode

t−1 ;W node) (28)

In Equation (27), the spatio-temporal embedding STE and state of nodes N state at time

t are concatenated to be used as the input to the node LSTM, EN ∈ RN×(hCE+hst). In

Equation (28), EN is forwarded to the node LSTM layer resulting in Hnode
t ∈ RN×hnode

where hnode is the hidden size of the node LSTM layer.

ŷt+1 = φ(Hnode
t ;WNE) (29)

In Equation (29), the output of LSTM, Hnode
t , is forwarded to node embedding layer where

WNE ∈ Rhnode×1. The output of node embedding becomes ŷt+1 ∈ RN×1. Thus, at the last

step, node module produces the prediction scores for all nodes.
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5.4.5. Multi Class SRNN Models

In the one class model, there is only one instance of each of the spatial, temporal, state and

node modules in the architecture. However, in the multi-class model, spatial, temporal, state,

and node modules are created separately for each class. Accordingly, forward operations are

conducted with the respective class type module for each node and edge. Figure 5.9. shows

the architecture that models the spatio-temporal graph in Figure 5.3. having 2 distinct node

classes. The types of these node classes are determined by prior knowledge before training.

This prior knowledge has been obtained from the tectonic plate features of the subregions.

In Figure 5.3., it is assumed that Node2 and Node3 share the same tectonic features, so they

are member of the same class while Node1 is the member of the other class. Node classes

create state modules and node modules that match white and blue colors. Temporal module

and spatial modules are also visualized in Figure 5.9. by matching the colors of the spatial

and temporal edges in Figure 5.3.. These colors are red and green for temporal edges, blue

and yellow for spatial edges. Outputs of spatial and temporal modules for each class are

appended and then concatenated to construct EST . Similarly, the output of state modules for

each class is appended and finally the node modules for each class are processed to compute

the result.

Figure 5.9. SRNN model for the multi class example given in Fig. 5.3.
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6. EXPERIMENTS AND RESULTS

In this section, firstly, the details of the experimental setup are given such as threshold selec-

tion, model parameters, partitioning methods for the geographic regions. Then, the experi-

ment results are discussed.

6.1. Experimental Setup

Data is divided into train, validation, and test as 75, 5, and 20 percent of the data, respectively.

We tested the SRNN model architecture based on the following adaptations:

• Spatial Relation: Two distinct models are proposed with respect to the spatial locality.

The first type is neighboring nodes, (SRNNnear), which is inspired from the Waldo

Tobler’s first law geography: ”everything is related to everything else, but near things

are more related than the distant things” [58]. Neighboring nodes are the nodes that

have adjacent parts and have spatial edges with each other in the spatial module. The

second, (SRNNall), all nodes have spatial edges with each other in the spatial module.

• Node Class: If regions have the same tectonic features, then we regard these regions

share features with each other. This aspect of classification also decreases model pa-

rameters. Firstly, in SRNN , we conduct experiments of all nodes have the same

features, so there is only one instance of spatial, temporal, and node modules. Sec-

ondly, in SRNNClass, we construct our node classification based on faults in the

grid cells. Figure 6.1. shows the faults and classification of grids in a 3 × 3 partition-

ing. Four classes are investigated with respect to fault zones1. Classes are selected

from a dominant type of ground movement which is represented with different colors

(c1:blue, strike-slip, c2:red, normal, c3:black, reverse/thrust, c4:no fault). Each class

has its own representative temporal, spatial, node modules with respect to the prior

knowledge of faults.

1https://esdynamics.geo.uni-tuebingen.de/faults/downloads.php
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Figure 6.1. Classification of regions with respect to fault zones in a 3x3 partitioning

6.1.1. Threshold Selection

The scalar value which maximizes the F1 in the validation data is selected as a threshold to

decode the output scores into a binary value. This value is fixed among all test instances.

We used training data to determine the threshold, however, it did not get any better results

compared to using the one computed from the validation data. It is considered that determin-

ing the threshold value from the validation set produces better results, because the validation

data are more similar to the test data than the training data due to their temporal proximity.

Therefore, we only present the results generated by the threshold value determined using the

validation set.

On the other hand, we have carried out attempts to determine a separate threshold value for

each region. Although this resulted in an increase in the recall value, it caused a decrease in

precision values and consequently produced almost the same F1 score.

6.1.2. Parameters

Sequence length S is selected as 12 for all models, i.e., 12 months, and the windows are

shifted monthly. Early stop, which is a kind of regularization based on choosing when to stop

training, is applied in the experiments and its value is determined as 4. The hyperparameters

of the SRNN model is shown in Table 6.1.. It has been experimentally observed that the

SRNN model performs the best with these hyperparameters.
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Table 6.1. Hyperparameters

Hyperparameter Value

Learning rate 0.0001
Dropout rate 0.5

Spatial embedding size, hSE 16
Spatial LSTM size, hs 16

Temporal embedding size, hTE 16
Temporal LSTM size, ht 16
Node LSTM size, hnode 32

Node embedding size, hNE 16
Optimizer Adam

Loss function Mean Squared Error

6.1.3. Region Partitioning Methods

The region of interest is partitioned with two different approaches. First one is regular grid

partitioning and second is quadtree partitioning. These are detailed in the following sections.

• Regular Grid : The datasets have been stored in the X tensor consisting of a [L, J,K]

dimensional binary values, with J and K being the number of grid cells in the hori-

zontal and vertical order, respectively. The Xljk (l ∈ L, j ∈ J, k ∈ K) element of

this tensor is assigned to, 1 if there is an earthquake with magnitude 4.5 and above,

0 otherwise. We also tested the nonbinary representation where the Xljk (l ∈ L, j ∈
J, k ∈ K) element of this tensor is assigned to the number of the earthquakes with

magnitude 4.5 and above. The results are not significantly different compared with the

binary representation and we limit our discussion with the binary case. For China, the

3×3 subregion example is shown in the Figure 6.2., 5×5 subregion example is shown

in the Figure 6.3..

• Quadtree : In this type of partitioning, the area is recursively divided into four sub-

regions. This partitioning can be represented by a quadtree showing successive n-

dimensional space subdivisions in four convex subspaces. In quadtree, partitioning a

subspace is divided into two hyperplanes parallel to the coordinate axes recursively

until the number of earthquakes is less than the specified minimum number of earth-

quakes. The parameters of the minimum number of earthquakes and maximum degree

level are selected intentionally to obtain a number close to the number of subregions

in regular grid configuration. Thus, the minimum number of earthquakes is set to 600,

29



Figure 6.2. Regular grid example with 3× 3 subregions in China

Figure 6.3. Regular grid example with 5× 5 subregions in China

and the degree level is set to 3 to get 10 quads in order to compare with 9 regular grids.

For comparing 25 regular grids, the minimum number of earthquakes is set to 375, and

the degree level is set to 4 to get 25 quads in order to compare with 25 regular grids.

An example of the quadtree with 10 subregions is illustrated in Figure 6.4. and an

example with 25 subregions is illustrated in the Figure 6.5..
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Figure 6.4. Quadtree example with 10 subregions in China

Figure 6.5. Quadtree example with 25 subregions in China

6.1.4. Sliding Windows

The process of sliding windows is shown in the Figure 6.6.. The data split ratio is set to be

0.75, 0.05, and 0.20 for training, validation, and test data, respectively. Models use the S

sequence length window data as input. The next month of the input sequence becomes the

target. This process is displayed separately for the validation and test data in the Figure 6.6..
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Figure 6.6. Sliding windows in validation and test

6.2. Performance Results

In this section, performance measurements are explained. Results of the experiments in both

Turkey and China are presented. Moreover, experimental results of quadtree partitioning are

provided in the China region.

6.2.1. Evaluation Metrics

F1 score, precision (PR), recall (REC) are used to evaluate the test results. TP , FP , FN ,

and TN denote True Positive (Prediction : 1, T ruth : 1), False Positive (Prediction :

1, T ruth : 0), and False Negative(Prediction : 0, T ruth : 1), True Negative (Prediction :

0, T ruth : 0) respectively. Consider the example where the prediction result for time t is

ŷt = {1, 0, 0}, and ground truth for time t is yt = {1, 0, 1}. For time t, the confusion

matrix is calculated as TP = 1, FP = 0, TN = 1, FN = 1. For time t + 1, let assume

ŷt+1 = {0, 0, 1}, yt+1 = {0, 1, 0}, and the confusion matrix for time t + 1 becomes as

TP = 0, FP = 1, TN = 1, FN = 1. The final confusion matrix is the sum of the

confusion matrices of time t and t + 1, and the total in this example results in TP = 1,

FP = 1, TN = 2, FN = 2. Precision, recall, and F1 score are determined by the sum
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of TP, FP, FN for all time windows in the test dataset. Formulations of the measures are

shown in the following equations.

• Precision is calculated as the ratio of correctly predicted positive samples (TP ) to

total predicted positive samples (TP + FP ). It is shown in the Equation (30).

Precision(PR) =
TP

TP + FP
(30)

• Recall is calculated as the ratio of correctly predicted positive samples to total ground

truth positives. It is shown in the Equation (31)

Recall(REC) =
TP

TP + FN
(31)

• F1 score is the harmonic mean of precision and recall. It is shown in the Equation

(32).

F1 =
2× PR×REC
PR +REC

(32)

6.2.2. Turkey

In the first set of experiments are presented in [55] with the SRNN model. It is shown that

the experimental results of the SRNN model obtained better results than the SMA and LSTM

models in [55].

Table 6.2. Performance of models in Turkey dataset

3x3 Regular Grids 5x5 Regular Grids

Model Precision Recall F1 Score Precision Recall F1 Score

SMA 0.50 0.99 0.67 0.30 0.94 0.46
OneNeuron 0.64 0.66 0.68 0.46 0.57 0.51

LSTM 0.66 0.68 0.67 0.49 0.70 0.58
SRNNall 0.63 0.80 0.71 0.60 0.56 0.58
SRNNnear 0.62 0.82 0.71 0.58 0.60 0.59

The results of Turkey experiments are shown in Table 6.2.. Two types of spatial relations are

represented as Modelall and Modelnear notation. Modelall indicates that the spatial module

33



captures the spatial relations as if each node is connected to all others andModelnear denotes

only neighboring nodes have spatial spatial relation with each other. The SRNNnear model

gets better F1 score in both 3× 3 subregions and 5× 5 subregions.

6.2.3. China

More comprehensively, the results of the SMA, OneNeuron, LSTM, and the proposed SRNN

models are explored within the China region. The results of the experiments are listed in

Table 6.3.. SRNN denotes to the architecture where all nodes are from the same factor

set, there is a single class and all nodes belong to the same class. SRNNClass refers to

the architecture where nodes are grouped into 4 non-overlapping classes as stated in Section

6.1..

Table 6.3. Performance of models in China dataset

3x3 Regular Grids 5x5 Regular Grids

Model Precision Recall F1 Score Precision Recall F1 Score

SMA 0.54 0.76 0.63 0.40 0.81 0.54
OneNeuron 0.74 0.75 0.75 0.37 0.71 0.49

LSTM 0.74 0.77 0.75 0.42 0.70 0.53
SRNNall 0.66 0.84 0.74 0.39 0.85 0.53
SRNNnear 0.72 0.78 0.75 0.39 0.88 0.54

SRNNClassall 0.65 0.82 0.73 0.34 0.93 0.50
SRNNClassnear 0.77 0.76 0.77 0.42 0.74 0.54

In data preparation, different scales of subregions are tested and the two of the commonly

used partitioning in earlier studies are presented in Table 6.3.. In the 3 × 3 partitioning,

SRNNClassnear model achieves the highest F1 score compared to the other models that

indicates model captures the structural and spatial proximity as expected.

The loss values over epochs are shown in Figure 6.7. and F1 scores over epochs are displayed

in Figure 6.8. for SRNNClassnear. The change in the loss function over epochs shows that

the SRNNClassnear model quickly saturates after a few epochs but the highest F1 score

is achieved after around 15 epochs. It can be concluded that the model can learn the latent

space in a small number of epochs. On the other hand, in the 5 × 5 partitioning, even

simple moving average (SMA) model shares the best F1 score with SRNN model. Dividing

all regions into smaller scale subregions results in the data sparsity problem, which makes
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it more difficult to deal with spatio-temporal relations. Here, it must be noted that not all

subregions are highly ranked earthquake zones and low ranked subregions can be opted out

from the evaluation. Also, the first-order neighborhood in spatial proximity is restricted to

capture the sequential effects of earthquakes on fault lines, but if the scale of the subregions

is small, the higher-order neighborhood can be used.

Figure 6.7. Loss over epochs SRNNClassnear in China

Figure 6.8. F1 score over epochs SRNNClassnear in China

The overall prediction results for the LSTM model and SRNNClassnear model together

with the ground-truth target values are displayed in Figure 6.9.. In the figure, x axes shows

the time line in months for the duration of testing, and y axis shows the region identifiers.
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The presence of earthquakes for the relevant month is shown in black and otherwise shown

in white. Regions 1, 4, 5, and 8 turn out to be highly ranked earthquake zones but regions 2,

3 and 9 have very sparse data. The results indicate that LSTM model overfits and is prone

to give the same predictions for all of subregions but with a small deviation in the region 7

over time, while SRNNClassnear model has a better distribution of predictions in regions

1, 2, 3, 6, and 7. Confusion matrix for the SRNNClassnear model is shown in Figure 6.10..

Regions 4, 5, 8 mostly resulted in a positive prediction that increased TP and FP , while

region 9 resulted in a negative class prediction that increased mostly TN and FN . On the

other hand, regions 2, 3, 6, 7 have reasonable distributions with respect to TP , TN , FP and

FN .

Figure 6.9. Time expanded view of prediction results for China dataset using 3x3 subregions

Figure 6.10. Confusion matrix for each region using SRNNClassnear in China

In order to achieve an even distribution in all subregions, experiments have carried out in

which the area is divided with quadtree partitioning. The experiment results are shown in

Table 6.4..

In quadtree experiments, LSTM and SRNN models get the same F1 scores. Regular grids

gets best F1 score 0.77 for 3×3 subregions, 0.54 for 5×5 subregions, while quadtree partion-

ing gets 0.72 for 10 subregions and 0.52 for 25 subregions. We also aimed to produce more
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Table 6.4. Performance of models in China dataset with quadtree partitioning

Quadtree 10 Subregions Quadtree 25 subregions

Model Precision Recall F1 Score Precision Recall F1 Score

LSTM 0.59 0.92 0.72 0.42 0.68 0.52
SRNNall 0.57 0.97 0.72 0.41 0.69 0.51

accurate estimates for intensive earthquake locations by dividing the earthquake-intensive

regions into smaller subregions, but splitting the dense region data into smaller subregions

did not improve model performance over regular grid partitioning.
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7. CONCLUSION

Prediction of earthquakes is an active interdisciplinary research topic. Not much progress

has been made so far, but with the advancement of computational systems and deep learning

models, recent models and empirical results gave insights into the prediction problem. Al-

though it seems very difficult to make consistent and accurate predictions, any work to be

done on this subject is important.

In this thesis, we introduced deep learning models to capture the structural and spatio-

temporal properties of the data in earthquake prediction. The proposed models utilize the

spatial proximity and structural classification based on the fault lines. The proposed mod-

els are adaptations of the structural recurrent neural network architecture that is shown to

achieve considerable success in different spatio-temporal problems having structural repre-

sentations such as in traffic speed prediction, group activity prediction, and human trajectory

prediction.

All models are tested with the catalog datasets including the location, timestamp, and Richter

scale magnitudes of earthquakes collected within the region of Turkey and China. These two

regions have distinct earthquake characteristics and zones and hence provides a general per-

spective on distinct regions. On the overall, the proposed SRNN models achieve slightly

better results and do not overfit with the training data. With the utilization the spatial prox-

imity and structural classification based on the fault lines, SRNNClassnear model results in

higher F1 scores compared with the baseline (SMA) and state of the art models such as One

Neuron, and LSTM.

The datasets are collected from earthquake catalogs that have a range of Richter scale. These

earthquakes may be classified as main shocks or aftershocks. The source of data do not in-

clude such classification and hence in the partitioning of data into monthly time windows,

there is no simple way to differentiate main shocks from aftershocks and hence all earth-

quakes are considered as shocks. It may be possible to integrate the notation of aftershocks

in the model as any aftershock tends to appear after the main shock in closer locations and

typically with a smaller magnitude in consecutive time windows.

One of the problems of using recurrent networks is the order of data is considered in con-

secutive time slots. To alleviate this limitation, attention networks can be utilized. We also

conducted experiments by adding the attention module to the SRNN model, however it did
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not perform better than the proposed models, so the results of these experiments with atten-

tion module are not presented but further studies on the attention mechanism to capture the

aftershocks is our ongoing research direction.

A considerable volume of research studies the spatial data using evenly distributed partition-

ing such as rectangular subregions. Another possible research direction could be representing

the closed boundaries of subregions via density or distance based partitioning the space ac-

cording to the scale and distribution of earthquakes in closed proximity. In addition, different

threshold selection approaches can be utilized for decreasing false positives by considering

the Precision-Recall (PR) Curve and the Receiver Operating Characteristics (ROC) Curve.
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