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ABSTRACT
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September 2021, 104 pages

Effort estimation is one of the important factors affecting the success of software
projects. In order to support this, many effort estimation methods have been developed
from past to present. The reliability of the effort estimation of a project depends on the
choice of the most appropriate method for the project characteristics and the estimation
context. Even if a good performing method is used, the estimation results may remain to
be inaccurate if an appropriate estimation method is not selected as appropriate to the
project context. In this study, we proposed a tool for selecting the most suitable
estimation method for a software project by considering the project characteristics and
the stakeholder needs. To do this, first, an expert-opinion survey was prepared based on
the key features of the commonly used estimation methods that have been frequently
referred to in literature. The expert-opinion survey was answered by experts who carried
out scientific studies in the field of software effort estimation. Then, a questionnaire was
built for eliciting information about project characteristics from an estimator who wants
to carry out effort estimation for his/her project. In this phase, firstly, a decision matrix
was created in the light of experts’ opinions. With the decision matrix, the estimator can
select the most suitable method for his/her estimation by answering the questionnaire.

Secondly, another approach was created as a decision mechanism. The decision



mechanism has two steps. First, prepared decision tree is run and second, multi-criteria
decision analysis (MCDA) methodologies are used among the models that are the result
of the first elimination with the estimator’s opinions. A tool was developed for the
simpler use of this approach. Accordingly, estimator is provided to select the best-fit
method using the tool without needing to know the calculation details of the selection.
The tool proposes the most appropriate method by first following the decision tree
mechanism and then calculating the method ranks. To investigate the validity of the
proposed approach, sample studies were conducted and the questionnaire was answered
using the ISBSG dataset. Also, we prepared a multiple-case study for the validation of
the approach proposed. At the end of the study, the appropriateness of the proposed

approach was discussed.

Keywords: Effort Estimation, Software Effort, Estimation Method, Method Selection,
Decision Matrix, Decision Tree, Fuzzy TOPSIS, Expert Opinion.



OZET

ERKEN ASAMADA YAZILIM PROJESI EFOR KESTIiRiMi ICIN
UYGUN MODEL SECIM ARACI

Duygu DENiZ ERHAN

Yiiksek Lisans, Bilgisayar Miihendisligi
Tez Damismani: Do¢. Dr. Ayca KOLUKISA TARHAN

Eyliil 2021, 104 sayfa

Efor tahmini, yazilim projelerinin basarisini etkileyen 6nemli faktérlerden biridir. Bunu
desteklemek icin ge¢misten giiniimiize pek cok efor tahmin yontemi gelistirilmistir. Bir
projenin efor tahmininin giivenilirligi, proje 6zellikleri ve tahmin baglami i¢in en uygun
yontemin secimine baghdir. Iyi performans gosteren bir yontem kullamlsa bile, proje
kapsaminda uygun bir tahmin yontemi se¢ilmezse tahmin sonuglar1 hatali kalabilir. Bu
calismada, proje Ozelliklerini ve paydas ihtiyaclarmi dikkate alarak bir yazilim projesi
igin, en uygun tahmin yontemini se¢mek igin bir ara¢ Onerildi. Bunun igin oncelikle,
literatiirde siklikla atifta bulunulan ve yaygin olarak kullanilan tahmin ydntemlerinin
temel Ozelliklerine dayali bir uzman goriisii anketi hazirlandi. Uzman goriisii anketi,
yazilim efor tahmini alaninda bilimsel ¢aligmalar yapan uzmanlar tarafindan cevaplandi.
Ardindan, projesi i¢in efor tahmini yapmak isteyen bir tahmin ediciden, proje 6zellikleri
hakkinda bilgi almak i¢in bir anket olusturuldu. Bu asamada ilk olarak, uzman goriisleri
1s18inda bir karar matrisi olusturuldu. Karar matrisi ile tahminci, anketi cevaplayarak
tahmini icin en uygun ydntemi secebilmektedir. ikinci olarak, karar mekanizmas: olarak
baska bir yaklasim olusturuldu. Karar mekanizmasinm iki adimi vardir. Ilk adimda,
hazirlanan karar agaci ¢alistirilir ve ikinci adimda, tahmin edici goriisleri ile ilk eleme
sonucu olan modeller arasinda ¢ok kriterli karar analizi (MCDA) metodolojileri
kullanilir. Bu yaklagimin kullanimini basitlestirmek igin bir yazilim araci hazirlanmistir.

Boylelikle tahminleyicinin, se¢imin hesaplama detaylarini bilmesine gerek olmadan,



araci kullanarak en uygun yontemi secebilmesi saglanmistir. Arag kendi isleyisi i¢inde,
once karar agaci mekanizmasini takip edip ardindan, yontemlerin sirasini hesaplayarak
en uygun yontemi dnermektedir. Onerilen yaklasimin gegerliligini sinamak igin 6rnek
caligmalar yapilmis ve anket, ISBSG veri seti kullanilarak cevaplanmistir. Ayrica,
dogrulama i¢in c¢oklu-vaka calismasi hazirlanmistir. Calisma sonunda, Onerilen

yaklasimin uygunlugu tartisilmistir.

Anahtar Kelimeler: Efor Tahmini, Yazilim Eforu, Tahmin Yo6ntemi, Yontem Secimi,

Karar Matrisi, Karar Agaci, Bulanik Hesaplama, Uzman Gortisi.
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1. INTRODUCTION

Software effort estimation (SEE) is the process of predicting the amount of effort
required to build a software system. For effective planning, effort and schedule
estimation is required for a project. In order to provide this benefit, estimation process
must be accurate and reliable but this is a difficult task. In order to address this problem,
many estimation methods have been proposed by researchers and many of the proposed

methods have been shown to give successful results.

Nevertheless, there is no estimation method that makes the most accurate estimates in
all projects [1][2]. Estimation methods make successful estimations for projects that
provide certain characteristics (organizational structure, type of project, development
environment etc.). It is stated that the most successful effort estimation method can
change for a given dataset because different criteria are used [3]. Since the estimation
method that gives accurate results will change even for different projects within the
same organization, the selection of methods on the basis of the organization may not
give correct results. Although methods focusing on specific project features are
continually proposed for more accurate estimates in literature [4][5], it is necessary to
perform analyses regarding the attributes of method, project and environment each time
and even to use expert knowledge for determining which method is suitable. An
accurate effort estimation can be achieved only by selecting an estimation method best

matched to the estimation context.

Several studies on selecting the suitable estimation method have been proposed by
examining the project properties and datasets to be used [4][5]. Although these studies
have shown that the success of estimation methods can change according to the project
characteristics and dataset, they do not propose a general method for different types of
projects and environments. The existing selection methods are not feasible for a new
project. Since the method is chosen according to the mean magnitude of relative error
value of the estimations in old projects, the characteristics of the new project are not

considered, so it may not be suitable for the new project.

In this study, project characteristics that affect the success of estimation methods were
examined. For this purpose, an expert-opinion survey was prepared and the relationship
between the project characteristics and estimation methods was studied. The survey was

realized by referring to the knowledge of the experts having published scientific studies



on software effort estimation. It was aimed to determine the most suitable estimation
method for given project characteristics and stakeholder needs by using the data
obtained from the expert-opinion survey and answers from estimator questions.
Multiple Criteria Decision Analysis (MCDA) method was used while processing the
data from the expert-opinion survey into a decision matrix. Then, in an example
estimation scenario based on ISBSG dataset, a user was asked to answer a set of
estimator questions prepared, and the most suitable estimation method was selected
with the information of a new project to be estimated. In order to take the study one
step further, a two-phase decision approach was studied with expert opinion data. In this
approach, first, the decision tree was prepared with the data. After the preliminary
elimination in the methods with the selection questions in the tree, the most appropriate
selection was made with the Fuzzy TOPSIS calculation. The process steps followed to

create the approach proposed is provided in Figure 1.1.

Preparation steps

Decide effort
estimation methods
and method criteria

h

Prepare expert
opinion survey about
methods

¥ 1

FPrepare estimator Wih experts answers,
guestionnaire based prepare decision tree and
on survey MCDA calculations.
L -

Figure 1.1. Process Steps Followed to Create the Approach

The rest of this thesis is organized as follows. Section 2 provides background and
related work on software effort estimation, method selection, and MCDA. Section 3
explains the proposed evaluation approaches, alternative estimation methods used in
this study, and method selection criteria. In Section 4, it is exemplified how decision
matrix values are formed over the answers to expert-opinion survey questions as well as

how decision tree and Fuzzy TOPSIS are prepared and how they work. Section 5

2



presents example evaluation using ISBSG dataset and related estimation assumptions,
and explains the feasibility of the proposal. Also in the same section, with a multiple-
case study application, the validity of the decision analysis approach is investigated.
Finally, Section 6 discusses the weaknesses in the proposed approach, concludes the

thesis with a summary of this study and plans for future work.



2. BACKGROUND AND RELATED WORK

2.1. Software Effort Estimation and Method Selection

Since effort estimation method selection is a major factor in estimation, there are many
studies in literature that examine and classify methods. At the same time, due to the
importance of the criteria that affect the decision in method selection, there are many
studies that investigate the criteria of various parameters that affect the methods. We
chose the methods and the criteria we used to prepare the expert-opinion survey based

on the studies that we describe below.

Wen et al. [6] made a systematic literature review on machine learning (ML) based
software development effort estimation models. They analyzed ML based models from
four aspects: type of ML technique, estimation accuracy, method comparison, and
estimation context. After reviews, the authors found that eight types of ML techniques
are mostly used, including Case-Based Reasoning, Artificial Neural Networks, Decision
Trees, Bayesian Networks, Support Vector Regression, Genetic Algorithms, Genetic
Programming, Association Rules. They suggested that ML methods are usually more
accurate than non-ML methods. Also, they listed the strengths and weaknesses of the
ML techniques used in software effort estimation. This study has been decisive in the
selection of the ML methods that we use in this study. It also helped us to define criteria

in our survey by listing the strengths and weaknesses of the relevant methods.

Jorgenson et al. [7] prepared a basis for the studies about improvement of software
development cost estimation. They explored the question “What are the most
investigated estimation methods and how has this changed over time?” and as a result,
they showed the distribution of articles on different estimation approaches per period

and in total. Also, they made recommendations for future estimation researches.

Marco et al. [8] made a systematic review on software effort estimation methods and
reported that the number of studies on the subject is increasing. They also pre pared a
list of the best performing methods and the most used methods. The most active and
influential researchers were also shown in their paper. We invited these researchers to

answer our expert-opinion survey.

Idri et al. [9] analyzed analogy-based SEE techniques according to criteria and the

studies from some perspectives (estimation context, accuracy comparison, estimation



accuracy etc.) and they found that more estimation techniques should be developed.
They also said that accuracy in effort estimation depends on several categories of
parameters. These parameters are: Dataset characteristics used (size, missing value etc.),
analogy process configuration (adaptation formula, feature selection etc.), evaluation
method used (n-fold cross validation, disagreement etc.). This study has been a guide in

determining some of our method selection criteria.

Bilgaiyan et al. [10] made a review on software cost estimation in agile software
development. They prepared a study in which different estimation methods are required

to be successful, and discussed the difficulties of the methods.

Shekhar et al. [11] made a comprehensive review on software effort estimation
methods. They explained the working principles of many methods. In addition, by
listing the advantages and disadvantages of the methods, they shed light on the desired

and to be avoided situations in the use of the methods.

Chirra et al. [12] tabulated all the methods in software cost estimation based on their
type, amount of data required, validation methods used by them, weaknesses and
strengths. They discussed the detailed results about the methods from several
perspectives, including: type (algorithmic method, learning oriented method etc.),
strengths, weakness, accuracy, data (limited, extensive etc.), and validation (cross

validation method, Jackknife method etc.).

In summary, we used the studies mentioned so far in the selection of methods and
criteria. We received support in the selection of ML methods from the study by Wen et
al. [6], which lists the most used ML techniques and presents the strengths and
weaknesses of these techniques. This study, which prepared the best performing
methods and the most used methods lists, also guided for method selection. In addition,
this study published a list of the most active and influential researchers, helping to
identify the experts we would invite to our survey [8]. We also worked on determining
the parameters with the study Idri et al. [9], which says that accuracy in effort
estimation depends on some parameters. In addition, the studies discussing the
difficulties of the methods [10] and listing the advantages and disadvantages of the
methods [11] were also used in the selection of methods and criteria. Also, the study by
Chirra and Reza [12], which tabulates and discusses all methods from many aspects,

was used in the preparation of the survey.



In addition to the studies summarized above, there are studies that associate SEE
method selection with various criteria and want to structure it. We also overview these

studies below.

In 2012, Sehra et al. [4] proposed a method for selecting an effort estimation method
based on the environment and the project type by using Fuzzy Analytic Hierarchy
Process. They used reliability, mean magnitude of relative error (MMRE), prediction
(Pred), and uncertainty criteria as input for their method. Their selected decision
alternatives are Expert Judgement, COCOMO, and Fuzzy Neural Network based effort

estimation methods.

In 2017, Bansal et al. [5] proposed fuzzy weighted distance-based approximation
(WDBA) to solve selecting an effort estimation method problem based on MCDA. They
found that WDBA is more effective than other MCDA solutions due to the lack of
complex matrix operations. They used magnitude of relative error (MRE), root mean
square (RMS), prediction (Pred), root mean square error (RMSE), mean absolute
relative error (MARE), variance absolute relative error (VARE), value accounted for
(VAF), accuracy, reliability, uncertainty, and mean absolute error (MAE) as input to
their method. They selected eleven algorithmic effort estimation methods as decision

alternatives.

In 2015, Nayebi et al. [3] proposed an approach for selecting a machine learning effort
estimation method for specific datasets. They selected nine machine learning methods
as decision alternatives. They used prediction, correlation coefficient (CRR), and
Bayesian Information Criterion (BIC) as inputs to their approach. They compared SEE

methods based on these criteria by evaluating nine different datasets.

Ozakinci and Tarhan [13] aimed to identify software defect prediction methods in the
early stages of the project, which would give the most accurate result in defect
prediction. In this study, the authors determined the criteria based on the project, data,
and method features considering the related studies in literature. Then, they sent a
survey to the experts and asked them to evaluate the criteria against the prediction
methods. At the end, using the MCDA tool, they prepared a questionnaire for users to
choose the appropriate method for software defect prediction. Our study employed a

similar approach as specific to software effort estimation.



As a result, using the project type and environmental factors in the selection of the
effort estimation method, the study [4] received four inputs with MMRE values and it
chose between EJ, COCOMO and Fuzzy Neural Network methods. It differs from our
study in that its inputs have method properties and it only has three methods to choose
from. Bansal et al. [5] worked only on algorithmic methods in method selection and
proposed a fuzzy weighted distance-based approach (WDBA). They used method
properties such as MRE and MARE as inputs in their studies. Their study differs from
our work by not taking user input and using methods with a certain classification. In the
study by Nayebi et al. [3], only ML methods were studied on certain datasets in the
method selection. The authors compared SEE methods by evaluating nine different
datasets with inputs such as the correlation coefficient. In this study [3], inputs were not
user-based but method-based, and a selection was made according to methods’
performances on certain datasets. It differs from our study because of its scope
constancy. Ozakinci and Tarhan [13] have done their work in the field of defect
prediction. The methods and criteria chosen are different due to the fact that our study is
in a different field. Therefore, the prepared questionnaire, the experts reached and the
answers of the experts on which we base our study are also different. Thus, all of the
studies used in the decision stages are different studies that follow a similar path. In our
study, we have worked from the beginning by applying the steps followed by the study

[13] into our own context. This study has guided us in collecting data and how to use it.

2.2. Decision Methods
2.2.1. Decision Trees

Decision tree is one of the most used techniques in decision-making mechanisms.
Decision trees help to see the big picture of a particular problem [14]. In this method,
the solution is reached by considering the decisions in the tree nodes with a "top-down™
approach [15]. The first node in the tree is the root node. The nodes connected to it
contain questions to be answered. Progress is made in line with the branches connecting
the nodes and the answers given to the questions. The last node is the leaf node with

results.

The decision tree method shows its superiority for inductive learning and in terms of

predictive accuracy [16][17]. Estimation using decision trees has its advantages. Firstly,



this approach is simple to operate and easy to explain to users. In addition, the problem
of cost driver selection can be avoided by using the decision tree for feature subset

selection in software effort estimation models.
2.2.2. Multi Criteria Decision Analysis (MCDA)

Multi-Criteria Decision Analysis is a structure used to resolve important and complex
decision-making situations of decision makers [18]. MCDA is an “umbrella term to
describe a collection of formal approaches which seek to take explicit account of

multiple criteria in helping individuals or groups explore decisions that matter” [19].

Many MCDA methods have been proposed in literature. The most well-known of them
are: AHP (Analytic Hierarchical Process) [20], TOPSIS (Ordering Simulation
Technique in Ideal Solution) [21], PROMETHEE (The Preference Ranking
Organization METHod for Enrichment of Evaluations) [22], and ELECTRE
(Elimination and Choice Expressing the Reality) [23].

An MCDA decision making mechanism works with the following steps [24]: 1) Define
the Decision Opportunity, 2) ldentify Stakeholder Interests, 3) Build a Decision
Framework, 4) Rate the Alternatives, 5) Weight Stakeholder Interests, 6) Score the
Alternatives, 7) Discuss Results, Re-Score, Discuss Again, and Decide.

2.2.2.1. Fuzzy TOPSIS

Multi-criteria decision analysis (MCDA) methods are applied in many fields of study.
Fuzzy TOPSIS, one of the many MCDA methods, has been found to be successfully
applied by many researchers in many practical difficulties [25].

Hwang and Yoon proposed Technique for Order Performance by Similarity to Ideal
Solution (TOPSIS) [26] and is the most used technique for solving MCDM problems.
This method works on the following principle: The chosen alternative should have the
shortest distance to the Positive Ideal Solution (PIS) and the longest distance to the
Negative Ideal Solution (NIS). PIS is the solution that minimizes the cost criteria and
maximizes the benefit criteria. NIS is the solution that maximizes the cost criteria and
minimizes the benefit criteria. The preference order is made by using the closeness

coefficient obtained from these distances.

Fuzzy TOPSIS applications are used in many areas. Some of these application areas are:
cost, operation and maintenance cost, payback period (economic), land use



(environmental), location problems etc [27]. With Fuzzy TOPSIS, decision makers can
put their ideas into numerical form using a natural language and use this while

evaluating alternatives [28].

2.3. ISBSG Dataset

In this work, ISBSG release 2016 R1.1 has been used [29]. According to the study [9],
ISBSG dataset is widely used for software project estimations. The International
Software Benchmarking Standards Group (ISBSG) maintains a data repository
containing software project data from many organizations. The ISBSG aims to provide
a wide range of project data from many sectors to organizations. These data can be used
for awareness of trends, effort estimation, productivity benchmarking and comparing
platforms and languages. The dataset contains over 7500 samples organized in many

variables.

2.4. Chi-Squared Test

Pearson's chi-square test x2 is a statistical test that is applied to datasets to evaluate the
probability that any observed difference between sets occurs by chance [30]. It is the
most widely used of the many chi-square tests, which are statistical procedures where
results are evaluated according to the chi-square distribution. It attempts to show that
the distribution of results observed in a study is consistent with the theoretical
distribution. To test this, a null hypothesis is put forward. While this test is performed
using the p-value between two results, first Null and Alternate hypotheses are created. If
the p-value is less than 0,05, the results are statistically significant at the 95%
confidence interval. Therefore, the null hypothesis should be rejected. The Zero and
Alternative Hypotheses for this study are presented below: Hypotheses Zero (HO): The
two results are not different. Alternative Hypotheses (H1): The two results are different.

Calculating the value of the test-statistic is given in Figure 2.1 and the variables in the

formula are explained below.



Figure 2.1. Chi Square Formula

x? : Pearson's cumulative test statistic.
0; : the number of observations of type i.

E; : the expected (theoretical) frequency of type i, asserted by the null hypothesis that
the fraction of type i.

n : is the number of results analyzed in an experiment.

The steps for calculating p value:
Determine the expected results of your experiment.
Identify the observed results of your experiment.

A wnp e

Determine the degrees of freedom of your experiment.

a. Degrees of freedom=n-1

o

Calculate Chi square results with formula in Figure 2.1.

6. Choose a significance level.

7. Use the chi-square distribution table (Table 2.1) to determine the p-value (with
degrees of freedom and chi-square results). For example, if the Chi-square result
for df=1 is 3, it means that the p value is in the range of 0.1 to 0.05.

8. Decide whether to reject or maintain the null hypothesis.
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Table 2.1. Chi-square Distribution Table

P
df 0995 0.975 0.9 0.5 0.1 0.05 0.025 0.01 0.005 df
1 .000 000 0.016 0.455 2,706 3.841 5.024 6.635 7.879 1
2 0.010 0.051 0.211 1.386 4605 5.991 7.378 9.210 10.597 2
3 0.072 0.216 0.584 2.366 6.251 7.815 9.348 11.345 12.838 3
4 0.207 0.484 1.064 3.357 7.779 9.488 11.143 13.277 14.860 4
5 0.412 0.831 1.610 4.351 9.236 11.070 12.832 15.086 16.750 5
6 0676 1.237 2.204 5.348 10.645 12592 14.449 16.812 18548 6
7 0989 1.690 2.833 6.346 12.017 14.067 16.013 18.475 20.278 7
8 1.344 2,180 3.490 7.344 13362 15.507 17.535 20.090 21955 8
9 1.735 2.700 4.168 8.343 14.684 16.919 19.023 21.666 23.589 9
10 2,156 3.247 4.865 9.342 15.987 18.307 20.483 23.209 25.188 10
1 2,603 3.816 5.578 10.341 17.275 19.675 21.920 24.725 26.757 11
12 3.074 4.404 6.304 11.340 18.549 21.026 23.337 26.217 28.300 12
13 3.565 5.009 7.042 12340 19.812 22.362 24.736 27.688 29.819 13
14 4,075 5.629 7.790 13.339 21.064 23.685 26.119 29.141 31.319 14
15 4.601 6.262 8.547 14.339 22307 24996 27.488 30.578 32.801 15

11



3. EVALUATION APPROACH

The aim of this study was to provide estimators with a tool in selecting the best-fit
software effort estimation method to enable more accurate effort estimation of software
projects, which is an important step in software project planning. Accordingly, an
evaluation approach based on Multi-Criteria Decision Analysis was created to select the
most suitable software effort estimation method. While applying the MCDA, the core

elements were determined as follows:

e Problem: Estimating software project effort accurately.

e Requirements: Developing software effort estimation model considering project
requirements, data, and environmental dynamics.

e Goal: Selecting a SEE method that can best meet the requirements.

e Criteria: Various aspects required to develop a software effort estimation model in
relation to project requirements.

e Alternatives: Software effort estimation methods that can meet the requirements in
accordance with the determined criteria.

e MCDA Tool: An excel based decision matrix prepared using expert opinions.
3.1.  Alternatives and Criteria

Alternatives. There are many different classifications of estimation methods in the
literature [30]. In this study, we tried to select the most common effort estimation
methods in classification and review studies. Although many review studies only
examine the methods of one classification, we selected our alternatives by choosing
methods from different classifications. While choosing our alternatives, we paid
attention to be the most applied methods according to literature review studies. The
methods we have chosen as an alternative in our study, with references to the

motivating sources, are as follows:

e Neural Networks (NN) [6][8][11]

e Case-Base Reasoning (CBR) [6][8]

e Linear Regression (LR) [7][8][10]

e Analogy Based (AB) [7][11]

e Expert Judgement (EJ) [7][10][11]

e Support Vector Regression (SVR) [6][8]
e Decision Trees (DT) [6][8]

12



e Bayesian Networks (BN) [6][8]
Criteria. While preparing the questionnaire, the criteria that distinguish the SEE
methods to evaluate were determined. These criteria play a role in determining how
well the requirements match the methods. It is also aimed to determine the basic
properties of the methods and to determine their compatibility with the project
dynamics [13]. Criteria and related questions are shown in Table 3.1. The headings of

criteria used in evaluation are explained below.

a) Approach to construct method: This criterion defines the method’s approach to
data dependency when configuring the SEE method. Methods estimate effort using
historical data or estimation is done with different inputs independent of data.

b) Data characteristics: When creating the SEE method, the characteristics of data
are decisive to choose the method to be successful. Addressing the limitations of the
data will help in choosing the right method. The sub-criteria determined for data

characteristics are as follows: type of input data, dataset size, and number of parameters.

c) Data quality: This criterion indicates the quality features of the data that will be
used to construct the SEE method. These are uncertainty, missing values, and outliers.
Uncertain data means that the data may be inaccurate, imprecise, untrusted or unknown.
Besides, missing data for certain variables leads to poor estimations in some sensitive
methods. Also, the outlier data can affect choosing the suitable method. An outlier is an

observation that lies an abnormal distance from other values in a dataset.

d) Method characteristics: This criterion defines the characteristics of the methods
to use to construct the SEE method. The method should be interpretable, easy to use
(not complex), speedy, maintainable, and adaptive. Interpretability indicates that the
user can understand the cause of any result. Ease of use (not being complex) is the
degree of which the method is not complicated in design. Speed is the degree of which
the method is built in a short time and performs fast in general. Maintainability is the
degree of which the method is easy to manage in time. Being adaptive means that the

method can accept new data without re-running the SEE method.

e) Project context: This criterion indicates the factors related to the context
information of the project subject to SEE. The factors are software development life
cycle, domain, size, and project type. Software development life cycle is an affecting

factor to build the SEE method. Domain information is the expertise in the project area.
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Project size information is considered as the size criterion. Project data type information
represents cross-project or single-project options. A cross-project has multi single-
projects. There are differences between these types in terms of project management and
obtaining project information. Project data type has been added as a criterion for

information that affects the method selection.

In addition, the experts who answered the expert-opinion survey were asked to add the
criteria that they thought would affect the choice of the method and to add further
methods that should be considered if any. They suggested that personnel parameters and
project parameters should be added to the evaluation criteria. Fuzzy logic, soft
computing methods, and sequential model optimization were suggested as the additional
methods that should be considered in evaluation. Also, the experts advised that we
should study with criteria and methods from the industry users’ perspective, and not

only the researchers’ perspective.
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Table 3.1. Criteria and Related Estimator Questionnaire

Answer
Criteria Type Estimator Question
Approach to construct Multiple Do you want your model be dependent on data?
the model Do you want to address human judgement?

_ o ”
Multiple Do you have categorical inputs?

Do you have numerical inputs?

Is it the case that you have no data to train an SEE model?
Single Do you have a small sized dataset to train an SEE model?

Do you have a large sized dataset to train an SEE model?

Single Do you have past project data? If yes do you want to use it 7

Is there any uncertainty in the data? If yes, do you want to address
the uncertainty?

Iz there any missing values in the data? If yes, do you want to
handle the missing values?

Is there any outlier in the data? If yes, do you want to handle these
outliers?

Single |s it important that SEE model has high interpretability?

Single |s it important that SEE model has low complexity?

Single s it important that SEE model can be build in a short time?

Single |5 it important that SEE model has high maintainability?

Do you need that your model can accept new data without
regenerating the model ?

Do you have iterations in your software development life cycle? If
yes, do you want to consider it in your SEE model?

Do you want to consider the domain information of your software
project in your SEE model?

Do you want to consider the size information of your software
project in your SEE model?

Do you have single-project data?

Do you have cross-project data?

Data characteristics

Single
Data quality Single

Single

Method characteristics

Single
Single
Single

Project context _
Single

Single

3.2.  Expert-Opinion Survey and Estimator Questionnaire

A well-defined expert-opinion survey that collects the necessary data to specify the
characteristics of the effort estimation methods was designed and conducted. The
survey consisted of questions that allowed us to determine the weight of criteria defined
above for the estimation methods. A group of experts having published studies on
software effort estimation was selected and asked to participate in the survey. The
experts have been doing academic studies for a long time in the field of effort
estimation as seen in Figure 3.1. The expert-opinion survey resulted in answers by eight
experts for three different question types; List selection (QT1), Ranking on Likert scale
(QT2), Yes/No selection (QT3). The first type is list selection, for which possible
answers are A, B, both A and B. The Likert scale used has the following answer

options: very low, low, average, high, very high. The last one is Yes/No choice. As an
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example, the answers to these three question types for the Expert Judgment estimation

method are given in Table 3.2.

A

VvV

3-5years
@ 6-10years
@ 11-20years

@ Mo experience
@ Less than 3 years

@ Wore than 20 years

A

@ University
@ Frivate Company
Government

Figure 3.1. Year of Expertise in SEE and Organization Types of the Experts

Table 3.2. Answers to Three Types of Questions for Expert Judgment Estimation

Method

Expert | QT1: Please select the QT2: Towhatextent | QT3: Do you think that
convenient option on do you think the iteration in software
“Approach to Construct the following methods are | development life cycle is an
SEE method” with the below | “interpretable” by its affecting factor in SEE with
methods. users in SEE? the following methods?

El Based on human judgement | Low Yes

E2 Based on human judgement | High Yes

E3 Can address both Very Low Yes

E4 Based on human judgement | Average Yes

ES Based on human judgement | Very High Yes

E6 Based on human judgement | (not answered) (not answered)

E7 Based on human judgement | High Yes

ES8 Based on human judgement | High No
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4. MODELING THE DECISION MAKING STUDIES

4.1. Study-1: Decision Matrix

The decision matrix in Table 4.1 was created using the answers to the expert-opinion
survey from eight experts. Estimator questions and weights in the decision matrix were
derived from the expert-opinion survey results. We explain below the steps for
generating and weighting three sample estimator questions (EQ) with respect to the

three types of survey questions.

QTL1. “Do you want your method be dependent on data?” (EQ1) and “Do you want to
address human judgement?” (EQ2) questions were created of QT1 from the expert-
opinion survey result. While determining the weight of EQL1 (Wkeq1), the number of
“Dependent on data” and “Can address both” answers given was divided by the number
of all answers to EQL. Similarly, weight of EQ2 (WEeq2) was determined by dividing the
number of “Based on human judgment” and “Can address both” responses by the

number of all responses to EQ2.

o Weq1 = Count (Dependent on data) + Count (Can address both) / Count (All EQ1
answers)
Weqi=(0+1)/8
WEeq1=0.13

e Weq2 = (Count (Based on human judgement) + Count (Can address both)) / Count

(All EQ2 answers)

WEeq=(7+1)/8

Weq2=1
QT2. The question “Is it important that SEE method has high interpretability?”
(EQ12) was created of QT2 from the expert-opinion survey result. When determining
the weight of EQ12, values in range [1-5] were assigned for the answers in range [Low-
Very High]. Total weight of EQ12 (Wrotai-eQ12) Was calculated by summing the product
of each answer (in [1-5]) by the weight value which was taken as the number of that
answer given. Weighted sum of EQ12 (Weq12) was determined by dividing the total
weight of EQ12 (Wrota-eQ12) by the sum of all EQ12 responses multiplied by the

maximum weight value of 5.
® Wrota-eq2 = 1 x Count (Very Low) + 2 x Count (Low) + 3 x Count (Average) +
4 x Count (High) + 5 x Count (Very High)

Wrotalkegr2 =1 X 1+2x1+3x1+4x3+5x1
Wrotal-eQ12 = 23
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® WEeo12 = Wrota-eQ12 / (Count (All EQ12 answers) x 5)
Weq12 =23/ (7 x5)
Weq12 = 0.66

QT3. The question “Do you prefer iteration in software development life cycle?”

(EQ17) was created of QT3 from the expert-opinion survey result and its weight was

determined by dividing the number of “Yes” answers by the number of all EQI3

anSWers.

e Weq17 = Count (Yes) / Count (All QT3 answers)
WEeq17=6/7
WEeq17 = 0.86

The weights of the estimator questions were normalized to the range [0-1] to ensure that

no criteria dominate other criteria during selection of an estimation method. In the

calculation, the total number of answers given to the questions was used to eliminate the

effect of the questions that were not answered by the experts. In this way, it is aimed to

determine the estimation method selection not from the weight difference between the

criteria, but from the weight difference between the key features of the methods.

QIiD
EQ1
EQ2
EQ3
EQ4
EQ&
EQ&
EQ7
EQS

EQ9

EQ10

EQ11
EQ12
EQ13
EQ14
EQ15

EQ16

EQ17

EQ18

EQ19
EQ20
EQ21

Table 4.1. Decision Matrix

Estimator Question
Do you want your model be dependent on data?
Do you want to address human judgement?
Do you have categorical inputs?
Do you have numerical inputs?
Is it the case that you have no data to train an SEE model?
Do you have a small sized dataset to train an SEE model?
Do you have a large sized dataset to train an SEE model?

Do you have past project data? If yes do you want to use it ?
Is there any uncertainty in the data? If yes, do you want to
address the uncertainty?

Is there any missing values in the data? If yes, do you want
to handle the missing values?

Is there any outlier in the data? If yes, do you want to handle
these outliers?

Is it important that SEE model has high interpretability?

Is it important that SEE model has low complexity?

Is it important that SEE model can be build in a short time?
Is it important that SEE model has high maintainability?

Do you need that your model can accept new data without
regenerating the model ?

Do you have iterations in your software development life
cycle? If yes, do you want to consider it in your SEE model?
Do you want to consider the domain information of your
software project in your SEE model?

Do you want to consider the size information of your software
project in your SEE model?

Do you have single-project data?

Do you have cross-project data?

18

Answer
Type

Multiple

Multiple

Single
Single
Single
Single

Single
Single
Single
Single
Single

Single
Single
Single
Single

Single

EJ

0.13
1.00
1.00
0.7
0.25
0.50
0.25
0.67

0.76
0.66
0.72
0.57
0.80

0.23
1.00
0.75

AB

0.75
(.88
0.88
0.75
0.00
0.63
0.38
0.83

0.48

0.68
0.66
0.72
0.80
0.57

0.20
1.00
0.50

NN

1.00
0.50
0.50
0.88
0.00
0.25
0.75
0.83

0.63
0.48
0.60
0.66
0.71

0.21
0.80
1.00

Rating

BN

1.00
0.71
0.71
0.71
0.00
0.63
0.38
0.80

0.73

0.70

0.70
0.80
0.70
0.72
0.72

0.20
0.75
1.00

LR

1.00
0.25
0.50
1.00
0.00
0.50
0.50
0.67

0.57

0.63

0.57
0.65
0.70
0.77
0.69

0.57

0.75

0.57

017
0.80
0.80

DT CBR
1.00 1.00
063 0.1
0.88 1.00
0.88 088
0.00 000
0.7 050
0.25 050
0.67 067

0.60 057

0.63 056

0.63 060
068 071
0.80 060
0.77 067
0.57 066

057 033

0.75 057

071 083

018 019
1.00 075
0.60 1.00

SVR
1.00
0.43
0.43
0.86
0.00
0.50
0.50
0.80

0.72
0.80
0.72
0.73
0.77

0.71

0.20
0.80
1.00



An estimator questionnaire was derived from expert-opinion survey answers. The
questionnaire is intended for use by a project staff who holds the role of an estimator
and wants to carry out effort estimation in his/her project accurately. The expert-opinion
survey was filled once by the experts and a decision matrix was prepared from it. Using
having the decision matrix prepared, the estimator can use this matrix in order to select
the most suitable estimation method for his/her need by answering a number of

estimator questions (EQ).

In the decision matrix shown in Table 4.1, the first column (QID) refers to the identifier
of the estimator question, the second column (Estimator Question) refers to the
description of the estimator question, and the third column (Answer Type) refers to the
way the question is answered. In that column ‘Multiple’ value is used for the criteria
elicited by answering more than one question, and ‘Single’ value is used for the criteria
elicited by answering only one question. In the other columns (Rating), the weights
calculated from the expert-opinion survey as detailed above according to the estimator

question types for the relevant estimation methods are given.

In the estimation process, an estimator answers the estimator questions by giving a
value of 1 or 0, suitable for the question in each row. The answers are multiplied by the
relevant method ratings, and the calculated scores for all questions are summed for each
method to find the method scores. The method with a higher score is more suitable for
estimation. Details of using the decision matrix in estimation process is explained in the

next section.

4.2. Study-2: Two Step Decision Mechanism
4.2.1 Phase-1 Decision Tree Analysis

For the decision tree preparation, we first constructed a matrix given in Table 4.2. In
this matrix, three criteria from two criteria groups (“Approach to construct”, “Type of
input data” and “Dataset size”’) were included. We chose these criteria in this matrix
because the values that the relevant criteria could take were clearer, and therefore, the
options were sharply clear. For this reason, the following matrix was created with the
answers of the expert opinion questionnaire and a decision tree, which is given in Figure

4.1, was constructed based on this matrix.
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A decision tree was prepared to be used in the first stage of the decision mechanism for
the criteria determined according to the created decision matrix table (Table 4.2). Based
on the prepared decision tree and the answers given by the estimator, a set of sub-
options will be listed in line with their needs. Figure 4.1 shows the decision tree, which
Is the first stage of the decision mechanism. It is planned to choose between the
methods at the end of the tree by moving forward. There are empty leaves on the tree. In
this case, the selection will move to the previous level and continue until the alternative

method is found. The study will proceed by choosing between the methods in the upper

step.
Table 4.2. Matrix for Decision Tree
Method Approach to Type of input data Dataset size
construct the model
Expert Judgement Human Judgement Numerical, Categorical | Medium
Analogy Based Can Address Both Numerical, Categorical | Medium

Neural Networks

Dependent on Data

Numerical

Medium / Large

Bayesian Networks

Can Address Both

Numerical, Categorical

Medium

Linear Regression Dependent on Data Numerical Medium / Large
Decision Trees Can Address Both Numerical, Categorical | Medium
Case-Base Reasoning | Can Address Both Numerical, Categorical | Medium
Support Vector Dependent on Data Numerical Medium
Regression
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NN, LR, SVR | Data

Type of Input
D

Approach te construct

Human

I
‘ AB, BN, DT,
Both CER

Judgement

Expert

ata

Numerical
NN, SVR, LR

Input dataset size

11

I Categorical ‘ i

Input dataset size

[T 1

Judgement

Type of Input
Data

i i AB, BN, DT} Both
Numerical Catefjibrical CBR

Input dataset size

Input dataset size

TT 1 11

small  Medium Large Small Medium Large Small Medium Large
SVR NN BN Small Medium Large
LR LR AB,
BN,
DT,
CBR

Figure 4.1. Decision Tree for Phase

4.2.2 Phase-2 Fuzzy TOPSIS

We used the Fuzzy TOPSIS calculation to answer the questions in the "Method
Characteristics" and "Project Context" classification. Since the data types of the answers

to the questions in these groups are interval, we preferred Fuzzy TOPSIS here.

According to expert opinion survey results, aggregated fuzzy importance weights were
calculated for the questions in these groups. Since experts answered using linguistic
variables in our survey, we had to convert them to fuzzy numbers. We used transform
scales for this process. The linguistic variables used in our study and the fuzzy values

we used for them are shown in the table (Table 4.3).

Table 4.3. Linguistic Variables and Fuzzy Values

Linguistic variables Fuzzy values
Very Low 1,1,3
Low 1,35
Average 3,57
High 57,9
Very High 7,99
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As in [13], we used triangular fuzzy numbers for five different linguistic variables in
our questionnaire. We scaled these numbers from 1 to 9. We did the fuzzy calculation as
follows [32]. J is the total decision maker (eight experts answered in our expert opinion

survey.) W is the weight of a questions.
Stepl. The decision matrix is normalized as follows:

Wij

J W2
Zj=1 11;?'

Step 2. The weighted normalized matrix is obtained as follows:

—

I
—
9
)

~
I
s~
2
)

ri = )

vi=ws*ry ,j=12,3,...J ,i=12,3,...n

Step 3. The positive ideal solution and the negative ideal solution are found as follows:
* . # # &

A = ,va v L)

A ={vi,v: .., v L}

Step 4. Calculate the distance of each alternative from positive and negative ideal

solutions:

Step 5. The proximity coefficients of each alternative are calculated by the following

formula:

co—— 1o
dr' +(7‘;_
Step 6. By comparing the CCi closeness coefficient values with each other, the ranking

of the alternatives is obtained.

The base decision matrix used in the calculations is seen in Table 4.4. This matrix is the
basic matrix created with the answers given to our last two question groups at expert

opinion survey.
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Table 4.4. Decision Matrix for Fuzzy TOPSIS Calculation

Combined Decision Matrix
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Also, the rank table that emerges after the steps described above can be seen in Table
4.5. This rank table is a look up table that is calculated with best cases. The proposed
MCDA aimed to rank the remaining option set after the decision tree calculation in line

with the needs and requirements of the estimator.
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Table 4.5. Ranking Among the SEE Methods

Method CCi Rank
EJ 0.629 5
AB 0.675 4
NN 0.625 6
BN 0.762 1
LR 0.737 2
DT 0.379 8
CBR 0.716 3
SVR 0.566 7

4.2.3. Software Effort Estimation Method Selection Tool

The Study-2 mentioned above was in the form of following the user over the decision
tree and then finding the result by looking at the rank table. We developed a tool to
improve and facilitate this decision. The Graphical User Interface (GUI) of the tool for
SEE method selection is shown in Figure 4.2. The tool is a desktop application
developed in Java language. With this application, the user gives the answers to the
estimation questions and the tool proposes the suitable method by making progress in
the tree according to the relevant answers and then choosing between the remaining
methods through the calculated rank values. The estimator is expected to perform its
operations without having knowledge of the decision tree and the associated rank table

by using the tool from a simple user interface.

During the tool implementation, we have advanced our rank study, which consists of
fuzzy calculations, and instead of the method that provides the best situation in method
suggestion, method rankings created according to the requirements of the estimator are
provided. Here, a dynamic rank table is created by making calculations according to the
answers of the estimator. Considering the cases where the estimator answers "Yes", the

fuzzy calculation is made and the rank table is calculated internally.
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|| Software Effort Estimation (SEE) Method Selection Tool —

Please select the appropriate options for the questions below.

1. Please selectthe convenient option on “Approach to Construct the SEE Model” with your estimation.

Dependent on data q

2. Please selectthe convenient option on “Type of input data” of your estimation.

| Categorical "’J

3. Please selectthe convenient option on "dataset size” that you hawve for buildingftraining your estimation.

| Mo data required ‘I'J

4. Isthere any uncertainty in the data? If yes, do you want to address the uncertainty?

| Yes v

5. ls there any missing values in the data? If yes, do you want to handle the missing values?

|Yes |»
6. Isthere any outlier in the data? If yes, do you wantto handle these outliers?
|Yes |»

7. s itimportant that SEE model has high interpretability?

| Yes v

8. lIsitimporant that SEE model has low complexity?

| Yes v

9. Isitimportant that SEE model can be buildin a short time?

Yes v

10, Is it important that SEE model has high maintainability?

Yes v

11. Do you need that your madel can accept new data without regenerating the model ?

[Yes k2

12. Do you have iterations in your software development life cycle? If yes, do you want to consider it in your SEE model?

[Yes v

13. Do youwantto consider the domain information of your software project in your SEE model?

[Yes v

14. Do youwantto consider the size information of your software projectin your SEE model?

[Yes v

15. Please selectthe convenient option on "project type” that you have for buildingfraining your estimation.

| Single-project v

[ |dentfiy the most suitable SEE Method J

RESULT:

< J

LS

AN

Figure 4.2. GUI of Software Effort Estimation Method Selection Tool
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The operating steps of the proposed decision mechanism using the tool are summarized
in Figure 4.3.

Operating Steps

Answering estimator
guestionairre by an
estimator

l

UUsing decision tree
for first elimination in
the tool

l

Calculating method
ranks in the tool

|

Showing most
suitable method to
estimator by the tool

Figure 4.3. Operationg Steps of Decision Mechanism Using the Tool
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5. EVALUATION

5.1. Evaluation of Study-1: Decision Matrix

The decision matrix described in Table 4.1 was detailed with an example evaluation in
Table 5.1. The estimator questions were answered using the ISBSG dataset and a
number of assumptions regarding the example estimation. In order to answer the
questions, a project of a company was selected from the ISBSG dataset and its
information was examined. While some of the answers were answered directly by using
the dataset, some of them were answered by the researcher writing this thesis, according
to the hypothetical estimation needs, considering the project information of the
company. This information is shown in the “Reason” column in Table 5.1. The
questions were answered as 1 for “Yes” and 0 for “No”, in accordance with the

estimation context.

The reasons for each answer are as follows. The ISBSG dataset is used for the example
estimation (EQ1) and the estimation model is preferred not to be dependent on human
judgment (EQ2). That is why the answer to EQL1 is Yes, while that of EQ2 is No. Since
there are categorical and numerical inputs in the ISBSG dataset, the answers given to
EQ3 and EQ4 are Yes. The size of the dataset that can be used for training in the dataset
is large, so the answer to EQ7 is Yes while the answers to EQ5 and EQ6 are No. The
answer to EQ8 is Yes since other projects’ information can be used. The uncertainty
information will not be addressed in the estimation, so the answer given to EQ9 is No.
There are missing data in the dataset and this information will be handled in the
estimation process (EQ10). There is an abnormal distance between the values in the
dataset, so the preference is Yes for EQ11. The estimator does not need the estimation
model to have high interpretability, low complexity, high maintainability and short built
time. Therefore, the preferences are No for EQ12, EQ13, EQ14, and EQ15. The
estimator does not need that the model can accept new data without regenerating so the
answer for EQ16 is No. The iteration information from the dataset will not be handled
in the estimation process (No for EQ17). The domain information will not be used in
estimation, so the answer for EQ18 is No. The size information can be found in the
dataset (Yes for EQ19). Finally, the estimator considers the project is a cross-project
(No for EQ20 and Yes for EQ21).
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After entering estimator responses, method scores were calculated using the rating
values in the decision matrix. Summing all the scores in the relevant method column,
the total score for each method was obtained in the last (SUM) row of the table. The
answers and the total scores for each estimation method in our example evaluation can
be seen in Table 5.1. The answers were given with respect to the characteristics of

ISBSG dataset and the estimator’s assumptions.

According to the decision matrix prepared with our approach, the most suitable effort
estimation model with a score of 6.26 is the Neural Network (NN) method and then the

Case Base Reasoning (CBR) method with a score of 6.20.

Table 5.1. Example Evaluation Using the Decision Matrix

Score
Preference
(Yes=1,

QlD Estimator Question Reason No=0) EJ AB NN BN LR DT CBR SVR
EQ1 Do you want your model be dependent on data? Estimator 1 013 075 1.00 100 100 100 100 1.00
EQ2 Do you want to address human judgement? Estimator 0 0.00 000 000 000 000 000 000 0.00
EQ3 Do you have categorical inputs? ISBSG 1 1.00 0.88 050 071 050 0.8 1.00 043
EQ4 Do you have numerical inputs? ISBSG 1 071 075 088 071 100 08 088 086
EQ5 s it the case that you have no data to train an SEE model? ISBSG 0 0.00 000 000 000 000 000 000 0.00
EQ6 Do you have a small sized dataset to train an SEE model? ISBSG 0 0.00 000 000 000 000 000 000 0.00
EQ7 Do you have a large sized dataset to train an SEE model? ISBSG 1 025 038 075 038 050 025 050 050
EQ8 Do you have past project data? If yes do you want to use it 7 ISBSG 1 067 083 083 060 067 067 067 060

Is there any uncertainty in the data? If yes, do you want to

EQ9 address the uncertainty? Estimator 0 0.00 0.00 0.00 0.00 000 000 000 0.00
Is there any missing values in the data? If yes, do you want

EQ10 to handle the missing values? ISBSG 1 057 048 067 070 063 063 05 068
Is there any outlier in the data? If yes, do you want to handle

EQ11 these outliers? ISBSG 1 076 068 063 070 057 063 060 072

EQ12 Is it important that SEE model has high interpretability? Estimator 0 0.00 000 000 000 000 0.00 0.00 0.00

EQ13 Is it important that SEE model has low complexity? Estimator 0 0.00 000 0.00 0.00 000 000 000 0.00

EQ14 Is it important that SEE model can be build in a short time?  Estimator 0 0.00 000 000 000 000 000 000 0.00

EQ15 Is it important that SEE model has high maintainability? Estimator 0 0.00 000 000 000 000 000 000 0.00
Do you need that your model can accept new data without

EQ16 regenerating the model ? Estimator 0 0.00 000 000 000 000 000 000 0.00
Do you have iterations in your software development life

EQ17 cycle? If yes, do you want to consider it in your SEE model?  ISBSG 0 0.00 000 000 000 000 0.00 0.00 0.00
Do you want to consider the domain information of your

EQ18 software project in your SEE model? Estimator 0 0.00 000 0.00 0.00 000 000 000 0.00
Do you want to consider the size information of your software

EQ19 project in your SEE model? ISBSG 0 0.00 000 000 000 000 000 000 000

EQ20 Do you have single-project data? Estimator 0 0.00 000 000 000 000 000 000 0.00

EQ21 Do you have cross-project data? Estimator 1 075 050 1.00 100 060 060 1.00 1.00

SUM 483 524 6.26 580 547 553 620 579

Wen et al. [6] showed that NN and CBR methods with the usage of the ISBSG dataset
are the most frequently used ones. They prepared a list for “distribution of the studies
over the types of ML techniques”. CBR and NN are at the top of the list. The research

interest in CBR and NN methods have increased over the years compared to other
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methods. Also, these methods are more accurate than others when working with the
ISBSG dataset. According to the mean magnitude of relative error (MMRE) values

examined in the study, NN performed better than all other methods.

Marco et al. [8] systematically gathered the information of many studies that examined
estimation methods in terms of accuracy. According to the results, the two best MMRE
values of the studies performed with the NN method for the ISBSG dataset were
calculated as 9.5 and 49. The two best MMRE values for CBR method with the same
dataset were obtained as 53 and 52.32. It is seen from these results that NN achieves
better estimation performance with ISBSG dataset. As in our study, NN is more suitable
when a choice is made between NN and CBR.

Venkataiah et al. [33] examined which dataset and which methods were studied together
in the literature. As a result of his analysis, he stated that one of the most worked
methods with the ISBSG dataset is NN.

The above studies [6][8] review and list the MMRE values of the estimation methods
from multiple studies. Although in some of these studies it is reported that methods
other than NN and CBR give more accurate results (e.g. [34][35]), there are also studies
that contain results that support the selection of these methods as suggested by our study
(e.g. [36][37]). Therefore, we can say that the results obtained by our proposed
approach in the sample evaluation is partially supported with the results and suggestions

of studies in the latter group.

Nevertheless, comparing the selection of estimation methods in the studies based on the
resulting MMRE values only might remain incomplete since the estimation process
includes many requirements and assumptions other than the ones related to the dataset,
as also considered in our evaluation approach. Accordingly, we need to create further
estimation cases, or repeat the past estimation cases by applying our questionnaire when
possible, to make more meaningful comparisons and to discuss the reliability of our
evaluation approach.

5.2. Evaluation of Study-2: Two Step Decision Mechanism

5.2.1 Application of the Decision Mechanism
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In this section, proposed second study was implemented for evaluation. For this
purpose, firstly, the ISBSG dataset was examined and the columns related to effort
estimation were determined. While deciding on the columns, it has been examined in
the literature for the same purpose in the studies that selected the column in the ISBSG
dataset [38][39][40].

The information in the columns, which is thought to provide correct estimation, was
obtained by making various restrictions on the project data. These restrictions are as

follows;
1. Consider only Data Quality A and B (column B in the dataset)
2. Consider only Year of Project: 2005-2015 (column D in the dataset)
3. Select not null values for normalized work effort attribute
4. Select the following attributes:

- Functional Size,

- Development Type

- Development Platform

- Language Type

- Adjusted Function Points
- Max Team Size

- Organization Type

- Primary Programming Language
- Project Elapsed Time

- Application Type

- Normalized Work Effort
- Summary Work Effort.

Note: For estimation with methods, the selected attributes were: Functional Size,
Adjusted Function Points, Project Elapsed Time, Summary Work Effort, and
Normalized Work Effort.

When the above criteria were applied, 2221 project records were obtained. After
preparing the input dataset, based on the selected data, the prepared estimator questions
(given in Table 3.1) were answered. The ISBSG dataset was used for the example
estimation, so EQ1 was answered as "Yes" for the SEE model to depend on data. With
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this first question, the sub-tree on the left was reached through the decision tree. The
question of "type of input data” was given a numerical answer (with EQ4), and then the
answer to the input dataset question was "Medium" (with EQ6). Because of there were
2221 records in the dataset we obtained we choose “Medium”. The ISBSG dataset
contains 7518 records in the unfiltered state. The Desharnais dataset contains 81
records, while the NASA dataset contains 93 records [41]. Our input dataset that we
prepared, according to these datasets, was considered as of medium size. The option set
obtained as a result of the decision tree became "SVR" and "LR" methods. When the
Fuzzy TOPSIS study between these two alternative models was chosen as described
above, we saw that the LR model was found to be more successful than the SVR model.

5.2.2. Experimental Study

Linear Regression (LR) and Support Vector Regression (SVR) methods were
constructed and applied on ISBSG dataset by using WEKA tool [42]. Also, NN method
was constructed and applied on Java Neural Network Framework [43]. In method
studies, a 10-fold cross-validation approach was adopted in the training and testing

stages. The results of these studies are shown in the Table 5.2 [44] below.

Table 5.2. Method Implementation Results

Method Mean absolute error Relative absolute error
LR 215.8 6.53%
SVR 216.5 6.68%
NN 364 11.3%

After the study with the dataset created in section 5.2.1, the obtained results were as in
the table. According to the results, the most effective method was LR. Then SVR, and
NN as the least recommended method. In our study, as we progressed through our tree,
we had LR and SVR in the tree branches, and as a result of the second step of the study,
LR was suggested among the two models. Accordingly, the results of the experimental
study appear to be compatible with the results of our evaluation approach. In addition,

the NN model, which was eliminated by staying in the other branch in the last step
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while moving on the tree, was also run with the relevant dataset and was less successful
compared to the other two models. This ultimately supports progress in the tree and that

we have reached the right node.

5.3. Extended Evaluation of Study-2 by Multiple-Case Study

We conducted a multiple-case study to examine and support the accuracy of the Study-
2. Our aim with this case study was to investigate the accuracy of our proposed study on
four different datasets created from within the ISBSG dataset [29]. We applied the
embedded multi-case design as suggested by Yin [45]. The design of the four cases and
their embedded units of analysis are shown in Figure 5.1. With the four datasets we
created for the different cases, we aimed to investigate whether the results suggested by
using our approach and the experimental results obtained from the relevantly created

datasets were conformant.

Context: Datasetl Context: Dataset2
Unit of Analysis 1: Unit of Analysis 1:
Decision Analysis Results Decision Analysis Results
Unit of Analysis 2: Unit of Analysis 2:
Estimation Results Estimation Results

Context: Dataset3 Context: Datasetd
Unit of Analysis 1: Unit of Analysis 1:
Decision Analysis Results Decision Analysis Results
Unit of Analysis 2: Unit of Analysis 2:
Estimation Results Estimation Results

Figure 5.1. Embedded Multi-Case Study Design

In addition to the validation of the proposed approach and its results, we wanted to
evaluate the execution of our Study-2 and the use of the tool that we developed by an
outer estimator, who have worked in the field of effort estimation, in the three cases to

be carried out. As an overview in Table 5.3, we provide a list of the cases, estimators
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(researcher or independent estimator) and implementation methods (manually or by
tool).

Further details of the case study are explained in the following sections. In Section
5.3.1, the context of the study and the prepared datasets are explained. In Section 5.3.2,
research questions of the study are given. In Section 5.3.3, answers to the research
questions are elaborated and also, decision analysis processes and results are provided.

Table 5.3. List of the Cases, Estimators and Implementation Methods

Case Estimators and Implementation methods

Cs1 1.1) Researcher manually
1.2) Independent estimator manually
1.3) Independent estimator by tool

CSs2 2.1) Independent estimator by tool
Cs3 3.1) Researcher by tool
Cs4 4.1) Researcher by tool

5.3.1. Context

Comparisons of the rank values formed as a result of the analysis study we prepared in
our Study-2 with the MMRE values from the applications of the related methods were
aimed in a multiple-case study context including four different datasets regarding the
four cases. All prepared datasets were the ones obtained by filtering from the ISBSG

database.

Dataset 1 used in Case Study 1 (CS1) was the dataset used in the first approach of
Study-2 (explained in section 5.2.1). As mentioned before, it was obtained by filtering

on many fields. Other datasets were prepared from within Dataset 1 as described below:

— Dataset 2, used in Case Study 2 (CS2), was prepared by selecting recent data
of 1827 rows with respect to the year field covering the period of 2010-2015.
With this data set, it was aimed to work with more recent data. It was thought
that it would be healthier to rely on the accuracy of the data in line with the
recency of the data due to technological advancements in project-supporting

infrastructures.
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— Dataset 3, used in Case Study 3 (CS3), was a 1000-row dataset prepared by

including all the columns containing categorical data. With this dataset, it was
aimed to use the characteristics of categorical data in the estimator’s answers
by adding the previously eliminated columns.

Dataset 4, used in Case Study 4 (CS4), was a 160-row dataset obtained over
Dataset 3 by selecting the rows having values of "Enhancement” in
"Development Type" field and "Telecommunications™ in "Organization

Type" field. This dataset was aimed to work with due to its small size.

5.3.2. Research Questions

The purpose of the multiple-case study was to investigate the validity of our proposal by

answering the following Research Questions (RQs):

RQL1: Does the number of experts involved in creating the knowledge base
and the decision matrix have an effect on the results obtained?

RQ2: Does the approach provide effective results?

RQ3: Does the tool validly support the decision analysis approach?

RQ4: Is the approach/tool usable by an independent estimator?

We aimed to answer the above questions by comparing the results of the decision

analysis we carried out using the tool in the context we explained, and the application

results of the relevant method candidates. Our motivation for the related cases was that

the results we got in the calculations were conformant due to the characteristics of the

datasets we used.

In the next section (and its sub-sections), we elaborate on the answers to the RQs. In

Table 5.4, we provide traceability of the RQs to the cases that were carried out to

answer them.

Table 5.4. Traceability of RQs to the Cases

RQ# Case#
RQ1 CS1.1,Cs1.2,Cs1.3
RQ2 CS1.1,CSs1.2,Cs1.3,CS2,CS3, Cs4
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RQ3 CS1.2,CS1.3

RQ4 CS1.2,CS1.3, CS2

5.3.3. Answers to the Research Questions
5.3.3.1. The effect of number of experts on decision matrix results (RQ1)

The expert opinion questionnaire used in Study-1 and Study-2 regarding CS1.1 was
created by using the answers from 8 experts. Later, the number of experts from whom
we obtained the estimation method information with the questionnaire (in Appendix-1)
increased to 11. The second set of ranking values obtained by the decision matrix with
the answers of 11 experts used in CS1.2 and CS1.3. Thus, the number of experts was
increased by 37.5%. It was observed that the two sets of ranking values of the
estimation methods by using two different decision matrices (with 8 and 11 experts)
were very close to each other, as given in Table 5.5. The first set of ranking values
obtained by using the decision matrix with the answers of 8 experts was very similar to
the second set of ranking values obtained by the decision matrix with the answers of 11
experts, except the slight changes (5 or 6) in the ranking values of two methods, namely
EJ and NN. Thus, we conclude that feedback received from different number of experts
was consistent. It also showed the reliability of the expert opinion survey and its

answers on which we based our proposal.

Table 5.5. Method Ranking using Decision Matrices obtained by 8 and 11 Experts for

CS1
CCiwith| Rankwith | CCiwith | Rank with
Method 8 expert | 8experts | 11 expert | 11 experts
answers answers
EJ 0.629 5 0.559 6
AB 0.675 4 0.591 4
NN 0.625 6 0.585 5
BN 0.762 1 0.716 1
LR 0.737 2 0.639 2
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DT 0.379 8 0.299 8

CBR 0.716 3 0.603 3

SVR 0.566 7 0.471 7

5.3.3.2. Effectiveness of the results suggested by the approach (RQ2)

With this research question, we took the evaluation of our Study-2 one step further and

aimed to extend it with CS2, CS3, and CS4. The selections by following the proposed

approach should be in line with the actual prediction results obtained. CS2 was carried

out with tool by an independent estimator. CS3 and CS4 was carried out with tool by
researcher. CS3 and CS4 are explained in this section. CS1.1, CS1.3 and CS2 will be
explained in Section 5.3.3.4. Experimental results of these studies are also explained

[44].

CS3 Results:

For CS3, within Unit of Analysis 1, the answers given by the estimator to the questions

are given in Table 5.6. Then, with these answers, the rank values of the suggested

methods and alternatives obtained by the tool are also displayed in Table 5.7.

QID
EQ1
EQ2
EQ3
EQ4
EQ5
EQ6
EQ6
EQ7
EQ8
EQ9

EQ10

EQ11

Table 5.6. Estimator Answers for CS3

Estimator Question
Do you want your model be dependent on data?
Do you want to address human judgement?
Do you have categorical inputs?
Do you have numerical inputs?
Is it the case that you have no data to train an SEE model?
Do you have a small sized dataset to train an SEE model?
Do you have a medium sized dataset to train an SEE model?
Do you have a large sized dataset to train an SEE model?
Do you have past project data? If yes do you want to use it?

Is there any uncertainty in the data? If yes, do you want to address the uncertainty?

Is there any missing values in the data? If yes, do you want to handle the missing
values?

Is there any outlier in the data? If yes, do you want to handle these outliers?
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EQ12
EQ13
EQ14
EQ15
EQ16
EQ17
EQ18
EQ19
EQ20
EQ21

Among the remaining methods after the first elimination stage at the tree, the top ranked
methods according to these values were LR, SVR and NN. As a continuation of CS3
and within Unit of Analysis 2, the MMRE values obtained as a result of running the
suggested estimation methods on Dataset 3 by Weka tool are shown in Table 5.8. Since
our inputs in Dataset 3 contained categorical values, our tool was unable to reach the
leaf nodes of the left branch of the decision tree. Rather, it stayed at the top and made
suggestions by comparing all the methods on the left branch. Accordingly, our tool
suggested the "Support Vector Machine™ as the most suitable method for CS3. As seen
from the results given in Table 5.8, mean absolute error and relative absolute error

values of the estimations run were consistent with what the tool suggested, with the

Is it important that SEE model has high interpretability?

Is it important that SEE model has low complexity?

Is it important that SEE model can be build in a short time?
Is it important that SEE model has high maintainability?

Do you need that your model can accept new data without regenerating the model?

Do you have iterations in your software development life cycle? If yes, do you want to
consider it in your SEE model?

Do you want to consider domain information of your project in your SEE model?
Do you want to consider size information of your project in your SEE model?
Do you have single-project data?

Do you have cross-project data?

Table 5.7. Ranking of Methods for CS3

Method CCi Rank
EJ 0.448 7
AB 0.456 6
NN 0.498 4
BN 0.805 1
LR 0.511 3
DT 0.334 8
CBR 0.480 5
SVR 0.519 2
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least values belonging to SVR. The ordering among the alternative methods was also

congruent.
Table 5.8. Method Implementation Results for CS3
Method Mean absolute error Relative absolute error
LR 409.5 12.05%
SVR 240.8 7.09%
NN 425.1 12.51%
CS4 Results:

For CS4, within Unit of Analysis 1, the answers given by the estimator to the questions
are given in Table 5.9. Then, with these answers, the rank values of the suggested

methods and alternatives obtained by the tool are also displayed in Table 5.10.

Table 5.9. Estimator Answers for CS4

QID Estimator Question Preference
EQ1 Do you want your model be dependent on data? 1
EQ2 Do you want to address human judgement? 0
EQ3 Do you have categorical inputs? 1
EQ4 Do you have numerical inputs? 1
EQ5 Is it the case that you have no data to train an SEE model? 0
EQ6 Do you have a small sized dataset to train an SEE model? 1
EQ6 Do you have a medium sized dataset to train an SEE model? 0
EQ7 Do you have a large sized dataset to train an SEE model? 0
EQ8 Do you have past project data? If yes do you want to use it ? 0
EQ9 s there any uncertainty in the data? If yes, do you want to address the uncertainty? 1
EQ10 Is there any missing values in the data? If yes, do you want to handle the missing 1
values?
EQ11 Isthere any outlier in the data? If yes, do you want to handle these outliers? 1
EQ12 Is it important that SEE model has high interpretability? 1
EQ13 Is it important that SEE model has low complexity? 1
EQ14 Is it important that SEE model can be build in a short time? 1
EQ15 Is it important that SEE model has high maintainability? 1
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EQ16 Do you need that your model can accept new data without regenerating the model ? 1

Do you have iterations in your software development life cycle? If yes, do you want to

EQL7 consider it in your SEE model? 1
EQ18 Do you want to consider domain information of your project in your SEE model? 1
EQ19 Do you want to consider size information of your project in your SEE model? 1
EQ20 Do you have single-project data? 0
EQ21 Do you have cross-project data? 1

Table 5.10. Ranking of Methods for CS4

Method CCi Rank
EJ 0.448 7
AB 0.456 6
NN 0.498 4
BN 0.805 1
LR 0.511 3
DT 0.334 8
CBR 0.480 5
SVR 0.519 2

As a continuation of CS4 and within Unit of Analysis 2, the MMRE values obtained as
a result of running the suggested estimation methods on Dataset 4 by Weka tool are
shown in Table 5.11. This case was studied with a small data set. Our tool was unable to
reach to the leaf nodes of the left branch of the decision tree, first it switched to the left
arm with the answer of "Data" for EQ1, and then it moved to the left arm with the
answer of "Numerical" for EQ4. As a result of this progress, the tool made suggestions
by sorting between LR, NN, SVR. The tool suggested the "Support Vector Machine" as
the most suitable method for CS4. As seen from the results given in Table 5.11, mean
absolute error and relative absolute error values of the estimations run were consistent
with what the tool suggested, with the least values again belonging to SVR. The

ordering among the alternative methods was also congruent.
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Table 5.11. Method Implementation Results for CS4

Method Mean absolute error | Relative absolute error
LR 409.52 12.05%
SVR 240.81 7.09%
NN 414.8 12.73%

5.3.3.3. Validity of the SEE Method Selection Tool (RQ3)

In answering RQ3, our expectation was that the decision obtained manually should be
the same with the one obtained by the tool. In order to test the validity of the tool we
developed, CS1.2 and CS1.3 were studied as we initially carried out Study-2. The
independent estimator manually operated CS1.2 and as a result, "Linear Regression"
was recommended as the most suitable method. When he worked over the tool with the
same estimator answers (in CS1.3), the tool also offered "Linear Regression™ as the best
suggestion, as shown in Figure 5.2. This indicated that the suggestion made by the tool
developed was identical to the one done manually and that the operation of the tool was

valid.

2] Effort Estimation Tool - o x

| Yes k2

11 Do you need that your model can accept new data without regenerating the model ?

| No k2

12 Do you have iterations in your software development life cycle? If ves, do you want to consider it in your SEE model?

|ves 2

13 Do you wantto consider the domain information of your software project in your SEE model?

|ves 2

14 Do you wantto consider the size information of your software projectin your SEE model?

|ves 2

15 Please selectthe convenient aption on “project type” that you have for buildingdraining your estimation.

| Cross-project -

L Suggest most suitable method J

RESULT: Linear Regression

7
v
< J s

Figure 5.2. SEE Method Suggestion by using Tool for CS1.3
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5.3.3.4. Usability of the approach/tool by an independent estimator (RQ4)

With RQ4, we wanted to investigate the usability of our approach/tool by an
independent estimator. Here, our expectation was that the approach/tool should be
usable by estimators other than the researcher. We sent our Dataset 1 to an estimator
who has knowledge in this field and asked him to carry out a manual decision analysis
by following our approach (in CS1.2). The estimator also performed the study over the
tool (in CS1.3). Then, we asked him to perform estimation for CS2, again over the tool.
During these processes, the independent estimator was provided with estimation data
and information about the context of the multiple-case study, but no guidance was given
on the answers for the cases. The answers and results obtained from the cases CS1.2,

CS1.3 and CS2 are explained in the following paragraphs.
CS1 Results:

The answers that the independent estimator provided for CS1.2 and CS1.3 are shown in
Table 5.12. When he operated decision analysis manually with these answers (in
CS1.2), he reached the "SVR" and "LR" methods by advancing on the tree, and then
reached the "LR" result with the rank table provided in Table 4.5. The experimental
results of the related study supported this result as explained earlier in Section 5.2. In
addition, when he operated decision analysis with the same answers over the tool (in
CS1.3), he was suggested to use the "LR"™ method as the most suitable alternative.
Therefore, the independent estimator was able to use the proposed approach both
manually and over the tool, and got the same results as the researcher had in Study-2 (or
in CS1.1).

Table 5.12. Answers of Independent Estimator for CS1

QID Estimator Question Preference
EQ1 Do you want your model be dependent on data? 1

EQ2 Do you want to address human judgement?

EQ3 Do you have categorical inputs?

EQ4 Do you have numerical inputs?

EQ5 Is it the case that you have no data to train an SEE model?

EQ6 Do you have a small sized dataset to train an SEE model?

R O O +» O o

EQ7 Do you have a large sized dataset to train an SEE model?
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EQ8

EQ9

EQ10
EQ11
EQ12
EQ13
EQ14
EQ15
EQ16
EQ17
EQ18
EQ19
EQ20
EQ21

Do you have past project data? If yes do you want to use it ?

Is there any uncertainty in the data? If yes, do you want to address the uncertainty?

Is there any missing values in the data? If yes, do you want to handle the missing values?
Is there any outlier in the data? If yes, do you want to handle these outliers?

Is it important that SEE model has high interpretability?

Is it important that SEE model has low complexity?

Is it important that SEE model can be build in a short time?

Is it important that SEE model has high maintainability?

Do you need that your model can accept new data without regenerating the model ?

Do you have iterations in your software development life cycle? If yes, do you want to
consider it in your SEE model?

Do you want to consider domain information of your project in your SEE model?
Do you want to consider size information of your project in your SEE model?
Do you have single-project data?

Do you have cross-project data?

CS2 Results:

O B O O B P Pk P

-

, O P

For CS2, within Unit of Analysis 1, the answers given by the estimator to the questions

are given in the Table 5.13. Then, with these answers, the rank values of the suggested

methods and alternatives obtained by the tool are also displayed in Table 5.14. As a

continuation of CS2 and within Unit of Analysis 2, the MMRE values obtained as a

result of running the suggested estimation methods on Dataset 2 by Weka tool are
shown in Table 5.15.

QID
EQ1
EQ2
EQ3
EQ4
EQ5
EQ6
EQ6
EQ7
EQS

Table 5.13. Answers of Independent Estimator for CS2

Estimator Question
Do you want your model be dependent on data?
Do you want to address human judgement?
Do you have categorical inputs?
Do you have numerical inputs?
Is it the case that you have no data to train an SEE model?
Do you have a small sized dataset to train an SEE model?
Do you have a medium sized dataset to train an SEE model?
Do you have a large sized dataset to train an SEE model?

Do you have past project data? If yes do you want to use it ?
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EQ9 Isthere any uncertainty in the data? If yes, do you want to address the uncertainty?
EQ10 Is there any missing values in the data? If yes, do you want to handle the missing values?
EQ11 Is there any outlier in the data? If yes, do you want to handle these outliers?

EQ12 Is it important that SEE model has high interpretability?

EQ13 Is it important that SEE model has low complexity?

EQ14 Is it important that SEE model can be build in a short time?

EQ15 Is it important that SEE model has high maintainability?

EQ16 Do you need that your model can accept new data without regenerating the model ?

Do you have iterations in your software development life cycle? If yes, do you want to
consider it in your SEE model?

EQ17
EQ18 Do you want to consider domain information of your project in your SEE model?
EQ19 Do you want to consider size information of your project in your SEE model?
EQ20 Do you have single-project data?

EQ21 Do you have cross-project data?

Table 5.14. Ranking of Methods for CS2

Method CCi Rank
EJ 0.330 6
AB 0.213 8
NN 0.381 4
BN 0.842 1
LR 0.805 2
DT 0.349 5
CBR 0.309 7
SVR 0.727 3

Table 5.15. Method Implementation Results for CS2

Method Mean absolute error | Relative absolute error
LR 209.24 7.3%
SVR 201.75 7.04%
NN 316.8 11.07%
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With this case, the tool was able to reach to the leaf nodes of the left branch of the
decision tree. First, it switched to the left arm with the answer of "Data" for EQ1, and
then it moved to the left arm with the answer of "Numerical™ for EQ4. As a result of this

progress, the tool made suggestions by sorting between LR and SVR.

At the end of the analysis, our tool suggested the "Linear Regression” as the most
suitable method for CS2. There was a difference of 0.26% between “LR” and “SVR” in
the relative absolute error values obtained, and the “SVR” method seemed more
effective based on these values. However, when the rank values and MMRE values
were checked, it was seen that the scores of the two methods for the Dataset 2 were very
close and it was decided that the results could be considered compatible with the

calculations below.

A chi-square test (explained in Section 2.4) was applied to show that the difference
between the Mean Absolute Error values of the LR and SVR methods was statistically
insignificant. Observed and expected values required for the test were determined first
(Table 5.16). The method implementation results of LR and SVR were used as the
Observed value. The result of the LR method implementation (209.24) was used as the
expected value for both methods. In order to show that the difference was insignificant
in this way, the expected values of both methods were determined the same and their
compatibility with the observed values was tested. The fact that the p value calculated
with these parameters was greater than 0.05 also indicated that the expected values

complied with the observed values, that is, the difference was insignificant.

Table 5.16. Observed and Expected Values of LR and SVR Methods

LR SVR
Observed values 209.24 201.75
Expected values 209.24 209.24

Since there were two parameters in our test, LR vs SVR, the value of n was 2 and
hence, degrees of freedom 1. Chi square calculation for this test is shown in the
calculation (5.1). The chi-square value was found to be 0.268. By following the degrees
of freedom row from left to right in Table 2.1, the p-value range for our chi-square

result was determined as 0.01 - 0.05. According to the values in test calculations given
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in Table 5.17, since the detected p value was greater than 0.05, the expected values were
appropriate, that is, we could say that the difference between the method results was
statistically insignificant.

(201.75 —209,24)* =~ (209.24 — 209,24)? 0268 (5.1)
209,24 209,24 o

Table 5.17. Values in Test Calculations

Degrees of freedom 2-1=1
Chi-square 0.268
Significance Level 0,05
P value 3.841

In addition, the interval (X) where the SVR method was statistically insignificant is
calculated as follows (5.2). For the value to be insignificant, the p-value must be greater
than 0.05. Accordingly, we could say that in cases where the SVR result was smaller
than the test result (3.841), which gives p value of 0.05 for df value of 1 in Table 2.1,
the difference was insignificant.

Consequently, our SVR result is within the X range where the difference between the
SVR result and the LR result is considered negligible (5.3). Since the SVR result of
201.75 was in this range, we could say that the difference was insignificant.

3,841 > 20924

28,35 > X — 209,24 && 209,24 — X > 28,35 (5.3)

Result: 180,89 < X < 237,59
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5.3.3.5. Overall results of the multiple-case study

As a summary, it was observed from the results of multiple-case study that the proposed
decision analysis mechanism worked correctly and consistently. The answers of the
experts participating in the study were consistent and reliable (in RQ1), so that the result
obtained did not change when new experts were added. For the accuracy of the
approach proposed using this information (in RQ2), it was seen that in three of the four
cases (CS1.3, CS3 and CS4), the methods suggested by the approach were identical
with the ones best performing in actual estimations and in only CS2, a different result
was obtained. However, since the estimation results changed the ranking with only
0.26% difference in relative absolute error, it was considered negligible. In addition, it
was observed (in RQ3) that the tool we developed to support the execution of the
approach gave results compatible with the manual execution in our previous Study-2
and also consistent results in our new cases. Thanks to the tool, method selection could
be made with a simple user interface. Finally, to investigate the usability of our
approach/tool by an external estimator (in RQ4), we asked an expert who has worked in
this field to use our approach/tool. Having the same results by the independent estimator

related to this study increased our confidence in the study.

In addition, the independent estimator who carried out CS1.3 and CS2 assessed his
experience in using the approach and the tool with a questionnaire given in Appendix 2.
The criteria to assess the approach in the questionnaire included comprehensibility, ease
of use, simplicity, clearness, internal consistency, need of SEE knowledge, and need of
context information of the cases. Also, the criteria to assess the tool in the questionnaire
included understandability, ease of use, simplicity, fairness of GUI design, and
operability. As a result of the assessment, while the approach was appreciated in terms
of simplicity and internal consistency, it was seen as open to improvement in terms of
comprehensibility, ease of use, and clearness. Moreover, the tool was found as open to
improvement in terms of fairness of GUI design and operability in the results, while it
was found to be sufficient in terms of understandability and ease of use. However, these

evaluations will be healthier when the tool will be used by multiple estimators.
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5.3.4. Threats to Validity

Threats that would affect the validity of the case study were systematically identified.
We used the work of Wohlin et al. [46] to identify these threats. The four main types of
threads that may threaten the validity of the case study are discussed in the following

paragraphs.
Internal validity:

Internal validity is concerned with how we are sure of the factors that influence a cause-
effect relationship established in a study. The validity of our study may be affected by
the lack of objectivity of the researcher. In order to prevent the researcher's bias from
becoming a threat, support was received from an expert in the field of effort estimation.
We tried to increase internal validity by adding his point of view to our study. In
addition, the validation of our study was done on the datasets we determined. While the
data set is being prepared, situations such as not being able to get uniformly distributed
data and inconsistency of the data may pose a threat. In order to avoid this, a decision
analysis study was carried out by preparing four different datasets. In these datasets, it
was aimed to reduce the threat by using different criteria and choosing data with
different characteristics. Still, deriving the four datasets from only the ISBSG dataset
can be considered as a threat. In addition, the fact that the estimations made by using
these datasets could reach the nodes only on one side of the decision tree might also
have posed a threat. It is suggested in future studies that the approach should be tested

with estimation data that can reach the other side of the decision tree.
Construct validity:

Construct validity focuses on the relationship between the actual observations of the
study and the structure of the study. The result we get may not be the result we thought
we measured. To increase construct validity in this study, we completed the first stage
by filtering the literature studies in the selection of the methods and criteria we used.
Then, we received support from experts who have been working in software effort
estimation for a long time, by conducting an expert survey to ensure that we have access
to reliable information. Moreover, the results we obtained did not change despite the
increase in the number of experts participating in our study, suggesting that construct
validity was provided. By supporting our selection approach by a tool, misdirection in

the decision was prevented. Thus, the validity of the study was ensured in terms of
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consistency. However, it may not be completely objective when responding to the
estimator questionnaire using our selection approach since it assumes that the estimator
provides valid answers with respect to the dataset that s/he works with. This introduces
some subjectivity in capturing the requirements for the decision analysis, which may
threaten the construct. In addition, the path we followed in the selection of the decision
mechanism was a situation that would significantly affect the output of our study. In
order to address this situation, we used MCDA methodology by following the steps of a
previous study [13] which did a similar work in a different field. Since the data was not
in a simple structure and it contained different types and deficiencies, we went for a
unified solution by adding fuzzy set calculations to the use of MCDA.

Conclusion validity:

Conclusion validity focuses on the reliability of our study's results if applied by other
researchers. In order to ensure this validity type, we explained the methodology we used
and our methods of obtaining information by detailing the process we followed. With
this explanation, we believe that other researchers will be able to apply the approach

and achieve similar results.
External validity:

External validity concerns the applicability of the outcome data by generalizing it
beyond the scope of our study. With the approach proposed, we suggest the most
appropriate method to the estimator who will do effort estimation. However, this choice
will be between the models we have determined so far. It should be considered that
there are other methods in addition to the chosen ones as the result of our literature
review. In addition, we cannot say that the proposed method will be correct in all cases
as the requirements and expectations may change, e.g., in the later stages of a same
project or among different projects or organizations. We think that this study will

become stronger by planning and realizing further empirical investigations.
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6. CONCLUSION

6.1. Conclusion

In this study, an approach has been proposed for selecting the most suitable software
effort estimation method considering the project characteristics and the needs of the
stakeholders. The approach aims to assist users in choosing the most suitable estimation
method in the targeted estimation context.

We started this study by identifying the distinctive criteria for software effort estimation
methods. To identify these criteria, we used findings of several literature reviews and
followed the approach of a similar study in [13]. Then, using the criteria, we prepared
an expert-opinion survey to take the opinions of the experts in SEE. The aim of the
expert-opinion survey was to enable us to establish a relationship between methods and
criteria, in the form of a decision matrix. We calculated the rating values for the
questions derived from the criteria using the answers given by eight experts to the

survey.

Then, a questionnaire was prepared to be answered by the user (estimator) who wants to
perform the estimation. The user would be able to see the accuracy scores of the

estimation methods on the decision matrix by answering the questionnaire.

To make our work understandable, we explained it through an example evaluation
based on the ISBSG dataset, and found that Neural Network and Case Based Reasoning
are the most suitable methods in our estimation context. This method selection was
partially supported with the results of the studies in the literature, and there appeared a

need for further studies to validate the results of the evaluation approach.

We think that one of the most important factors determining the success of our approach
is the number of experts who answered the expert opinion questionnaire. It would be
good to add the industry experience as an added value to the study by sending our

survey to the experts in the industry.

To advance this work one step further, we prepared a two-stage decision mechanism
instead of the decision matrix. In this mechanism, the answers obtained as a result of the
questionnaire answered by the estimator first pass the preselection in the decision tree
and then choose the most appropriate method with the Fuzzy TOPSIS calculation. We
prepared a multiple-case study for the validation of our proposal. With this study, we
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observed that our approach is valid and usable. In addition, by enabling the use of our
approach with a tool implementation, we provided estimators to perform the estimation
process in an easy way without knowing the details of the decision tree and fuzzy
calculation. Also, we ensured that our approach was used by an external estimator who
Is an expert in the field, and we initially found with the feedback received that the tool
we prepared was easy to use and understandable for carrying out software effort

estimations.

6.2. Limitations

The proposed approach addresses the problem of selecting a suitable software effort
estimation method through structuring the information and suggestions of the studies in
literature into a decision approach. It will be beneficial to expand the scope of the work
by including the gains in the field of effort estimation in software industry. For this
purpose, it will be beneficial to include the opinions of the experts working in this field
in the industry to the expert opinions analyzed within the scope of our study. In this
way, in addition to the observed effects in academy, the effects experienced in industry
can be reflected to the process of selecting a suitable estimation method. In addition,
eight effort estimation methods, which are widely referenced in the literature, are
analyzed within the scope of this study. Similarly, the scope of the study can be
expanded by analyzing the effort estimation methods and features that are commonly
used in the industry.

The most important factor affecting the selection of the appropriate estimation method
is the answers to the estimator questions. Therefore, in order to answer the
questionnaire, it is necessary to have sufficient knowledge of the characteristics of the
project and related data to be included in the estimation. Failure to reflect the project
characteristic to the decision matrix through estimator questions will negatively affect
the selection of the estimation method. This situation may lead to poor estimation by
choosing an unsuitable method. Our approach does not control whether the project
characteristics are accurately reflected in the decision matrix. The responsibility in this

matter is on the person who will perform the estimation.

Lastly, the majority of the experts who answered the expert-opinion survey are from the
university. In future studies, reaching the experience of the people working in this field

in the industry will increase the value of the expert-opinion survey results.
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6.3. Future Work

Improvements can be made in the visualization of the tool interface prepared in the
continuation of this study. In addition, we can invite more external estimators to use the
tool, and the tool can be improved with the feedback we receive. Finally, to strengthen
the evidence of validation, further empirical investigations can be designed and

implemented.
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APPENDICES

Appendix 1 - Expert Opinion Survey

Expert Opinion Study on SEE Method
Selection

This study is carried out by Duygu Deniz Erhan, an MSc. student at the Computer
Engineering Department of Hacettepe University. This form is intended to inform you about
the research conditions.

What is the purpose of the study?
The aim of the study is to assess the criteria that should be considered in the decision
process of the most suitable method for software effort estimation (SEE).

What do we request from you?

If you agree to participate in the research, you are expected to complete the questionnaire
by rating the related criteria on each SEE method. The survey is expected to take about 15
minutes. To reach for a timely conclusion of the study, we will kindly request 10-days
response time.

Important note:

For questions in Section 3 to 8, we ask you to mark the methods that you are familiar with
or have an expertise. Therefore, you may leave a question empty for the methods that you
do not know or are unsure of.

How do we use the information you provide?

In the survey, you will be asked to identify your title and organization type, only for
statistical analysis. Your answers will be kept strictly confidential and will only be
evaluated by the administrators. The infoermation to be obtained from the participants will
be evaluated collectively and used in the MSc. study by Duygu Deniz Erhan. The data you
provide will not be matched with the credentials collected in the forms.

For more information, you may contact Duygu Deniz Erhan with the administrator
information given below.

Thank you in advance for your participation in this study.
* Required

1. If you read the above information and accept the terms of agreement, click |
agree to continue. *

Mark only one oval.

( | agree

(" )ldon'twant to participate  Skip to question 26
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Administrator Information

Duygu DENiZ ERHAN

E-mail (personal): duygudeniz06@gmail.com

E-mail (university): n16222537@cs.hacettepe.edu.tr
Telephone: +90 505 4277160

Expert Opinion Study on SEE Method Selection

Expert Information
Please fill in the below personal information. Note that personal info will not be published anywhere. It will only
processed for descriptive statistics anonymously.

2. Name?*

3. Email adress *

4. Organization Type *
Mark only one oval.
() University
( Private Company

( ) Government
() Other:

5. Title*
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6. 1) What is your degree of knowledge in SEE? *

Mark only one oval.

Very Low Very High

7. 2) How many years of experience do you have in the area of SEE? *

Mark only one oval.

(") No experience
() Less than 3 years

( )3-5years
(" )6-10years
(" )11-20years

(") More than 20 years

() Other:

8. 3) What is your degree of knowledge in estimation methods in general? *

Mark only one oval.

Very Low Very High
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9. 4) Which of the following methods do you consider yourself an expert? *
Mark only one oval per row.

No | am familiar with this | have expertise in this
experience method method

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base
Reasoning

Support Vector

010 (0|/0]0|0|0|0
010 (0/0]0|0|0|0
010 (0/0]0(0]0|0

Regression
SEE model constructing approaches is investigated under this group.
Model *** Please feel free to leave your answer for a method empty if you are not
Construction familiar with it. #*
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10. 5) Please select the convenient option on “Approach to Construct the SEE
Model” with the below methods.

Mark only one oval per row.

Dependent on Based on human Can adress
data judgement

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0 (0|0]0]0(0|0
0 (0|0]0]0|0]010
0 |0]|0(0|0]0|0|0|%

Support Vector
Regression
There are several characteristics which are crucial to address the constraints
of the data that will be used for building the SEE model: type of input data,
dataset size, number of parameters.
Data
Characteristics *** Please feel free to leave your answer for a method empty if you are not

familiar with it. ***
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11.  6) Please select the convenient option on "Type of input data" of the below

methods in SEE.

Mark only one oval per row.

Categorical

Numerical

Can adress both

Expert Judgement

0

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

Support Vector Regression

0]10(0]01]0|0

010|0]0]0]0]010

010100100010

12.  7) What do you think about the minimum "dataset size" required for
building/training an SEE model with the below methods?

Mark only one oval per row.

No data
required

Small

Medium

Large

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

Support Vector
Regression

0 (0]0(0]0]0|01|0

0 1010]0]0(0]010

0 1010]0]0(|0]010

0 1010]0]0|0]010

0 10]0]0]0(|0]010
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13.  8)Is the number of parameters regarding past project data an indicator of
building/training an SEE model with the below methods ?

Mark only one oval per row.

=
(]

Yes

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

Support Vector Regression

010101000010
01010000010

The quality characteristics of the data to be used to construct the SEE model are
discussed under this group: uncertainty, missing values, outliers.

Data
. **+ Please feel free to leave your answer for a method empty if you are not familiar with it.
quality Jok

62



14.

15.

9) To what extend do you think the following methods can handle "uncertainty"

in SEE data?

Uncertainty is the degree to which data is inaccurate, imprecise, untrusted or unknown.

Mark only one oval per row.

Very Low

Low

Average

High

Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0(0]0(010|0]0|0

Support Vector Regression

010101010100 |0

010101010100 |0

010101010100 |0

0101010]0]0|0|0

10) To what extend do you think the following methods can handle “missing

values" in SEE data?

Missing data for certain variables can lead to poor estimations in some sensitive models.

Mark only one oval per row.

Very Low

Low

Average

High

Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0(0]0(0]0|0]0|0

Support Vector Regression

0101010101000

0101010101000
01010101010 (0 |0
010010101000
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14.

15.

9) To what extend do you think the following methods can handle "uncertainty"

in SEE data?

Uncertainty is the degree to which data is inaccurate, imprecise, untrusted or unknown.

Mark only one oval per row.

Very Low

Low

Average

High

Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0(0]0(010|0]0|0

Support Vector Regression

010101010100 |0

010]0]0]0]0]00

010]0|0]0]0]010

0101010]0(0|0|0

10) To what extend do you think the following methods can handle “missing

values" in SEE data?

Missing data for certain variables can lead to poor estimations in some sensitive models.

Mark only one oval per row.

Very Low

Low

Average

High

Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0(0]0(0]0|0]0|0

Support Vector Regression

0101010101000

0101000000
0101000000
0101000000
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16. 11) To what extend do you think the following methods can handle "outliers" in

SEE data?

An outlier is an observation that lies an abnormal distance from other values in a dataset.

Mark only one oval per row.

Very Low

Low

Average

High

Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0(0|0(0]0(0]010

Support Vector Regression

010101010100 |0

010101010100 |0

01010101000 |0

0|0|0|0]|0|0|01|0

The characteristics of the methods to be used to construct the SEE model are
discussed under this group: interpretable, easy to use (not complex), speedy,

Method

characteristics
familiar with it. ***

maintainable, adaptive.
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12) To what extent do you think the following methods are "interpretable” by its
users in SEE?

Interpretability is the degree of which the user can understand the cause of any result (output).
Mark only one oval per row.

Very Low Low Average High Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

010(010]010|010
010]0]0]0]0]010
010]0|0]0]0]010
010]0|0]0]0]010
0|0]0|0]0]0]01|0

Support Vector Regression

13) To what extent do you think the following methods are "easy to use (not
complex)" for SEE?

Ease of use (not being complex) is the degree of which the method is not complicated in design.
Mark only one oval per row.

Very Low Low Average High Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0101001010010
010]0]0]0]0]00
0101000000
01010000010
0101000000

Support Vector Regression
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19.

14) To what extent do you think the following methods can be used to build SEE

models in a short time? (i.e. How speedy are they in model building and

execution?)

Speed is the degree of which the method is build in a short time and performs fast in general.

Mark only one oval per row.

Very Low

Low

Average

High

Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

Support Vector Regression

0101010010010
0101010101000
0101010101000
010101010000
010101010000
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20. 15) To what extent do you think the following methods are "maintainable" when
used for SEE?

Maintability is the degree of which the method is easy to manage in time.
Mark only one oval per row.

Very Low Low Average High Very High

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

01010(010]0(010
010]0|0]0]0]010
010]0|0]0]0]00
010]0|0]0]0]010
0|0]0|0]0]0]010

Support Vector Regression

21. 16) Do you think the following methods are "adaptive” for new data in SEE?

Being adaptive means the method can accept new data without re-running the SEE model.
Mark only one oval per row.

Yes

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

010|0]0]0]0]010
010|0]0]0]0]0|0|z

Support Vector Regression
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The factors related to the context information of the project subject to SEE are
discussed under this group: iteration, domain, size

Project
*** Please feel free to leave your answer for a method empty if you are not familiar with
context it wox

22.  17) Do you think that iteration in software development life cycle is an affecting
factor in SEE with the following methods?

Mark only one oval per row.

=
o

Yes

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

0101010101000
0101010101000

Support Vector Regression
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23. 18) Do you think that "domain" information of software project is an affecting
factor in SEE with the following methods?

Mark only one oval per row.

=z
o

Yes

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

Support Vector Regression

010(0]0]0]0]010
010100001010

24. 19) Do you think that "size" information of software project is an affecting factor
in SEE with the following methods?

Mark only one oval per row.

Yes No

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

01000100010
010|0]0]0]0]010

Support Vector Regression
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25.  20) To what extent do you think the following methods are useful in SEE for
single project vs cross-project estimation?

Mark only one oval per row.

Single-project  Cross-project Can adress both

Expert Judgement

Analogy Based

Neural Networks

Bayesian Networks

Linear Regression

Decision Trees

Case-Base Reasoning

01010]0]0]0]0|0
01010]0]0]0]0|0
01010000100

Support Vector Regression

Comments/ Feedback

26. Please specify any other criteria that you suggest to consider when choosing
SEE method, with your rationale (e.g. the effect of these criteria on the
methods).
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27. Please specify on any other method that you suggest to include in SEE method
selection.

28. Do you have any comments or further suggestions to improve our expert
opinion study?

This content is neither created nor endorsed by Google.
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Appendix 2 - Effort Estimation Method and Tool Feedback Survey

Effort Estimation Method and Tool
Feedback

This study is carried out by Duygu Deniz Erhan, an MSc. student at the Computer
Engineering Department of Hacettepe University. This form is intended to inform you about
the feedback.

We asked you to do effort estimation model selection using the method( Decision Matrix)
and tool prepared. With this survey, we aim to receive your feedback on the use of method
and tool.

The survey is expected to take about 5 minutes. Thank you for your valuable feedback.

For more information, you may contact Duygu Deniz Erhan with the administrator
information given below.

Thank you in advance for your participation in this study.

* Required

If you read the above information and accept the terms of agreement, click |
agree to continue. *

O | agree

O | don't want to participate

Administrator Information
Duygu DENIZ ERHAN

E-mail (university}:_n1.622253?@c-s.hacetlepe.edu.tr
Telephone: +90 505 4277160
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Effort Estimation Method and Tool
Feedback

* Required

User Information

MName *

Your answer



About Method Usage

Here are questions about the effort estimation method selection study using the Decision Matrix prepared.

To what extent do you think the use of the method in terms of comprehensibility? *

Very Low O O O ® QO Very High
To what extent do you think the use of the method in terms of ease of use? *

Very Low O O O ® QO Very High

To what extent do you think the use of the method in terms of simplicity? *

Very Low '~-—' o — L ® Very High
To what extent do you think the use of the method in terms of clearness? *

Very Low '~-—' o — ® L Very High
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To what extent do you think the use of the method in terms of internal consistency? *

Very Low L (— L W ® Very High

To what extent do you think the use of the method in terms of need of SEE knowledge? *

Very Low Q Q ® @, L Very High

To what extent do you think the use of the method in terms of need of CS context information? *

Very Low O O, A S Ay Very High
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About Tool Usage

Here are guestions about the effort estimation method selection study using the Decision Matrix prepared.

To what extent do you think the use of the method in terms of function understandability? *

Very Low O O O O ® Very High
To what extent do you think the use of the metheod in terms of ease of use? *

Very Low @) O @ O ® Wery High
To what extent do you think the use of the method in terms of simplicity? *

Very Low O O O ® @) Very High
To what extent do you think the use of the method in terms of fairness of GUI design 7 *

Very Low O O O ® O Very High
To what extent do you think the use of the method in terms of operability 7 *

Very Low Q Q Q ® O Very High
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Comments/ Feedback

Do you have any comments or further suggestions to improve our form and our
study?

Your answer
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Appendix 3 - Papers Derived From Thesis

D.D.Erhan, A .Kolukisa-Tarhan, and R.Ozakinci, "Selecting Suitable Software Effort
Estimation Method", in proceedings of the 30th International Workshop on Software
Measurement (IWSM) and the 15th International Conference on Software Process and
Product Measurement (MENSURA) (CEUR Proceedings, Vol. 2725, Paper11).
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