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In the near future, when air traffic will gain a new dimension, many light weight platforms

like unmanned aerial vehicles and more advanced technologies for existing aircraft will ap-

pear in the sky in addition to the current aircraft traffic. Efforts to keep air traffic safe and

support growth under control will accelerate and meet more demand than ever before. Col-

lision Avoidance System will definitely take place in the works to be carried out within this

scope.

In this context, this study tries to improve the operational efficiency and searching for a log-

ical balance between operational efficiency and safety of flight criteria. This work analyzes

encounter models of air platforms, generation of model data, utility functions, the effect of

pilot response delays and proposes alternative maneuver selection costs.

Some safety critical avionic systems that are being developed today need to work on real-

time platforms. Therefore,they are developed with real time C code to meet the limited

hardware and high performance needs. In that regard, study for a simulation that can solve

a partially observable markov decision process in order to verify the collision avoidance

system is needed.
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Motivation of this simulation work is to understand failure conditions given in a probabilistic

model of the environment.

In this study, encounter models of air platforms, generation of model data, utility functions,

maneuver selection costs and the effect of pilot response delays are analyzed. In addition,

the generated look up table for the collision avoidance system is analyzed using simulated

sensor data.

Keywords: Aircraft Collision Avoidance System, POMDP, Simulation, Sequential Decision

Making, Pilot Behavior, Probabilistic Verification, Probabilistic Data Synthesis
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Yakın gelecekte çok sayıda insansız hava aracı ve daha ileri teknoloji hava taşıtları

gökyüzünde kendilerini gösterecektir. Mevcut uçakların oluşturduğu yoğunluk ile birlikte

hava trafiği yeni bir boyut kazanacaktır. Hava trafiğinin güvenliğini sağlamak ve büyümesini

kontrol altında tutmak için harcanan çabalara her zamankinden daha fazla ihtiyaç duyula-

caktır. Bu kapsamda yapılacak çalışmalarda çarpışma önleme sistemleri şüphesiz çok önemli

bir yer alacaktır.

Bu bağlamda, bu çalışma operasyonel verimliliği artırmaya ve operasyonel verimlilik ile

uçuş emniyeti arasında mantıksal bir denge aramaktadır. Bu çalışma, hava platformlarının

karşılaşma modellerini, model verilerinin üretilmesini, fayda fonksiyonlarını, pilot müdahale

gecikmelerinin etkisini analiz etmekte ve alternatif manevra seçim maliyetleri önermektedir.

Bugün geliştirilmekte olan bazı güvenlik açısından kritik aviyonik sistemlerin gerçek za-

manlı platformlarda çalışması gerekmektedir. Bu nedenle, sınırlı donanım ve yüksek per-

formans ihtiyaçlarını karşılamak için gerçek zamanlı C kodu ile geliştirilirler. Bu bağlamda,

çok fazla simülasyon çalışması gerektiren çarpışma önleme sistemlerini doğrulamak için

kısmi gözlemlenebilir markov karar süreci çözebilen bir simülasyon çalışması gerekliliği

doğmuştur.
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Bu simülasyon çalışmasının amacı, ortamı ifade eden olasılıksal model üzerindeki çarpışma

olaylarını tespit etmek ve anlamlandırmaktır.

Bu çalışmada, hava platformlarının karşılaşma modelleri, model verilerinin oluşturulması,

fayda fonksiyonları, manevra seçim maliyetleri ve pilot müdahale gecikmelerinin çarpışma

önleme sistemi üzerine etkisi analiz edilmiştir. Ek olarak, çarpışma önleme sistemi için

oluşturulan model tablosu, simüle edilmiş sensör verileri kullanılarak analiz edilir.

Anahtar Kelimeler: Uçak Çarpışma Önleme Sistemi, POMDP, Simülasyon, Sıralı Karar

Verme, Pilot Davranışı, Olasılıksal Doğrulama, Olasılıksal Veri Sentezi
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1. INTRODUCTION

In order to develop and use a safety critical system, manufacturers are required to get certifi-

cation for the software from authorities. The software development and verification processes

are audited carefully by the authorities for compliance to DO-178 [3] standards. In this con-

text, various simulations and analysis are useful to verify correctness of newly developed

collision avoidance system.

ACAS X is the next generation aircraft collision avoidance system and it’s being standardized

for use on every large aircraft in the world [4]. Interest in aircraft collision avoidance systems

arose during the 1950s. There was a mid-air collision over the Grand Canyon involving

United Airlines and TWA. That collision led to the establishment of the Federal Aviation

Administration (FAA) and with the establishment of FAA they put a number of procedures

and introduced Air Traffic Control (ATC) [5].

Although ATC significantly improved the safety of the airspace, mid-air collisions continued

to happen where more than hundred died [4]. MIT Lincoln Laboratory were tasked with

developing the system known as TCAS or the Traffic alert and Collision Avoidance System

currently mandated worldwide [6].

Basically, TCAS includes a system called Surveillance to detect air traffic around itself. This

system transmits the traffic information it detects onto the advisory logic, which constitutes

the intelligence component. Advisory logic decides what type of alert will be generated on

the vertical axis. The decision can be climb, descend, or hold your position. For the TCAS

the level of safety is fewer than; one collision per billion flight hours. Although this is a

safety critical system, aircraft whose maximum takeoff weights are less than 5700 kg are not

required to carry a TCAS [6]. TCAS is not designed for the maneuverability of small aircraft.

Even though it is a useful equipment, it is expensive for small platforms. The smaller aircraft

that do not carry TCAS have collisions about every month. On the other hand, there has never

been a plane crash in the United States carrying TCAS since TCAS became mandatory.

Some safety critical avionic systems that are being developed today need to work on real-

time platforms. Therefore, they are developed with real time C code to meet the limited

hardware and high performance needs. In that regard, study for a simulation that can solve

a partially observable Markov Decision process in order to verify the collision avoidance

system is needed.
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Motivation of this simulation work is to understand failure conditions given in a probabilistic

model of the environment. Normally, in machine learning contexts, problem can be specified

with a data set. For the collision avoidance system, however, there is a feedback loop and

due to this, environment is able to update itself continuously.

Although there are better programming language options like Julia [7] in terms of readability,

our study was conducted in C/C++. The method by which the collision avoidance system is

dealt with, Partially Observable Markov Decision Process (POMDP) requires a lot of calcu-

lation and simulation work due to the size of the space.

Markov Decision processes are used for building a framework that helps us make selec-

tions in an non-deterministic environment. In case of an environment with some degree of

uncertainty but does not have complete randomness, it is possible to build a framework to

make selections. Markov Decision Processes express an approach that models the transition

from one state to another with the action to be chosen. These transitions are calculated with

various probabilities and supported by rewards [8].

There will be many studies concerning to make collision avoidance systems better. Since

there are trade offs and a lot of parameters to decide and test, finding the best reasonable

model or tuning the reward values is a very difficult task.

In this study, we deeply analyze encounter models of air platforms, generation of model

data, utility functions, maneuver selection costs, and the effect of pilot response delays. In

addition, the generated look up table for the collision avoidance system is populated using

simulated sensor data. Finally, we propose alternative maneuver selection costs that give

operational advantage and higher level of safety.

Contribution of this work can be listed as follows;

• Encounter models of air platforms are inspected and analyzed.

• An environment that can both generate and test model data is implemented.

• Utility functions explained and analyzed.

• Different sets of maneuver selection costs are tested and discussed.

• Effect of pilot response delays are analyzed.
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• Generated look up table for the collision avoidance system is analyzed using simulated

sensor data.

• Alternative reward values for maneuver selection costs are presented.

• Invalid transitions between generated resolution advisories are proposed and analyzed.

The rest of this thesis is organized as follows. Chapter 2. presents the existing literature in

scope of collision avoidance simulations and discusses our framework. Chapter 3. discusses

the collision avoidance problem about the reason why we need a system to prevent mid-air

collisions and the first system that developed as a solution. In this section formulation of

collision avoidance problem is taken at hand. At that part, in order to be able to work on the

state space, parameters of Markov Decision Process are presented. Resolution advisories as a

vital part of Collision Avoidance Systems are introduced and possible invalid transitions be-

tween them are denoted. Driving forces of dynamic model and programming methodologies

are presented. Chapter 4. discusses the followed reward function outline, how maneuvers are

interpreted, proposed transition penalties, how maneuvers are encouraged, and the trade-off

between operational efficiency and level of safety. Chapter 5. analyzes simulation results in

terms of both safety and operational suitability. Chapter 6. summarizes our conclusions.
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2. RELATED WORK

Technologies that developed while needs are changing tend to be more complicated and more

functional. However, when it comes to safety critical systems such as collision avoidance

systems, validation and verification phases that must be carried out to ensure that the devel-

oping technologies are safe and suitable require a lot of effort and calculation that cannot be

done with traditional simulation methods.

In order to define our research frame, we started our systematic literature review by setting

our inclusion and exclusion criterias. Briefly, inclusion criteria indicates the characteristics

of proposed topic. So that, a paper which takes place in our systematic literature review must

have a relation with our prospective subject. On the other hand, exclusion criteria defines the

unsuitable features or characteristics that should not take place in our work. In this manner,

both inclusion and exclusion criterias are used in a positive way. In case of having a paper

that met with our inclusion criteria, we put that paper in our paper pool. Contrary to this, in

case of having a paper that met with our exclusion criteria, we take away that paper from the

paper pool.

Articles searched by first search sentence and refined by software topic on Web of Knowledge

[9]. In scope of that, by reading titles and abstracts we tried to find the meaningful articles.

After that point, we have selected almost one hundred paper for the first phase.

We have detected three fundamental problems such as the compression of the encounter

model data, mathematical verification of ACAS, and simulation studies on Markov Decision

Process. Within the scope of this study, the compression of the encounter model data and

mathematical verification of ACAS were excluded and the simulation studies were examined.

While conducting our literature review, we tried to focus on articles written after 2012. Re-

lated studies conducted in this context are presented below.

Lygeros and Lynch [10] worked on a simplified collision avoidance system for the verifica-

tion of TCAS, the predecessor to ACAS X, which must be tested before being deployed to

the aircraft platforms. Lygeros et al. [11] made some assumptions. Under these assumptions,

they worked on high-level modeling and analysis methods to prove the usability of TCAS

with an Hybrid I/O Automata. Our work for ACAS X includes aircraft encounter scenarios

that are too many to be controlled by similar assumptions.
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Essen and Giannakopoulou [12] examined the existing probabilistic analysis tools and de-

veloped a probabilistic model checking tool that targets ACAS X and similar systems due

to the inadequacy of examined tools. Besides their formal probabilistic verification study,

probabilistic data synthesis was also performed. Moreover, they implemented the ACAS X

algorithm to enable effective verification. It is similar to our work in these aspects. It dif-

fers from black-box test methods in that it can access the internal parameters of the collision

avoidance system and provides a comprehensive and effective environment for verification.

On the other hand, Java language was preferred as the modeling language. In our study, C

programming language was used. In this context, it will be possible to perform analysis and

especially data synthesis faster.

In addition, with the model we offer, it has been made possible to test a wide variety of

dynamics ranging from policy table used in data synthesis to pilot response. In this context,

analysis results which enable probabilistic data synthesis with higher benefits are presented

for ACAS X developers.

Gardner, Genin, McDowell, Rouff, Saksena, and Schmidt [13] developed a probabilistic

model checking system to analyze behavior of ACAS X. Although they stated that differ-

ences in pilot behavior were analyzed in their study, the effect of pilot behavior was not

clearly presented. At this point, our study reveals clear results on the impact of pilot behav-

ior. Unlike this study, Maintain, one of the advisory types, was not included in our study

because it is context dependent. On the other hand, our study includes Strong Descend and

Strong Climb advisories. In addition, the times expressed as the average pilot response time

were examined in a detailed way in our study, by taking into account of the reasons behind

them.

Jeannin, Ghorbal, Kouskoulas, Schmidt, Gardner, Platzer, Mitsch, and Zawadzki [14, 15]

used a hybrid system that could be used for validation of ACAS X under a set of assumptions

and made graphical analysis. Although it is a good approach to examine both the discrete

and continuous dynamics of the hybrid system they have worked on, it is not possible to do

that study in a reasonable amount of time without simplifying the state space of ACAS X.

Therefore, simulation studies are still needed. Our work is also beneficial for the detection

of aircraft encounter scenarios that inevitably end up with collisions. At this point, unlike

Jeannin et al. [14, 15] study, our study also explains the scenarios that inevitably end up in

unsafe regions.
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Lee, Kochenderfer, Mengshoel, Brat and Owen [16], on the other hand, carried out a study

that can deal with the large space of ACAS in their study. In this study, scenarios end up

with a collision and scenarios close to end up with collision are found with Monte Carlo

Tree Search. This approach can be used with white-box simulators, as well as with black-

box simulators, which provide much more comprehensive simulation opportunities. They

worked with a binary ACAS X prototype that they got from FAA. Aircraft encounters and

pilot behaviors were modeled with Lincoln Laboratory Correlated Aircraft Encounter Model

(LLCEM) [17]. Consequently, they were able to examine more complex scenarios than in the

PMC studies. For the aircraft encounter scenarios that contains two planes, they mentioned

the problems experienced due to the Crossing Time, High Turn Rates and Initially Moving

Against RA reasons. In the study we presented, the effects of these reasons on the model

were examined.

Egorov, Sunberg, Balaban, Wheeler, Gupta, and Kochenderfer [18] worked on an open

source framework that can solve Partially Observable Markov Decision Process. Since it

is a study for both education and research purposes, they preferred the Julia language for

easy and fast prototyping. In our study, C programming language is preferred. Similar

frameworks made with C/C++ [19–21] are expected to have higher performance. On the

other hand, there are no studies directly for ACAS X in these studies.

Unlike Lygeros and Lynch [10]; and Lygeros et al. [11] too many encounter scenarios that

cannot be taken under control by certain assumptions have been tested. Unlike Essen and

Giannakopoulou [12] all code implemented in C/C++ which is going to provide faster data

synthesis. Additionally, with the model we offer, it has been made possible to test a wide

variety of dynamics ranging from policy table used in data synthesis to pilot response. Un-

like Gardner, Genin, McDowell, Rouff, Saksena, and Schmidt [13] our study reveals clear

results on the impact of pilot behavior. Moreover, Maintain, one of the advisory types, was

not included in our study because it is context dependent. On the other hand, our study in-

cludes Strong Descend and Strong Climb advisories. Unlike Jeannin, Ghorbal, Kouskoulas,

Schmidt, Gardner, Platzer, Mitsch, and Zawadzki [14, 15] it is possible to validate ACAS X

in a reasonable amount of time without simplifying the state space of ACAS X. Our work

is also beneficial for the detection of aircraft encounter scenarios that inevitably end up with

collisions. Lee, Kochenderfer, Mengshoel, Brat and Owen [16] mentioned the problems

experienced due to the Crossing Time, High Turn Rates and Initially Moving Against RA

reasons. In the study we presented, the effects of these reasons on the model were examined.
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Unlike Egorov, Sunberg, Balaban, Wheeler, Gupta, and Kochenderfer [18] C programming

language is preferred. And finally unlike similar frameworks made with C/C++ [19–21] this

study directly tailored for ACAS X.
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3. BACKGROUND

The first recorded plane crash in 1956 caused 128 deaths. The Federal Aviation Administra-

tion, which was established as a result of this collision, has made a series of regulations to

make air transportation safer, but it has not been able to completely prevent aircraft accidents.

Thereupon MIT Lincoln Laboratory were tasked with developing a system known as Traffic

alert and Collision Avoidance System currently mandated worldwide [6].

In the following subsections, TCAS as the ancestor of ACAS X, the limitations of TCAS that

led to the development of ACAS X, and finally ACAS X as a modern approach to collision

avoidance systems are going to be introduced.

3.1. Traffic Alert and Collision Avoidance System

Given the problem, the position and state of the aircraft in danger of collision had to be

measurable in order to solve this problem, as in every engineering problem. However, the

methods considered in the early studies were not very successful because of inconsistent

sensor data or increasing air traffic. After ten years with advancing technology and effort, the

TCAS system, which is now mandatory for all passenger aircraft, was developed. Roughly

TCAS works as follows: it has a surveillance system that detects and tracks the intruders

and then it passes the sensor measurements onto an advisory logic. The advisory logic tells

the system exactly when to produce an alert, and what type of alert to provide to the pilot in

terms of the vertical rate.

These types of alerts, which notify avoidance warnings on the vertical axis, consist of traf-

fic advisory, which warns the pilot to be prepared for a possible avoidance maneuver, and

resolution advisory to perform an avoidance maneuver.

TCAS can update its avoidance maneuvers according to changing conditions. These updates

can reverse, strengthen or weaken the current maneuver. List of possible maneuvers are given

in Section 3.4..

It follows established rules to determine exactly which alert will be generated and when

the alert will be generated. Basically, it decides whether a warning is necessary or not by

considering the values of time to closest approach and miss distance. If it is determined that
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the maneuver is necessary, an avoidance maneuver to be applied with an acceleration of 0.25

G will be chosen. The up or down direction of the maneuver is chosen to go the furthest from

the threatening aircraft [6]. At this point unit ”G” should not be confused with gravitational

constant. Unit G is out of scope of the International System of Units (SI) and it is used to

measure amount of acceleration.

3.2. Limitations of Existing System

Over the years, there have been developments that could help keep increasing air traffic un-

der control. However, it did not adapt very well to the evolving conditions. Dense air traffic

was generating excessive amounts of warning. Moreover, since TCAS was not suitable for

all aircraft of various sizes and capabilities, it could not be used in unmanned aerial vehi-

cles and light weight platforms used in civil aviation, which we often hear nowadays. Since

required effort to update TCAS is too much, it is considered to be more meaningful to de-

velop a new system than to spend effort on updating the existing TCAS for these lightweight

platforms. The new generation collision avoidance system is named as Airborne Collision

Avoidance System X as known as ACAS X. ACAS X is pronunced as ay.cas, eks. ACAS X is

supported by Federal Aviation Administration and it uses new technologies such as dynamic

programming.

3.3. Airborne Collision Avoidance System X

In scope of Airborne Collision Avoidance System X studies, performance and memory re-

quirements that TCAS could not keep up with have been enhanced by using dynamic pro-

gramming. The solution to the collision avoidance system is applied by taking the problem

as Partially Observable Markov Decision Process (POMDP). Current simulation studies in-

dicate that operational performance and level of safety have been improved according to

TCAS. This new system, which is also compatible with unmanned aerial vehicles and light

platforms, is called Airborne Collision Avoidance System X. Unlike TCAS, ACAS X evalu-

ates the space in which the plane is located by looking at the look-up table instead of making

a decision according to the rule set determined by the experts. ACAS X provides better

performance while preventing generation of too many alerts.
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FIGURE 3.1: TCAS vs. ACAS X. Courtesy of M. J. Kochenderfer, Decision Making Under
Uncertainty [1]
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Kochenderfer declared the comparison of operational characteristics of TCAS and ACAS X

in the following Figure 3.1 on a level off example in his work named Decision making under

uncertainty [1].

Figure 3.1 shows the operational difference between ACAS X and its predecessor, TCAS,

in practice. As can be seen in part a (above), when the time axis is in the range of 50-

55 seconds, where the intruder and own aircraft approach each other, TCAS has been over

protective by producing a corrective advisory. TCAS recommended crossing for own aircraft

which is descending. After a short while, TCAS changed the maneuver suggestion to climb.

When sufficient vertical separation was achieved, it reduced the maneuver intensity and gave

a clear of conflict message at the 80th second respectively. In part b (below), it can be

observed that ACAS X awaits for a little bit longer to recommend an advisory. While time

axis is in between 60-65 seconds, ACAS X has produced a preventive advisory to prevent

descending of own aircraft. When it comes to the 75th second, it gave a clear of conflict

message. By considering the altitude differences, it is noticed that the ACAS X has lower

vertical separation, which allows it to manage denser air traffic.

3.4. Collision Avoidance Problem Formulation

As mentioned in the previous section, it is possible to solve the problem handled as POMDP

with different methods. Basically, we can make observations from an environment, with

those observations our beliefs are updated, and these updated beliefs are passed to a policy.

At the end of this cycle, the policy performs an action which is going to change the environ-

ment. Since the environment is evolving, it is not possible to use a static data set. In other

words, it has to react to the things that your system is doing. In order to do that, createDT

algorithm given in Algorithm 2 calls two major functions. First it calls calculateUValues

function to update beliefs and perform policy operations. Then it calls saveLUTFile function

to generate a lookup table that is produced as a binary file. We will mention about resolution

advisories which is a critical part of collision avoidance systems and models that should be

known for digitizing the problem. In order to understand this problem addressed as POMDP,

fundamentals of the Markov Decision process should be understood.
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Algorithm 1 createDT
1: Call calculateUValues() function.
2: Call saveLUTFile() function for saving state-action values in a lookup table that are

produced through dynamic programming.

Markov Decision Process

Markov Decision Processes can be applied to many real world problems. In terms of the col-

lision avoidance system, Markov Decision Processes consist of states and actions correspond

to relative situations, positions and maneuvers. Actions might provide transitions between

the states that make up the MDP space. In the collision avoidance system, these actions

might be climb, descend or other variations.

At this point, Markov Decision Process was tried to be visualized. Different states named as

A, B and C and they can be observed from the Figure 3.2. States are used for making sense of

the environment we are in. In order to recommend maneuvers, Collision Avoidance System

needs information. For example the altitude, speed, and velocities of both own aircraft and

the other aircraft around us are taken into account. Required information is going to be

introduced in the following subsections. As can be understood from these, the collision

avoidance maneuver to be produced may differ according to the environment and conditions

we are in. Possible actions we can choose according to the environment we are in are shown

as one and two. These type of actions are generated by collision avoidance systems and

called as Resolution Advisories. These actions are going to be introduced in the upcoming

subsection.

The MDP space to be expressed may contain more states, as well as more actions for each

state. The figure is expressed with 3 states and 2 possible actions for each state. The floating

point numbers next to the arrows indicate that state transition will occur as a result of the

selected action with that probability distribution. For example, if we suppose we are in

State C, in case of performing action one, state transition is going to end up in State B with

probability 0.7. On the other hand, there is a probability of remaining at State C with a

probability of 0.3.

The numbers shown with plus and minus symbols represent the reward or penalty points to

be taken as a result of the preferred action. For example, suppose we are in State A. If we

choose action one, 5 reward points will be received as a result of the state transition that
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FIGURE 3.2: Markov Decision Process

will take place. But if we choose action two, the state transition that may end up in State

C with a probability of 0.1. In case of this state transition, 3 penalty points will be taken.

This approach, which includes probability calculation and reward points, forms the decision

mechanism in Markov Decision Processes.

In Partially Observable Markov Decision Processes on the other hand, the states named as

A, B, and C should be considered as nameless. In this case, although the states cannot

be observed directly, it is possible to make a set of probabilistic estimation. At this point

errors or fluctuation of sensors may be considered and with the help of recursive Bayesian
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estimation, it is possible calculate probability distribution for the state we are in. Aim of this

approach is to collect maximum reward points from the route with the minimum cost.

While trying to solve a Markov Decision Process, from time to time we may need to ignore

easily accessible reward points. Only in this way it is possible to collect higher reward

points. This logic is provided with the Bellman equation. With the help of Bellman equation,

algorithm gathers higher reward values.

Resolution Advisories

Maneuvers produced to avoid danger may suggest changing the speed in the vertical axis.

These warnings are same with TCAS and they are called as advisories [2, 6]. Possible warn-

ings that are generated by TCAS are given below and these warnings are used to generate the

state space of Partially Observable Markov Decision Process. Moreover, it treats Maintain

Climb and Maintain Descend maneuvers as a single maneuver rather than processing them

separately. With the help of this combination, size of the space is reduced.

TCAS may issue a variety of different vertical advisories [22], including :

• Clear of Conflict (1)

• Do not Climb (2)

• Do not Descend (3)

• Maintain

• Descend 1500 ft/min (4)

• Climb 1500 ft/min (5)

• Strong Descend 1500 ft/min (6)

• Strong Climb 1500 ft/min (7)

• Strong Descend 2500 ft/min (8)

• Strong Climb 2500 ft/min (9)
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TABLE 3.1: Invalid Transition Map
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Clear of Conflict X X X X
Do not Climb X X X X

Do not Descend X X X X
Descend 1500 ft/min X X

Climb 1500 ft/min X X
Strong Descend 1500 ft/min

Strong Climb 1500 ft/min
Strong Descend 2500 ft/min P

Strong Climb 2500 ft/min P

If the maneuver produced does not require changing the speed on the vertical axis, it is

expressed as preventive. On the other hand, Climb 1500, Descend 1500, Strong Climb 1500,

Strong Descend 1500, Strong Climb 2500 and Strong Descend 2500 feet/min maneuvers are

expressed as corrective [22]. Do not Climb and Do not Descend might be preventive as well

as corrective.

On the other hand, there are some inconvenient maneuver transactions between preventive

and corrective advisories. A map for inconvenient transactions are given in Table 3.1. Rows

and columns are enumerated and their corresponding are given in parentheses at the list of

advisories. Cells that are represented with X character means that the cell is inconvenient,

and P character means the transition might be marked as inconvenient. As can be understood

from the map, new advisory to be produced depends on the current one. For example, the

Strong Climb 2500 ft/min advisory cannot be produced before Climb 1500 ft/min.
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Dynamic Model

Geographical differences between Europe and America (high mountain ranges, etc.), fre-

quency of control centers, differences in intercontinental flights can change the characteris-

tics of air traffic. That’s why air traffic controls may vary by region. An effort has been made

to ensure that the model is as simple as possible but sufficient to avoid being affected by

these differences. An analogy between this effort and handling effort for overfitting problem

of neural network studies can be made. The model should not be created for a specific region.

Another advantage of the model to be created in this way is that the model is not going to be

too complex.

There are six state variables in the POMDP formulation:

• h0, the altitude of the intruder relative to the own aircraft,

• h́0, the vertical rate of the own aircraft,

• h́1, the vertical rate of the intruder aircraft,

• T, the time to potential collision,

• sadv, the current advisory, and

• sres, whether the pilot is responding to the advisory.

Algorithm 2 calculateUValues
1: for time = 1, 2, . . . , TMAX do
2: Call calculateChunk() function for time time steps, with 0 start toNRALTITUDES−1

end.
3: end for

While creating this dynamic model, the time axis is modeled with one-second intervals as

can be seen from Algorithm 2. In the algorithm TMAX stands for the time value until colli-

sion. Often referred as time to the closest approach or encounter time. This function calls

calculateChunk Algorithm 3 for each second from the time to the closest approach back to

the initial second.
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Algorithm 3 calculateChunk
1: for iiteration = 0, 1, . . . , NRALTITUDES do
2: Loop for relative altitudes.
3: for jiteration = 0, 1, . . . , NV SPEEDS do
4: Loop for own aircraft speeds.
5: for kiteration = 0, 1, . . . , NV SPEEDS do
6: Loop for intruder aircraft speeds.
7: for literation = 0, 1, . . . , NADV ISORIES do
8: Loop for current advisory types.
9: for miteration = 0, . . . , NPR do

10: Loop for pilot responses.
11: Call calculateUValue() function for time time steps, with iiteration

relative altitude, jiteration own aircraft speed, kiteration intruder aircraft speed, literation
current advisory type, and miteration pilot response.

12: end for
13: end for
14: end for
15: end for
16: end for

Pseudocode for the usage of other state variables in the POMDP formulation is given in

Algorithm 3. calculateChunk function calls a calculation function which is named as calcu-

lateUValue Algorithm 4 for each possible state value that is possible to address by using all

state variables in the POMDP formulation except time to potential collision: In the algorithm

NRALTITUDES stands for the altitude of the intruder relative to the own aircraft, NVSPEEDS stands

for the vertical rate of the own aircraft, second NVSPEEDS stands for the vertical rate of the

intruder aircraft, NADVISORIES stands for the current advisory, and finally, NPR stands for the

cases where pilot is responding or not. Iteration counts of these loops can be inspected from

State Count column of Table 3.3.

In the following sections, it will be explained that each probability to be calculated is depend

on only a second before of itself. Probability of responding an advisory that is going to

be performed by a pilot is modeled by using previous response of the pilot (sres), current

advisory (sadv), and new advisory (a). These three values are going to be taken into account

in Equation 1.

P (sres, sadv, a) =
1

1 + Elapsed T ime T ill Response
(1)
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TABLE 3.2: Advisory Response Probabilities
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Clear of Conflict 1 .16 .16 .16 .16 .16 .16 .16 .16
Do not Climb 1 1 .16 .25 .16 .25 .16 .25 .16

Do not Descend 1 .16 1 .16 .25 .16 .25 .16 .25
Descend 1500 ft/min 1 .25 .16 1 .16 .25 .16 .25 .16
Climb 1500 ft/min 1 .16 .25 .16 1 .16 .25 .16 .25

Strong Descend 1500 ft/min 1 .25 .16 .25 .16 1 .16 .25 .16
Strong Climb 1500 ft/min 1 .16 .25 .16 .25 .16 1 .16 .25

Strong Descend 2500 ft/min 1 .25 .16 .25 .16 .25 .16 1 .16
Strong Climb 2500 ft/min 1 .16 .25 .16 .25 .16 .25 .16 1

The probabilities given in the Table 3.2 were calculated according to above function which

models a geometric distribution. To clarify this issue, delay times should be considered.

According to the table, first column and diagonal line represent assumptions that made clear

of conflict will always be answered, and the current advisory will continue to be applied until

it is expired respectively. So these two probabilities are considered as one. For the following

probabilities are calculated by following assumptions. The time it takes to implement the

first advisory, and reversing the current advisory to the opposite direction is assumed to take

about five seconds. The last possibility given in the table is made with the assumption that

the time it takes to weaken or strengthen the current maneuver will take approximately three

seconds. It may be possible to make these assumptions better. But we can state that the

marginal-benefit is maximized [23].

The acceleration of the own aircraft depends on the probability of the pilot’s response in

upcoming second, and the advisory to be produced.

In cases where the pilot responds, advisories can be performed with an acceleration of 0.25
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G or 0.33 G. These acceleration values correspond to 8.0435ft/s2 and 10.7247ft/s2 respec-

tively and these values can vary ±1ft/s2. The advisories that the pilot does not respond to,

on the other hand, are considered as non-accelerated movement and can vary ±3ft/s2.

Acceleration of other aircraft on the other hand, is going to be considered as non-accelerated

movement with ±3ft/s2 vary.

Dynamic Programming

In order to be able to keep track of the environment we are in, we have to know the positions

of the aircraft and velocities of both own and other aircraft. According to the possible actions

a probability distribution calculated. In our example these actions might be Climb or Descend

and as a result of performing an action a reward is given. By using this methodology we can

select reasonable trajectories. In order to be able to implement this methodology Bellman

equation is used and explained in Equation 2.

As stated under the Dynamic model section, it is stated that the values of acceleration of the

own aircraft and acceleration of the other aircraft can vary. The values of acceleration of

the own aircraft and acceleration of the other aircraft are determined with a method which

is called as sigma-point sampling [1, 24]. The reason they vary mentioned here should be

considered as standard deviation of a normal distribution with zero mean. Acceleration of

the own aircraft and acceleration of the other aircraft are specified as continuous probabil-

ity densities. Upcoming time value to potential collision on the other hand, is specified as

density. At that point, integration performed in the calculation of continuous probability dis-

tribution will not be reasonable. [1] It would be more appropriate to calculate it with discrete

sum rather than continuous sum with integration.

In case of having lack of knowledge about the current state, a set of probability calculated to

learn about the environment. In other words, the equation helps us to make a set of sequential

decisions for a partially observable environment and additive rewards which is called as Par-

tially Observable Markov Decision Process (POMDP) for the fundamentals of the airborne

collision avoidance logic. However, performing a POMDP over a problem like an airborne

collision avoidance logic, requires a lot of time and memory. In terms of computational

complexity theory, worst case of this problem is going to be PSPACE-hard.
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In order to develop a memory friendly system with a good performance, dynamic program-

ming is used. At the problem at hand here, there is no need to remember the entire state

space, since the states are determined by only considering the data of a second before. Ex-

cessive memory consumption problem [25] was solved with the single iteration Gauss-Seidel

methodology. [1]

With the set of next states (s) and actions (a) are now finite, the Bellman equation [26]

becomes

U∗(s)︸ ︷︷ ︸
Utility value

=max
a∣∣∣

Maximum
overall the actions


Reward for leaving

state with action︷ ︸︸ ︷
R(s, a) +γ∣∣∣

Discount factor

∑
s′

T (s, a, s′)︸ ︷︷ ︸
Transition
function

U-Value
End up in︷ ︸︸ ︷
U∗(s′)

 (2)

Discount factor shown here is important. Gamma as one essentially means there is no dis-

counting. A lower value encourages short-term thinking. A higher value emphasizes long-

term rewards [27]. Here we also use one. In other words, we want previous states to be as

decisive as possible.

Pseudocode for calculateUValue function is given in Algorithm 4. In this part of the code,

usage of dynamic programming and Bellman equation can be inspected.

Since this is a real world problem, data should be converted from analog to discrete. While

doing this, multidimensional interpolation technique is used [28]. Relative altitude of the

aircraft are presented with 61 intervals. Details of selecting these intervals can be explained

as follows. Discrete state space can be inspected from the Table 3.3.

The relative heights should be equal in the positive and negative zones. If the determined

maximum height value is chosen as 3000, it means the relative heights are going to be in the

range of± 3000 feets. So, if we select the intervals as 100 feet, we have 30 quantized relative

heights for positive zone, 30 for negative zone and one for the same flight level. In terms of

speed values there is a similar approach. For 2500 feet/min maximum relative speed, we

have 5 quantized speed value in the positive zone, 5 for negative zone and one for the same

speed.
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Algorithm 4 calculateUValue

1: StateCurrent ←{Relative Altitude, Own Aircraft Speed, Intruder Aircraft Speed, Current
Advisory, Pilot Response}

2: UPrevious ← time− 1
3: UCurrent ← time
4: for iiteration = 0, 1, . . . , NADV ISORIES do
5: RA← iiteration
6: PRCurrent ← Pilot Response
7: PRProb ← Calculated probability of occurrence assigned. (See Table 3.2)
8: Bernoulli process: probability of occurrence.
9: respProbs[0]← PRProb

10: Bernoulli process: probability of not occurrence.
11: respProbs[1]← 1− PRProb

12:
13: In cases where the pilot responds, advisories can be performed with an acceleration

of 8.0435ft/s2 and 10.7247ft/s2 and these values can vary ±1ft/s2. Following two
for loops test all possibilities.

14: for jiteration = 0, . . . , 3 do
15: for kiteration = 0, . . . , 3 do
16: Call calculateDynamics() function for StateCurrent, with all possible maneu-

vers that own aircraft can perform while intruder does not generate a resolution advisory.
17: StateNext ← {Relative Altitude, Own Aircraft Speed, Intruder Aircraft

Speed, Advisory, Pilot Response}
18: end for
19: end for
20:
21: RewardCurrent ← Call getReward() function for StateCurrent, with RA and time.
22:
23: if time > 0 then
24: for jiteration = 0, 1 . . . , N do
25: TotalRewardsPrevious ← Interpolated reward value.
26: U ← Bellman equation applied with discount factor one.
27: end for
28: end if
29: The state-action values produced through dynamic programming are saved in a

lookup table.
30: if U > UMaximum then
31: UMaximum ← U
32: end if
33: end for
34: Utility for StateCurrent ← UMaximum
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TABLE 3.3: State space variables

Variable Minimum Maximum State Count Metric
Symbol V alue V alue #ofvalues Unit

h0 -3000 3000 61 Feet
h́0 -41.66 41.66 11 Feet/sec
h́1 -41.66 41.66 11 Feet/sec
T 0 40 41 Second

sadv 1 9 9 N/A ↓
Clear of Conflict
Do not Climb
Do not Descend
Descend 1500 ft/min
Climb 1500 ft/min
Strong Descend 1500 ft/min
Strong Climb 1500 ft/min
Strong Descend 2500 ft/min
Strong Climb 2500 ft/min

sres 0 1 2 N/A ↓
Pilot responding to the advisory
Pilot not responding to the advisory

The height and speed ranges can be chosen narrowly to keep the size of the decision table

small and to shorten the run time of generation. Different resolutions can be selected accord-

ing to the needs. In order to produce the decision table fast, all relative heights and speeds

are now homogeneously distributed.

In the studies for ACAS X, the intervals determined for relative height and speed grow as

they approach to the minimum and maximum boundary values. Intervals are smaller since

they are more sensitive when they are closer to the same flight level and same speed.

On the other hand, the time axis is modeled with one second intervals. For the scenarios

which are longer than 40 seconds, it may not be beneficial to consider the decision table.

Therefore, the time axis is limited with 40 seconds.
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4. REWARD FUNCTION

As stated in the previous section, to be able to keep track of the environment we are in, we

have to calculate a probability distribution. In our example these actions might be Climb

or Descend and as a result of performing an action a reward is provided to the Bellman

Equation 2. By using this methodology we can select reasonable trajectories.

The actions chosen in the solution of the problem that we will deal with the Partially Ob-

servable Markov Decision Process can change the existing state space and a reward is given

according to the result of the selected action [29]. This approach is used to identify possible

maneuver that would provide the greatest benefits in terms of providing enough separation

with the minimum cost.

On the other hand, providing sufficient separation is not decisive alone. At this point, the Fig-

ure 4.1, Figure 4.2, and Figure 4.3 given in Airborne Collision Avoidance System Guide [2]

present the decision-making process. Amount of separation that aims to make encounter

models safe is referred as ALIM. ALIM stands for Altitude Limit.

FIGURE 4.1: Deciding to sense. Courtesy of EUROCONTROL, Airborne Collision Avoid-
ance System Guide [2]

In the simulation developed, this approach was implemented by using penalty points instead

of reward points. A penalty point was set for each maneuver, considering that the best option
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FIGURE 4.2: No Altitude Crossing Resolution Advisory. Courtesy of EUROCONTROL,
Airborne Collision Avoidance System Guide [2]

FIGURE 4.3: Altitude Crossing Resolution Advisory. Courtesy of EUROCONTROL, Air-
borne Collision Avoidance System Guide [2]
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is to maneuver as little as possible. Therefore, the reward values given in Table 4.1 and

Table 4.2 are shown as negative. Penalty points were determined by expert opinion [30],

and these points have less or higher weights according to the relativity within themselves.

Clear of Conflict advisory, which expresses only situations where collision is prevented, is

positively valued.

Some rewards are calculated in relation to the speed of Own Aircraft in the vertical axis.

Since these values can change wildly, the relative speed values are considered independently

and their coefficients are evaluated as reward points.

In order to get a reward point, relative distance between own aircraft and the intruder in

terms of vertical axis, vertical speed and advisory type and conditions can be determinant. In

cases where the variables and conditions are met, the penalty or reward points matching the

relevant parameters will be deserved and the deserved points will be added up with previous

points. However, in order to deserve a point, all parameters such as relative distance and

vertical speed may not have to be taken into account. Only a reversal of a current advisory

might be enough to deserve a point. There might also be other possibilities that are sufficient

to deserve a point like intensifying an advisory to be performed with stronger G value, or

simply producing an advisory.

The conditions followed for the eligibility of penalty points for crossing advisories can be

interpreted slightly different. For crossing advisory, the relative height is only considered as

a sign. The main thing is whether the other plane is above or below us. In short, it is assumed

that if you rise when the other plane is above and descend when it is below, there will be an

intersection. This type of advisories are not preferred unless we have to.

It is stated that some absolute collisions can be prevented by crossing advisories. In order

to see the effect of this, an alternative reward function is tested. In this alternative reward

function, crossing advisories are not penalized. This approach will encourage the generation

of crossing advisories. It was observed that higher performance was achieved with alternative

reward function. By changing some parameters of the basic table, it is possible to compare

the results with default values. These results are shared in evaluation section. In order to

encourage crossing advisories, penalty points of event number 4, 8, and 15 have been set

to zero in Table 4.1. With the help of this alternative reward function where we set these

event numbers to zero, it is possible to observe the positive effect of crossing advisories.

This table determines the event’s story by using type of action to perform a transition from
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a state to another, and time value. Reward scores are used to see if the action is a good

choice or not. In addition to the consideration of the event’s story, both separation and

closure values, which stand for relative height and relative speed respectively, are taken into

account. When the relevant event story and, if appropriate, the separation and closure criteria

are met, the reward score corresponding to the relevant maneuver is given. In this way, it is

possible to determine reasonable trajectories. Unlike this table, there are no penalty points

for maintaining advisories at neither default nor alternative reward functions.

While determining all these announced reward points, it is estimated that there is a trade-off

between operational efficiency and safety of flight [31]. A number of empirical experiments

have been carried out to find a better ratio to choose between these two important crite-

ria. These experiments were carried out to try alternative reward points, as well as with the

changes made in the ”prohibited advisory transition” table, which is one of the parameters

that must be provided for the penalty point.

Outline of this reward values are given from Kochenderfer’s study [1]. There might be some

events to understood clearly. For example, although we think clear of conflict as a type of

advisory, it is not covered in scope of any advisory event in Egorov et al’s work [18]. Default

version of get reward function is given in Algortihm 5.

Algorithm 5 getReward
1: Reward← 0
2: Story ← Detect story of current event given in Table 4.1 by considering next state, RA,

and time.
3: if Separation and Closure applicable for the Story then
4: Match ← Evaluate the Story has a correspondence in the Table 4.1 with
Separation and Closure.

5: else
6: Match← Evaluate the Story has a correspondence in the Table 4.1.
7: end if
8: if Match = TRUE then
9: Reward← Reward value of the event.

10: end if
11: return Reward

It can be checked that less or more of these advisories will be produced by making changes

with the corrective advisory scores given in the table. Decreasing a penalty score, given

as negative values, to a smaller value will increase operational efficiency, but will make

the system more vulnerable to collisions. On the other hand, giving this score higher will
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TABLE 4.1: Rewards of events. Courtesy of M. J. Kochenderfer, Decision Making Under
Uncertainty [1]

Event Event Separation Closure Reward
# story feet feet/min
1 T ≤ 0 ≤ 175 −1

2 Maintain advisory with h́0 <
1500 ft/min

−1

3 Prohibited advisory transitions −1
4 Preventive crossing advisory −1
5 Corrective advisory > 650 < 2000 −1× 10−1

6 Corrective advisory > 1000 < 4000 −3× 10−2

7 Preventive advisory > 650 < 2000 −1× 10−2

8 Crossing advisory > 500 −1× 10−2

9 Reversal −8× 10−3

10 Strengthening −5× 10−3

11 Weakening −1× 10−3

12 Non-MVS/LOLO > 3000 −1.5× 10−3

13 Any advisory > 3000 −2.3× 10−3

14 MVS/LOLO > 3000 −5× 10−4

15 Crossing advisory when
∣∣h́0
∣∣ >

500 ft/s and h́0 is in opposite di-
rection of advisory

−4× 10−4 x ∆h́

16 Maintain −4× 10−4

17 MVS/LOLO −1× 10−4

18 Any advisory −3× 10−5 x ∆h́
19 Corrective advisory −1× 10−5

20 Clear of Conflict 1× 10−9

strengthen the protection against the collision, but may cause generating too many warnings,

but pilots do not want to hear these warnings too often.

Therefore, it is avoided to change the specified default values too much. In the study, 6

penalty points were determined as the basis to present a comparative analysis and all com-

binations are tested with a distribution that does not exceed half of the reward points. These

tested minimum and maximum values were determined by doing a set of arithmetic opera-

tion for the value expressed as DEFAULT and shown in pseudocode. Pseudocode for value

generation process is given in Algorithm 6. Since Table 4.1 contains 20 different events,

a nested for loop structure is required. There is an if-else condition for each reward value

to compose combination of the value by using range of reward values from fifth reward to
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the last reward value. The reward points for the first four events are excluded because these

events are crucial for system safety or point out abnormal stories such as invalid advisory

transition or negative amount of time to potential collision.

Algorithm 6 valueGenerator

1: afData[EventNumber] ← Rewards of events are assigned according to Table 4.1 as
default values.

2: COUNT [EventNumber]← How many different value is going to be tested for event.
3: DEFAULT [EventNumber]← Default reward value is assigned.
4: MIN [EventNumber]← 0.5 ∗DEFAULT [EventNumber]
5: MAX[EventNumber]← 1.5 ∗DEFAULT [EventNumber]
6: ACCURACY [EventNumber] ← (MAX[EventNumber] − MIN [EventNumber]) ÷
COUNT [EventNumber]

7:
8: afData[1, 2, 3, 4]← −1
9:

10: for i5 = 0, . . . , COUNT5 do
11: afData[5]←
12: if COUNT5 = 0 then DEFAULT5 else MIN5 + (i5 ∗ ACCURACY5)
13:
14: for i6 = 0, . . . , COUNT6 do
15: afData[6]←
16: if COUNT6 = 0 then DEFAULT6 else MIN6 + (i6 ∗ ACCURACY6)
17:

...
18: for i19 = 0, . . . , COUNT19 do
19: afData[19]←
20: if COUNT19 = 0 thenDEFAULT19 elseMIN19+(i19∗ACCURACY19)
21:
22: threadParams[nextThreadID].inputData← ValuesN.txt
23: threadParams[nextThreadID].outputData← ACASXDTN.bin
24: threadParams[nextThreadID].resultTxt← ResultsN.txt
25: Call writeDataToFile() function for threadParams[nextThreadID] input

data, with afData[EventNumber] to write input data values to file for this thread.
26: Call threadRun() function for threadParams[nextThreadID] data.
27: end for
28:

...
29: end for
30: end for

In order to be able to present a comparative analysis with all combinations that are tested

with a distribution which does not exceed half of the reward points with 3 different values

for each requires extreme amount of time. Generation of a binary file specified at Operation 1
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with a single set of reward values takes almost three minutes with an Intel Core i7-4790 CPU

@ 3.60GHz, 64-bit, 16.0 GB RAM, Windows 10.

Since there are too many parameters to be tested in an empirical way, finding the best combi-

nation of reward values requires huge amount of man-hour. Therefore, in this case 6 penalty

points were determined as the basis to be analyzed and execution time is reduced by running

our program in parallel with 5 thread. Since this development environment has only 4 phys-

ical (8 threads) cores thread number is limited by considering requirements of the operation

system as well.

Since each value determined is going to be tested with three different combinations, 729 iter-

ations are required. The number 729 is obtained by the sixth power of three. Computation of

a single set of reward values takes almost three minutes with the presented system properties.

With a linear approach, all combinations would take more than 36 hours to test. Duration

of this period is important in simulation studies that require a lot of repetition. Therefore,

parallelization is important. With the preferred approach, the time has been reduced to 8

hours.

Algorithm 7 threadRun

1: Start ACASXDTGenerator.exe with threadParams[nextThreadID].inputData to
generate threadParams[nextThreadID].outputData binary file.

2: Start ACASXDTTest.exe with threadParams[nextThreadID].outputData
to get threadParams[nextThreadID].resultTxt simulation results for
threadParams[nextThreadID].inputData.

3: Delete threadParams[nextThreadID].outputData.

Pseudocode for thread operations are given in Algorithm 7. Each thread initiates ACASXDT-

Generator.exe to generate an output binary file that is created by using a different combina-

tion of reward values. This data synthesis part ends up with an output binary file with a size

of almost 380 MB. After that each tread is responsible to test its own output binary. There-

fore each thread initiates ACASXDTTest.exe by taking its own output binary as input to get

simulation results and saves the results of it. Since storing all generated output binary files

is a very memory consuming task, each tread deletes its own output binary file at the end of

test operation.

Operation 1, that is given in thread run Algorithm 7, takes reward values as input. A sample

input file and folder structure can be inspected from Figure 4.4. On the other hand, the result

file which is the output file of Operation 2 can also be observed from the Figure 4.5.
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FIGURE 4.4: A sample Values.txt file

FIGURE 4.5: A sample Results.txt file
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The list of tried advisories is given below;

• Corrective Advisory with more than 650 ft. separation,

• Corrective Advisory with more than 1000 ft. separation,

• Preventive Advisory with more than 650 ft. separation,

• Reversal,

• Strengthening,

• Weakening

Complex computations and computation time required by the process does not allow the

examination of entire encounter scenarios. Therefore, a sample has been chosen from the

possible scenarios. Scenarios that have 17 seconds left to encounter determined as sample

and all combinations of the 6 parameters mentioned above were tested. Among the 729 re-

sults obtained, the reward values that have resulted with the least advisory generation without

compromising the level of safety were selected and expressed as operational plus (O+). In

addition, the values that have resulted with less collisions were also examined. Among the

scenarios that have less collisions, reward points that generates the least advisory generation

were named as safety plus (S+).

Algorithm 8 is given for result finder pseudocode. Result finder accesses to all tested reward

values and test results that are achieved with the combination of reward values. Result finder

also accesses the number of generated advisories and performance data for each test that is

performed with a look-up table which is synthesized with a different combinations of reward

points.

Produced Analysis.csv file consist of columns that holds the tested scenario names, percent-

age of collision avoidance success, number of collisions, and number of generated advisories

except clear of conflict advisories. At the second part, AllValues.csv file consist of columns

that holds the tested scenario names, and reward values which are used to synthesize look-up

tables.

Operational plus (O+) and safety plus (S+) values are realized by sorting AllValues.csv and

Analysis.csv files. Contents of AllValues.csv and Analysis.csv files can be inspected from

Figure 4.6 and Figure 4.7 respectively.
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Algorithm 8 resultFinder
1: DirectoryResult ← Path that contains ResultsN.txt files.
2: DirectoryV alues ← Path that contains ValuesN.txt files.
3:
4: Creates a Analysis.csv file to store result details.
5: Defines attributes as ResultF ileName, F inalResult,Misses, Alert1, . . . , Alert8 re-

spectively.
6:
7: Call FindFirstF ile() with DirectoryResult

8: do
9: Analysis.csv ← Extract current file content into CSV.

10: while (Call FindNextF ile() with DirectoryResult) 6= NULL
11:
12: Creates a AllV alues.csv file to store details of reward value combinations.
13: Defines attributes as V arF ileName, V alue1, V alue2, . . . , V alue20 respectively.
14:
15: Call FindFirstF ile() with DirectoryV alues

16: do
17: AllV alues.csv ← Extract current file content into CSV.
18: while (Call FindNextF ile() with DirectoryV alues) 6= NULL

It will be useful to examine the system architecture from Figure 4.8 to understand how the

analyzed test results are obtained. Proposed values and related events are presented in Ta-

ble 4.2.

TABLE 4.2: Details of Proposed Rewards

Event Event Separation Closure Reward Reward (O+) Reward (S+)
# story feet feet/min Default Proposed#1 Proposed#2
5 Corrective

advisory
> 650 < 2000 −1× 10−1 −1.5× 10−1 −1.5× 10−1

6 Corrective
advisory

> 1000 < 4000 −3× 10−2 −1.5× 10−2 −1.5× 10−2

7 Preventive
advisory

> 650 < 2000 −1× 10−2 −1.5× 10−2 −1.5× 10−2

9 Reversal −8× 10−3 −8× 10−3 −12× 10−3

10 Strengthening −5× 10−3 −2.5× 10−3 −2.5× 10−3

11 Weakening −1× 10−3 −1.5× 10−3 −1.5× 10−3

These reward points, which were determined by inspecting the encounter scenarios that have

17 second left to encounter, were analyzed under two groups, for all possible simulation

scenarios between 6 and 39 seconds, and scenario between 17 and 39 seconds. While TAU
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6-39 provides general projection including stress scenarios, TAU 17-39 focuses on scenarios

that have resulted with less number of collisions.

As it can be seen from the Table 4.3, it has been observed that higher level of safety and

less advisory are produced with proposed reward points. At the projection of TAU 6-39,

number of generated advisory is reduced by 11035 without causing further collisions with

operational plus reward values. With safety plus reward values 24 less collisions occurred

and 26723 less advisory generated.

TABLE 4.3: Effect of Proposed Rewards

Reward Reward (O+) Reward (S+)
Default Proposed#1 Proposed#2

Number of Advisory Generated (TAU: 6-39) 4,825,709 4,814,674 4,798,986
Number of Advisory Generated (TAU: 17-39) 3,432,513 3,418,554 3,410,136
Number of Missed Collision (TAU: 6-39) 35,610 35,584 35,586
Number of Missed Collision (TAU: 17-39) 16 16 10

Although the proposed reward values provide higher level of safety and operational advan-

tage, it has been observed that the ratio between generated and applied advisory regressed

from 0.562000527 to 0.526221998.
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5. RESULTS & ANALYSIS

ACAS X must accommodate many operational goals and constraints while meeting the es-

tablished safety requirements. It is important that the system provide effective collision

protection without unnecessarily disrupting pilots and the air traffic control system. In addi-

tion to producing as few alerts as possible, it must issue advisories that resolve encounters

in a manner deemed suitable and acceptable by pilots and the operational community. This

section discusses the process of safety and operational performance analysis, tuning of the

logic, and flight tests of an ACAS X prototype.

Since we can neither predict nor control what we cannot measure, we have to make our

problem measurable first. Since outcomes of this study are going to be used for preventing

the collision of the planes, we have decided to inspect two different metrics. These metrics

has been examined under two separate sections, these are ”Safety Analysis” and ”Operational

Efficiency”.

Of course there are more subjects to examine. For example, Pilot Acceptability might be

another subject to analyze but that would not be end up with an objective conclusion. As

Fenton said ”Measurement is the process by which numbers or symbols are assigned to

attributes of entities in the real world in such a way as to describe them according to clearly

defined rules.” [32] Since there will be some ambiguity to define pilot acceptability, it would

not be a feasible metric.

5.1. Safety Analysis

In studies evaluating how safe the system is, the fundamental safety metric is expressed

as collision risk ratio. This ratio is expressed as number of collisions encountered when

collision avoidance system is active divided to the number of collisions encountered when

collision avoidance system is deactivated [33]. Therefore, interpretation of collision can

change this ratio. How to define the encounter situation, which is expressed as collision, can

change this ratio. In similar studies, the collision situation of the aircraft was mathematically

determined as the separation distance between the intruder and the own aircraft to be 500 ft

horizontally and 100 ft vertically, and this cylindrical area created around the own aircraft

was expressed as Near Mid-Air Collision (NMAC) [15].
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FIGURE 5.1: Critical amount of vertical separation

The NMAC range accepted in the study conducted here was accepted as 175 ft on the ver-

tical axis and depicted in Figure 5.1. This value was kept higher than the similar studies,

considering the large aircraft that are possible to be encountered.

A state space composed from possible encounter scenarios. Some of these encounters end up

with a collision and some are not. The scenarios resulting with a collision in this space are

identified. In the study conducted here, we have 8405 encounter scenarios that are resulting

with a collision. It was analyzed how much of the existing collisions could be prevented by

activating the collision avoidance system.

Number of prevented collisions differs according to the time left to collision (TAU). Scenar-

ios with less than 5 seconds to collision have not been examined, since the pilot’s response to

the avoidance maneuvers produced can occur with a delay of 5 seconds. On the other hand,

it would not be very meaningful to comment on scenarios with more than 40 seconds to col-

lision. Detailed information on the selection of these duration can be found in Section 3.4..

There is an inverse proportion between TAU and number of collision. Performance is de-

creasing when the time left to collision is low. Because there are fewer options in terms of

vertical speed and separation to prevent collision in maneuvers. Therefore, it can be observed
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that the number of collisions is less in cases where the time remaining to collision is more

or close to 40 seconds. The results we obtained can be followed from the Figure 5.2 and a

list of samples are given in Table 5.1 according to the seconds left to encounter. Results are

gathered when transition between SDES2500 and SCL2500 is valid and crossing advisories

are allowed. Each TAU value has been analyzed with 8405 possible collisions in the space.

In the simulation studies in case of having 17 seconds to encounter, the level of safety is

almost 100%. In cases where there are more seconds left to encounter, we have not observed

a collision.

FIGURE 5.2: Safety Analysis

TABLE 5.1: Comparison of collisions

TAU Collision Collision
Seconds %ofprevented #ofmisses
6 32.4% 5681
17 99.9% 8
39 100.0% 0

All 8 collisions that occurred when the time left to encounter was 17 seconds was examined,

and it was observed that the collisions that occurred could not be prevented by the current set

of advisories with descending/climbing capabilities.
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Two scenarios resulting in an absolute collision as a result of the simulation are given in the

Figure 5.3 and Figure 5.4.

Columns of these tables are named as following. Explanation of the column titles are pre-

sented in the list below.

• t: Remaining time to collision, a.k.a. TAU.

• own.v: Own aircraft’s relative vertical speed per second.

• own.h: Own aircraft’s altitude (AGL).

• intruder.h: Intruder aircraft’s altitude (AGL).

• ownNoResp.h: Own aircraft altitude (AGL) position at TAU while collision avoidance

logic is inactive.

• sep: Relative altitude separation.

• sepNoResp: Own aircraft relative altitude separation at TAU while collision avoidance

logic is inactive.

• cra: Currently selected resolution advisory at TAU. (This variable may not be seen in

every simulation result figures. It is added to monitor flicker advisories.)

• ra: Resolution advisory to be performed.

• delay: Pilot response delay to perform the resolution advisory.

Simulation printouts are colored to increase readability. As seen in Figure 5.3, although the

maneuver was started as quickly as possible with the least pilot response delay possible, the

minimum required separation could not be achieved and the mid-air collision occurred. As

can be seen, own aircraft reached the limit climb value as soon as possible. In Figure 5.4,

a similar situation occurred between the descending aircraft. It can also be seen that the

flicker advisory that occurred at 9 seconds before the collision was detected and did not

cause additional delay.

Collision scenarios during the climbing at scenario number 5942 and scenario during de-

scending at scenario number 2477 can be inspected from Figure 5.5 and Figure 5.6, respec-

tively.
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FIGURE 5.5: Collision No. 5942 while Climbing

FIGURE 5.6: Collision No. 2477 while Descending
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Of course there are some superior manned and unmanned aircraft that can perform better

climb or descent rates that may prevent collision. For example, a Global Hawk UAV can per-

form a 3500 feet per minute climb or 4000 feet per minute descent rate [34–36]. Similarly, a

Boeing 737 Max 7 which is widely used in civil aviation can perform 3000 feet per minute as

maximum climb rate but most of the aircraft can not perform these climb and descent rates.

With the light of this, having more collisions in scenarios that have less time to collision are

interpreted as an expected result. Therefore, it would not be possible to prevent 100% of the

collisions with 17 seconds or less TAU.

A couple of inconvenient transactions were proposed in Table 3.1. According to that, trans-

actions between Strong Climb 2500 ft/min and Strong Descend 2500 ft/min maneuvers pro-

posed as inconvenient. Results of analyses are given in the Table 5.2. There are 285770

possible collisions in this space.

TABLE 5.2: Comparison of Proposed Invalid Transition Map

Transition TAU Collision Collision Advisories
Between2500feet/min Seconds %ofprevented #ofmisses #ofgenerated

Invalid 6-39 87.5% 35,608 4,830,063
Valid 6-39 87.5% 35,610 4,825,709

As can be seen, inhibition of the transition between these two maneuvers that are performed

with 0.33 G does not improve the level of safety. Also, it was not very effective and did not

contribute to the operational effectiveness.

With the values given in the Table 5.2, it can be observed that the operational performance has

slightly decreased, but level of safety has almost not changed. It is surprising that; penalizing

the transition between these strong maneuvers did not decrease level of safety in scenarios

where the TAU was small. The scenarios in which the TAU is 6, 10, 17 and 39 seconds were

examined separately, and no different situation was observed other than the reflected in the

table.

On the other hand, another parameter that can be changed to prevent existing collisions may

be related to the pilot delays that are explained in Section 3.4.. Effect of pilot response delay

on the success of the system is presented in Section 5.2..
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5.2. Operational Suitability and Acceptability

Increasing the level of safety as a result of the work done will not make sense alone. In order

to be able to claim an improvement, operational efficiency and level of safety should be

considered together. There is a trade-offs between these two topics. Of course it is possible

to improve the level of safety but while trying to improve the safety, operational performance

might be drastically decreased because of too many alerts generated.

In scope of operational efficiency, frequency of the alerts generated in situations that do not

involving exposure to danger is determined as the base metric. If the pilot is exposed to too

many warnings that he thinks are unnecessary, he may start to ignore the warnings.

Also, there might be some maneuvers that pilots are hesitant to do or avoid. These type of

maneuvers are also effect the operational performance. Although we do not analyze the pilot

acceptability, pilots are absolute parts of collision avoidance systems.

In Figure 5.7, the gray columns on the bar chart show how many advisory were produced

for 8405 possible collisions in the respective TAU, the yellow colored parts of the columns

show how many of these advisory were applied. Finally, the blue line shows the ratio of the

applied advisories to the produced advisories.

As can be seen from the Figure 5.7, as the time left to the collision decreases, the ratio of

applied advisories decreases. Scenarios where TAU is relatively small can also be called as

surprise advisory generated scenarios. Some of these scenarios, where TAU is 6 seconds,

may not be very realistic. Most of these scenarios duration will be passed with a delay

of 5 seconds before the pilot begins to execute the maneuver. Maneuver can be applied

for the remaining one second. We can explain the decrease in the rate of advisory applied

by considering the generated advisory may also change in the 5-second period until the pilot

starts to apply the maneuver. In case of a single change in the advisory, scenario will be ended

without applying any advisory. Based on these results, the most important issue affecting the

performance of the system can be considered as the delay of the pilot.

In order to observe the effect of delays caused by the pilot on the success of the system, trials

have been made with different amount of delays and the results are presented. Advisory

response probabilities that are given in Table 3.2 are recalculated with different amount of
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FIGURE 5.7: Operational Analysis

TABLE 5.3: Effect of Pilot Delays

Initial Reversal Regular Applied
Delay Delay Delay Collision Collision Advisories Advisory Ratio
Seconds Seconds Seconds prevented missed generated Applied/Generated
0 0 0 99.10% 2,623 2,584,745 1.00
5 3 3 87.50% 35,620 4,836,075 0.56246088
5 5 3 87.50% 35,610 4,825,709 0.562000527

delays which are given in Table 5.3. As can be seen, even if there is no pilot delay, the

performance did not exceed 99.1% with the current aircraft capabilities.

The results we obtained can be followed from the Table 5.4. In default reward function

reversal type transitions between Strong Climb 2500 and Strong Descend 2500 are allowed

and range of TAU values are examined together. There are 285770 possible collisions in this

space. On the other hand, in alternative reward function we have encourage to perform any

crossing advisories to inspect effect of them.

When the system wants to terminate a maneuver due to force majeure and initiate an opposite

maneuver, the pilot may be concerned about this situation. Therefore, it is desired that such

46



TABLE 5.4: Difference between Default and Alternative Reward Functions

Function TAU Collision Collision Advisories Advisories
Type Seconds %ofprevented #ofmisses #ofgenerated #ofapplied
Alternative 6-39 88.0% 34,384 5,163,855 3,049,753
Default 6-39 87.5% 35,610 4,825,709 2,712,051

reversals occur as little as possible. Similarly, crossing advisories should only be produced

when there is not a better possible maneuvers to perform [30].

Two scenarios resulting with collision as a result of the simulation are given in the Figure 5.8

and Figure 5.9. Simulation printouts are colored to increase readability. Pilot response delays

are ignored in these two scenarios. In these scenarios both own aircraft and intruder have a

climb trend. Details of scenario number 66001 can be seen from Figure 5.8. Although it was

recommended to accelerate the climb with the advisory of Climb 1500, the relative speed

did not increase enough to provide the separation. Six seconds before the collision, own

aircraft was recommended with a reversal advisory to end his climb and start to descend.

As can be seen from the details, it continued its acceleration until own aircraft reached the

limit value of 41.7feet/sec which is equal to 2500feet/min. Own aircraft performed the

crossing maneuver, which is not preferred by pilots, except in compulsory situations. Despite

all this, it could not provide the required separation and ended with a collision.

Details of scenario number 25135 can be seen from Figure 5.9. In this scenario, own aircraft

is below the intruder in terms of altitude. Own aircraft first tries to descend in a way that does

not allow crossing as the altitude, but since it cannot reduce the relative speed to sufficient

level in the required time, it changes the direction of maneuver action with a reversal advisory

and decides to crossing.

Projection of these collision scenarios can be inspected from Figure 5.10 and Figure 5.11.

As can be seen from this figure, crossing type advisories are quite stressful advisories for the

pilots.

Although pilot may concern about crossings, as can be seen from the Table 5.4, encourag-

ing crossing advisories is helpful in preventing some collisions, but causes more advisory

which reduce operational efficiency. It would not make sense to completely prevent cross-

ing advisories. It is reasonable to keep crossing advisories in the system with some penalty

points.
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FIGURE 5.10: Collision No. 66001 with crossing while above intruder

FIGURE 5.11: Collision No. 25135 with crossing while below intruder
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By considering two scenarios in which the performance is 100% in terms of Level of Safety,

studies can be carried out for a more effective model in operational terms. Also, there will

be another study might be performed by using TSIM scenarios, instead of synthetic test data.

Since it is very important to validate the performance of collision avoidance system, a further

study should be conducted by using RTCA’s TSIM [37]. TSIM scenarios have also multiple

encounter scenarios and are used to validate parts of TCAS studies. Additionally, it may

be possible to create action plots to see which avoidance maneuvers will be produced in a

specific point in that state space. With the help of those encounter scenarios, it would be

possible to make analyzes on those plot graphs.

5.3. An Example Run

In the early version of the simulation we developed, it was concluded that some encounter

scenarios ending with a collision could actually be prevented. As explained in Section 3.4.,

the update of the current maneuver with the newly generated advisory takes place with a 3-5

second delay depending on the current situation and the type of generated advisory. This

delay is implemented by setting the count-down timer to the new value.

If we express this situation with an example which is shown in Figure 5.12 of the analyzed

collision scenarios, the Climb 1500, which is applied when the time remaining to the collision

is 11 seconds, is updated to the Descend 1500. The new maneuver should not be applied

within the next 3 seconds. The current maneuver should not change until the count-down

timer is zero. The latest Climb 1500 maneuver is recommended again, without the count-

down timer of the Descend 1500 maneuver yet to be zero.

Similar situations occurring within 1-2 seconds, which can also be observed between differ-

ent maneuvers, were expressed as flicker advisory.

We set the count-down timer to wait 3 seconds again every second that an advisory flickers.

In this way, we were facing too many collision scenarios. As a matter of fact, returning to a

maneuver that we did not fully change was subject to repeated 3-second count-downs, and

it could take a lot of time to perform an avoidance maneuver. At this point, we can say that

simulation and reality differ from each other.
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FIGURE 5.12: Flicker Advisory

We anticipate that these 3-5 seconds delays may occur for two reasons. First choice; Prepar-

ing the pilot for maneuver in order to maneuver the plane takes time with complex cockpit

systems. The second option is; As the pilot tends to preserve the existing maneuver by

human-nature, he is skeptical about the changed maneuver and it takes time to understand

the situation. These delays are explained as pilot’s guard is down due to human fatigue

and having poor judgment and understanding about situational awareness in Pilot’s Hand-

book [38].
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In the example given above, the time from 11 seconds until the time left to collision to 6

seconds is a wasted time without applying an avoidance maneuver.

In the light of these findings, our simulation studies are performed by preventing delays due

to the flicker advisories.
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6. CONCLUSION

This study demonstrates the need for collision avoidance systems and provides guidance for

improving advanced collision avoidance systems.

Since TCAS is mandatory in all large aircraft that are used for commercial purposes today,

and it lays foundation of next generation collision avoidance systems, working principles of

it and the limitations of the current system is presented. Resolution Advisories, the advisory

output of collision avoidance systems for the vertical axis, is introduced.

ACAS X, which is the next generation collision avoidance system, is introduced and the

operational difference between ACAS X and its predecessor, TCAS, in practice is shown.

Within the scope of this study, ACAS X simulation studies were deeply analyzed. While

conducting our literature review, we tried to focus on articles written after 2012. Important

studies conducted in this context are presented.

Unlike other studies all code implemented in C/C++ which is going to provide faster data

synthesis. Additionally, with the model we offer, it has been made possible to test a wide

variety of dynamics ranging from policy table used in data synthesis to pilot response. Our

study reveals clear results on the impact of pilot behavior. Moreover, Maintain, one of the

advisory types, was not included in our study because it is context dependent. On the other

hand, our study includes Strong Descend and Strong Climb advisories. In our study it is

possible to validate ACAS X in a reasonable amount of time without simplifying the state

space of ACAS X. Our work is also beneficial for the detection of aircraft encounter scenarios

that inevitably end up with collisions. Problems experienced in previous studies due to the

Crossing Time, High Turn Rates and Initially Moving Against RA reasons are presented, the

effects of these reasons on the model are examined.

It is explained how ACAS X, which provides better operational performance and flight safety,

models the problem as a Partially Observable Markov Decision Process. Observations from

an environment, beliefs updates, and policy operations performed within the POMDP cycle

have been introduced.

Existing inconvenient maneuver transactions between preventive and corrective advisories

have been introduced, and new inconvenient maneuver transactions have been propose for
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better operational performance and flight safety. These proposed maneuvers are tested and

their results are examined.

State variables of the POMDP state space are introduced and the calculation for each variable

is shown with pseudocodes.

Probability of responding an advisory that is going to be performed by a pilot is introduced

mathematically and analyzed with different elapsed time until response values. In this way,

the effects of the pilot on the system is examined.

In order to develop a memory friendly system with a good performance, ACAS X uses dy-

namic programming. There is no need to remember the entire state space, since the states are

determined by only considering the data of a second before. Excessive memory consump-

tion problem was solved with the single iteration Gauss-Seidel methodology. In scope of this,

Bellman equation is explained and usage of these methods are presented with pseudocodes.

In this work the height and speed ranges can be chosen narrowly to keep the size of the

decision table small and to shorten the run time of generation. Different resolutions can be

selected according to the needs. In order to produce the decision table fast, all relative heights

and speeds are homogeneously distributed.

On the other hand, the time axis is modeled with one second intervals. For the scenarios

which are longer than 40 seconds, it may not be beneficial to consider the decision table.

Therefore, the time axis is limited with 40 seconds.

Additionally, in order to identify possible maneuver that would provide the greatest benefits

in terms of providing enough separation with the minimum cost, methodology of reward

function and its values are deeply analyzed. It is stated that some absolute collisions can

be prevented by crossing advisories. In order to see the effect of this, an alternative reward

function where crossing advisories are not penalized is tested.

A number of empirical experiments have been carried out to find a better ratio to choose

between operational efficiency and safety of flight.

In the study, 6 penalty points were determined as the basis to present a comparative analysis

and all combinations are tested with a distribution that does not exceed half of the default

reward points. Among the 729 results obtained, the reward values that have resulted with

the least advisory generation without compromising the level of safety were selected and
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expressed as operational plus (O+). Additionally, reward points that generates the least ad-

visory generation were named as safety plus (S+). And all possible simulation scenarios

between 6 and 39 seconds, and scenario between 17 and 39 seconds were tested. Although

the proposed reward values provide higher level of safety and operational advantage, it has

been observed that the ratio between generated and applied advisory regressed.

Finally, examples of different maneuvers selected from our simulation study and flicker ad-

visory and its solution, a problem we encountered in the early stages of our simulation study,

are explained.
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