IMAGING CHAIN SIMULATION PROGRAM FOR EARTH
OBSERVATION SATELLITE IMAGERS

YER GOZLEM GORUNTULEYICILERI iCiN
GORUNTULEME ZINCiRi MODELLEME PROGRAMI

SEViI KOKSAL

ASSOC. PROF. DR. OZLEM DUYAR COSKUN

Supervisor

Submitted to
Graduate School of Science and Engineering of Hacettepe University
as a Partial Fulfillment to the Requirements
for the Award of the Degree of Master of Science

in Physics Engineering.

2020



ABSTRACT
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OBSERVATION SATELLITE IMAGERS

Sevi KOKSAL

Master of Science, Department of Physics Engineering
Supervisor: Assoc. Prof. Dr. Ozlem Duyar Cogkun

September 2020,118 pages

In the scope of this thesis study, it is aimed to characterize the imagers used in
earth observation satellites by the imaging chain model method. Imager image
quality performances were evaluated by using GIQE equation and NIIRS scale
by imaging chain modeling. IQA (Image Quality Analysis) program was
developed for imaging chain simulation. IQA program generates MTF, SNR,
RER and GIQE budgets for the predefined imagers. Besides, IQA performs
image simulations panchromatic and multispectral band images. Preliminary
design of a multispectral TDI imager operating in panchromatic, blue, green and
red bands has been made. Imaging chain links an example imager design is
characterized by using IQA program. In this context, MTF, SNR, RER and GIQE
performance budgets are generated under optic, electronic, platform stability
ant atmosphere degradations. Operational requirement budget ranges of the
imager were determined by using IQA simulations. GIQE breakdown budgets
with £ 0.3. are simulated for varying platform smear errors, platform jitter errors,
wavefront errors, defocusing errors, number of TDI steps and solar zenith
angles. Also the panchromatic image simulations related to the degradation
factors are generated.
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OZET

YER GOZLEM GORUNTULEYICILERi iCIN GORUNTULEME
ZINCIRI MODELLEME PROGRAMI

Sevi KOKSAL

Yuksek Lisans, Fizik Muhendisligi
Danigman: Dog. Dr. Ozlem Duyar Coskun

Eyliil 2020, 118 sayfa

Bu tez calismasi kapsaminda, yer g6zlem wuydularinda Kkullanilan
goruntuleyicilerin goruntuleme zinciri modeli yontemiyle karakterize edilmesi
amaclanmigtir. Goéruntlileme zinciri modellemesi ile goéruntileyiciler GIQE
denklemi ve NIIRS skalasi kullanilarak degerlendirilmistir. Géruntld zinciri
degerlendirmesi icin IQA (Image Quality Analysis) programi geligtirilmistir. 1QA
programi tasarim parametreleri belirtilen goértntuleyici icin MTF, RER, SNR ve
GIQE butgelerini olugturmaktadir. Bunun yaninda IQA pankromatik ve gorunur
bantta bulunan renkli kanallar igin gértinti modellemesi yapmaktadir. Mavi,
kirmizi, yesil ve pankromatik bantta goérintileme yapan multi-spektral TDI
algilayiclya sahip 6rnek goéruntileyicinin  6n tasarimi  yapilmistir.  Ornek
gorintileyicinin - goéruntl  zinciri  kinnimlari  gelistirilen 1QA programi ile
karakterize edilmistir. Bu baglamda MTF, SNR, RER ve GIQE performans
bltceleri optik, elektronik, platform stabilite ve atmosfer bozulmalari
kapsaminda olusturulmustur. Gorunti kalitesi parametresi modellemeleri
kullanilarak  goruntuleyicinin  operasyonel gereksinim butce araliklari
belirlenmistir. Lineer platform hiz hatasi, rastgele platform hiz hatasi, dalga
cephesi hatasi, odaklanma hatasi, TDI adim sayisi ve degisen gunes zenit agisi



degerlerine bagli GIQE kirinim butgeleri £0.3 hata payiyla pankromatik goruntu
ciktilariyla beraber modellenmistir.

Anahtar kelimeler: goruntuleme zinciri, MTF, PSF, RER, GIQE, NIIRS, goruntu
simulatoru
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DEFINITIONS

Defocusing: Focusing error arise when the distance between the optical
elements and the imaging plane does not meet the pre-designed length,

Depletion Width: Depth of the depletion region from the detector surface,

Diffraction Spatial Frequency Limit: Maximum spatial frequency that is limited
by the diffraction (aperture size, focal length, wavelength),

Diffusion Length: Distance that the generated photoelectrons can randomly
walk,

Full Well Capacity: maximum electron count that detector holds without
saturating,

Edge Response: Image radiance data distribution along the knife edge
transition,

Ground Sampling Distance: The distance where the pixel size projected on
the ground,

Mirror RMS error: Root mean square of the statistically derived optical path
difference on the wave front,

Modulation Depth: Defines the contrast,

Modulation Transfer Function: Defines the systems modulation response to
varying spatial frequencies from zero to infinity,

Noise Gain: Amplification of the noise caused by Modulation Transfer Function
Compensation,

Nyquist Frequency: Maximum spatial frequency limit that an imaging system
can sample while avoiding aliasing,

Overshoot Ratio: Peak value of the normalized edge response after
Modulation Transfer Function Compensation, (geometric height of overshoot
due to post-processing image sharpening),

Phase Transfer Function: Measure of the change in the phase of the waves at
each spatial frequency,
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Pixel Smear: Smear effect on the image caused by the mismatch between the
charge packet velocity and the boresight stability, in another words, pixel clock
rate and image scan velocity mismatch results on the image,

Polychromatic Modulation Transfer Function: Defines the systems
modulation response to varying spatial frequencies and wavelength,

Quantization Noise: Noise rising from the uncertainty in the level of the signal
electron counts inside the corresponding quantization step depth,

Read Noise: Noise rising from the variations on reading voltage level,

Relative Edge Response: Difference between the half pixel shifted edge
response function values from the edge center,

Sampling Quality: Ratio between the sampling spatial frequency limit and the
optical spatial frequency limit,

Sampling Spatial Frequency Limit: Maximum spatial frequency that is limited
by the sampling (pixel size),

Signal to Noise Ratio: Ratio between the signal count electrons and the
system noise,

Spatial Frequency: Smallest distance between two dots in the object plane
that is still be resolved in the image,

Transfer Charges: the number of charge transfers to the output amplifier,
Wavefront Error: Optical path difference errors on the entire wave front,

Wavefront Ripple Amplitude: Normalized spatial frequency of the correlation
length (used for a tuning parameter to fit the WFE MTF models to measured
optical data).
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1 INTRODUCTION

Electro-optic imaging systems are widely used for acquiring intelligence data in
Surveillance and Reconnaissance (SR) systems [1]. The most significant
purpose of the SR systems is to collect high quality image data covering wide
target area. Image data with high resolution serves an important role in many
applications like security, environmental imaging and disaster urgent action
planning [2-4]. Requirement sets derived from image quality and mechanical
design budgets bring out heavier and larger satellite design solutions. As an
example a larger telescope aperture increases the light gathered by the
camera. Due to these design criteria satellite solutions become very expensive.

Relating the image quality parameters to the final information extracted from the
image is held by performance prediction model applications. Image quality
performance prediction approaches are influential methods for evaluating the
EOIPL (Electro-optic Imaging Payload) characteristics. Performance prediction
approaches provide valuable information to design engineers, system
engineers, image analysts and mission planning engineers. Following items can
be given as examples of the image quality modeling applications:

I estimating how various physical factors affect the image quality,
ii. selecting system subcomponents by using similar metrics,
il predicting image quality budget on payload and satellite level during
system engineering applications,

\2 evaluating the EOIPL calibration parameters during mission planning,
V. understanding the image quality better on the end-users perspective,
how each image quality parameter effect the real image,
Vi. constituting the requirements set of the platform that EOIPL is
assembled,
Vil. optimizing the EOIPL design parameters.

Ability of the observer to extract information from a scene is based on ability to
detect sharp edges and tonal changes in the scene for various imaging
conditions. The existence of noise and blurring in the image degrade the image
quality performance. Also the spectral, spatial and radial resolution defines the
imaging sensitivity of the EOIPL. Physical image quality parameters and image
simulations are used for predicting the EOIPL performance. There are
numerous examples of imaging chain analysis of EOIPLs in literature[5-11].
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Performance measurement methods and metrics used in extracting information
are derived from physical image quality metrics and EOIPL design parameters.

NIIRS (National Image Interpretability Rating Scale) ratings are used to identify
the maximum level of useful information that can be extracted from an image
and to relate the image interpretability to the physical image quality parameters
[12-14]. Interpretation tasks like large facility detection and small target
identification with varying difficulties are categorized to standardize the image
quality evaluation of EOIPL’s [12]. Image quality performance goals are
described by using NIIRS scale. GIQE (General Image Quality Equation) is
used for predicting the NIIRS performance of an EOIPL. GSD (Ground
Sampling Distance), RER (Relative Edge Response) and SNR (Signal to Noise
Ratio) are the parameters which GIQE considered during NIIRS scale
evaluation [15]. These parameters are simulated by a model called imaging
chain [12, 14, 16].

The main purpose of this thesis is to design an image quality evaluation
program which relates the physical parameters to the final image simulation
extracted from the EOIPL. In this context, an imaging chain simulation program,
IQA (Image Quality Analysis), was developed. GSD, SNR and RER parameters
are calculated by using IQA program. Also image simulations are generated by
considering the image quality parameters calculated in GIQE calculation
module. An example EOIPL design with multispectral pushbroom architecture
was made by using iterations of IQA program to achieve NIIRS scale of 5 for
panchromatic (PAN) band and NIIRS scale of 4 for multispectral (MS) band.
The EOIPL design parameters necessary to achieve predefined image quality
values are generated. At last the requirement set from the satellite system and
atmosphere degradations were calculated.

First of all in chapter 2 the inputs, theoretical background, outline, operational
flow and the outputs of the IQA program will be outline. GIQE calculation and
image simulation algorithms used in IQA program are defined. In chapter 3 a
preliminary design step for a submeter resolution multispectral EOIPL design is
shown. Finally, in chapter 4, outputs generated from IQA program by using
EOIPL design parameters are given. The validation of MTF optimization
algorithm and SNR calculation is given in chapter 4. Also the GIQE breakdown
for different imaging condition scenarios are generated for each degradation
links in the imaging chain.



2 IMAGE QUALITY ANALYSIS PROGRAM

Image Quality Analysis program lets user to predict the image quality
performance of Multispectral Cassegrain Push broom (MCP) EOIPL within
NIIRS scale. Version 4 of GIQE is simulated by using imaging chain model
during performance evaluation. PAN and RGB band image simulations of the
calculated GIQE output are generated within visible band. Image Quality
Analysis (IQA) program can be used during design, performance prediction and
operational steps of an EOIPL. Outline of the IQA program is given in Figure
2.1.

IMAGE SIMULATION

Input Image

INPUTS GIQE v.4 MODEL
DN to Albedo Conversion

EOIPL Design Parameters
E GSD Calculation Albedo to TOA Radiance Conversion

Polychromatic MTF Calculation by
using_ optimized parameters

Viewing Geometry Conditions SNR Calculation

Atmosphere Conditions MTF Optimization Applying MTF to TOA Radiance
T Image Radiance to Photo-electron
MTF Optimization Values .
? RER Calculation Count Conversion
SRR GIQE v.4 Calculation GSD Resampling

Noise Addition to Photo-electron
Count

Photo-electron Count to DN
Conversion

Figure 2.1. Image quality analysis (IQA) program simulates the GIQE v.4.
model and image outputs by using EOIPL system inputs and
optimization parameters.

2.1 1QA Inputs

Main inputs of the IQA program are the EOIPL design parameters, viewing
geometry, atmosphere conditions, MTF optimization values, number of TDI
steps and a sample image with high spatial and spectral resolution. GIQE
model and image simulations are calculated by considering the optimization and
design parameter inputs. Following inputs should be set up before running the
IQA MATLAB program.

e spectral transmission excel file,
e EOIPL design parameters in IQA Program,
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e viewing geometry in IQA program,

e atmospheric conditions in IQA program,

e MTF optimization parameters in IQA program,

e calculation sensitivity parameters in IQA program

2.1.1 Spectral Transmission Data Input

Spectral transmission data file applicable for IQA program consists of an excel
file containing wavelength data in the first column and total spectral
transmission data in the second column respectively. The excel file format
should contain the following rules:

e The first element of wavelength and spectral transmission data must be
included in A2 and B2 cells, respectively,

e The spectral range included in spectral transmission data should be
between 400 nm and 1000 nm. For wavelength increments which there
are no light transmission spectral transmission must be set 0,

e Sheet 1 should contain PAN spectral transmission data,

e Sheet 2, Sheet 3 and Sheet 4 should contain the blue, green, and red
band transmission data, respectively.

2.1.2 EOIPL Design Parameter Inputs

IQA program calculates the GIQE model and simulates the image which is
related to the GIQE model by taking into EOIPL design parameter inputs.
EOIPL design inputs should be specified between the eighth line and the
twenty-second line of the IQA MATLAB program as given in the example
included in Figure 2.1.2.1.



8 % EQIPL design parameters

2= aperture = €90; % Ml diameter (mm)

10 — obsrate = 0.1; % cbscuration diameter / Ml diameter

11 — focallength = 12000; % focal length (mm)

12 — pixel = 0.01; % PAN pizel tch size (mm)

13 — pixel MS = pixel*4; % MS pixel pitch size (mm)

14 — meanwavelength = 575*10"-6; % mean wavelength of PAN band (mm)
15 — Read Nocise = 50; % read noise (e-)

16 — FWC = 15000; % full well capacity (e-)/pixel

17 — fill factor = 1; % detector fill factor

18 — Np = 4; % number of phase for scanning CCD

19 — quantization = 12; % ADC Quantization

20 — TDI = 32; % Number of TDI Steps

21 — gain = 1.8; % conversion gain

22 — smear pixel d = 0.00001; % PAN Pixel Detector Smear (pxl)

Figure 2.1.2.1. EOIPL design parameters are entered into IQA program
between eighth and twenty-second lines.

Aperture size, obscuration rate and focal length parameters represents the
telescope while, the pixel size, read noise, full well capacity, phase number,
guantization, TDI, mean wavelength and conversion gain parameters indicates
the characteristics of the focal plane assembly (FPA).

2.1.3 Viewing Geometry and Atmospheric Condition inputs

The IQA program is designed to characterize the image quality of EOIPL
observing the ground in nadir case. EOIPL scan direction parallel to satellite
orbital motion is defined as along scan direction in Push broom imaging
geometry. The direction perpendicular to the along scan direction is defined as
across scan direction. Projection of each TDI line in the across scan direction
covers the swath width of the EOIPL on the ground. Reflected radiance from
GSD is degraded by atmosphere and finally accumulated as photo-electrons in
detector. Viewing geometry included in the IQA program is illustrated in Figure
2.1.3.1
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Figure 2.1.3.1. Viewing geometry of the EOIPL design.

Viewing conditions of the IQA simulations consist of two-path light propagation
geometry as it can be seen in the Figure 2.1.3.1. Especially the SNR and the
image simulations are strongly dependent on the spectral transmission
characteristics of the atmosphere. The spectral transmission characteristics of
the sun illumination are strongly dependent on the SZA and atmospheric
conditions. This two-path light propagation spectral characteristics of the
atmosphere are evaluated by using spectral radiance data generated with
MODTRAN radiative transfer code. Model atmosphere, surface parameters,
solar irradiance, aerosol, geometry and spectral band and Solar/Lunar
geometry (3A1) — Run Number 1 parametersare kept as constants incuded in
Table 2.1.3.1, Table 2.1.3.2, Table 2.1.3.3, Table 2.1.3.4, Table 2.1.3.5 and
Table 2.1.3.6, respectively. A spectral radiance data library is generated and
embedded in IQA MATLAB program by using PcModWin5 program. Input
Spectral Radiance (ISR) values are generated for following conditions:

e SZA (05105 20%255,30°40, 45,5060 70", 759

e Albedo (0.07, 0.15, 0.20, 0.30, 0.70)

e Atmosphere Model (Midlatitude Summer Model, Midlatitude 1976
Summer Model, Midlatitude Winter Model)



Table 2.1.3.1. Model atmosphere input parameters of PcModWin5 program
used in IQA simulations.

Parameter Value

Calculation Option MODTRAN

Model Atmosphere Mid-Latitude Summer

Type of Atmospheric Path Slanth Path to Space of Ground
Mode of Execution Radiance with Scattering

Execute with Multiple

Scattering No Multiple Scattering

Temperature and Pressure

Altitude Profile Default to Model

Water Vapor Altitude Profile Default to Model
Ozone Altitude Profile Default to Model
Methane Altitude Profile Default to Model

Nitrous Oxide Altitude Profile Default to Model

Carbon Monoxide Altitude

Profile Default to Model

Water Vapor Column Choices Use default water vapor column

Ozone Column Choices Use default ozone column

CO2 Mixing Ratio (ppm) 400

Table 2.1.3.2. Surface parameters of PcModWin5 program used in IQA

simulations.
Parameter Value
Surface Albedo Flag Use Surface albedo value
Surface Albedo (PAN,R,G,B) variable
Surface Albedo (NIR) variable
Temperature at First
0
Boundary

Table 2.1.3.3. Solar Irradiance Parameters of PcModWin5 program used in
IQA simulations.

Parameter Value
Spectral Triangular Filter Use Default Top-Of-Atmosphere
Function (TOA) Solar-Data

Top of Atmosphere

Parameters Do not scale TOA irradiance




Table 2.1.3.4. Aerosol Parameters of PcModWin5 program used in IQA
simulations.

Parameter

Value

Aerosol Model Used

Rural - Vis = 23km

Seasonal Modification to
Aerosol

Spring-Summer

Aerosol Optical Properties

Default properties

Stratospheric Aerosols (2-30
km)

Background Stratospheric

Air Mass Character for Navy

Maritime Aerosols 0
Surface Meteorological Range 0
(VIS)

Rain Rate (mm/hr) 0
Ground Altitude Above Sea 0

Level (km)

Table 2.1.3.5. Geometry and Spectral Band of PcModWin5 program used in
IQA simulations.

Parameter Value

Path Type gr?;lirver Height, Zenith
Observer Height (km) 120

Zenith Angle (°) 180

Initial Frequency (nm) 1000

Final Frequency (nm) 400

Slit Function Type Triangular

FWHM Type Absolute

Type of Plot out Output Radiance

Plot out File Units

Micrometers

Degrade Type

Only Total Rad/Trans

Spectral flux table

Omit spectral flux table

Spectral Flux Atmospheric Levels to
Output

0

Index of Refraction Profile spectral
Frequency (1/cm)

0

Slant Range for K-distribution
output

Default : Full slant range
data only

Slant Range (km)

0




Table 2.1.3.6. Solar/Lunar Geometry (3A1) — Run Number 1 of 1 of
PcModWin5 program used in IQA simulations.

Parameter Value

Solar/Lunar Geometry Type Azimuth and Zenith Angle

Aerosol Phase Function MIE Generated
Day of Year 1
Extraterrestrial Source Sun

Azimuth Angle at Observer 0

LOS to Sun

Sun Zenith Angle (°) variable

Altitude, Sun Zenith Angle (SZA), boresight stability motion error and
atmosphere model inputs are specified for the viewing geometry and
atmospheric condition inputs of IQA program between the twenty-seventh and
thirty sixth lines of the IQA MATLAB program as included in the Figure 2.1.3.2.

26 % gecmetry input parameters

& |= altitude = 600*1000; % (m) altitude

28 — SzA = 40; % sun zenith angle (degrees) among [0 - 10 - 20 - 25 - 30 - 40 - 45 - 50 - 60 - 70 - 75]
231 = boresight_stability = 100; % (mm/s) for TDI MTF degradation calculations

30 — GSD_in = 0.1524; % (m) image GST

31

32 % atmosphere model selecticon

33 — Atmosphere Model = 'Mid Latitude_ Summer Model'; % type the MODTRAN atmosphere model
34 % 'Mid_Latitude_Summer_ P 1 rees North, July)

35 $ 'Mid Latitude 197

36 % 'Mid_Latitude Winter Model' (45 degrees North, January)

Figure 2.1.3.2 Viewing geometry and atmospheric conditions are specified
in IQA MATLAB program between the twenty-seventh and thirty sixth
lines.

2.1.4 MTF Optimization Parameter Inputs

IQA program calculates the degradation factors necessary to attain predefined
image quality parameters. Optimization calculations are based on MTF image
quality parameters. Image quality degradation factor optimization algorithm is
illustrated in Figure 2.1.4.1. Each subcomponent of total system MTF can be
calculated separately by using the properties of convolution product in Fourier
domain. MTF datasets for varying degradation factors are generated for MTF
subcomponents. Degradation factor which the NSF (Nyquist Spatial Frequency)
MTF value matches the predefined degradation is selected. Optics, RMS mirror
WFE, defocusing, detector, platform smear, platform jitter and atmospheric
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smear are the input image quality parameters of the IQA program. The optics
breakdown consists of diffraction and tolerance WFE MTF subcomponents. By
degrading tolerance WFE optics subcomponent is calculated. Detector MTF is
the product of footprint and diffusion MTF breakdowns. Detector MTF
subcomponent is optimized by changing depletion width of the detector. Peak to
peak WFE, depletion width, smear error and jitter error are optimized by taking
defocusing, platform smear, platform jitter and atmosphere smear MTF values
into consideration. It should be noted that WFE ripple amplitude and diffusion
length parameters are kept constant during optimization calculations. Figure
2.1.4.1 represents the image quality parameter inputs and related parameters.

MTF OPTIMIZATION

Nyquist Ell ﬁ ﬁ ﬁﬁéﬁ Elﬂ MTE, set
frequency a a a a E a E 1
Nyquist Ibzll ﬁ ﬁ é és éﬁ ET MTEF, set
frequency E a E E E E E 2
Nyquist E ﬁ é é ES Eﬁ ﬁ MTE,, set
frequency a a a a a E E m

Figure 2.1.4.1. Image quality degradation factor optimization algorithm of

IQA program.
56 % image quality optimization parameters
57 |= Optics_optimization = 0.34898; % diffraction MTF*Tolerance MTF
58 — RMS optimization = 0.9060; % RMS mirror WFE MTF
59 — Defocusing optimization = 1; % defocusing MTF
60 — Detector optimization = 0.58; % print MTF*difussion MTF
61 — Platform smear_ optimization = 1; r velocity mismatch
62 — Jitter optimization = 1; % random direction & wvelocity mismatch
63 — Atmosphere optimization =1; % atmosphere turbulence MTF
64 — CTE MTF optimization = 1; % charge transfer efficiency MTF

Figure 2.1.4.2. MTF optimization parameters input in IQA program.
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MTF optimization parameters are determined between the fifty-sixth and sixty-
fourth lines of IQA program as given in Figure 2.1.4.2.

Table 2.1.4.1. MTF subcomponents are calculated by selecting the optimized
parameter necessary to achieve MTF optimization input values.

Input parameter Optimized parameter Constant parameters
Optics MTF Tolerance WFE WFE ripple amplitude
RMS mirror WFE MTF RMS WFE WFE ripple amplitude
Defocusing MTF Peak to peak WFE -

Detector MTF Depletion width diffusion length
Platform smear MTF Smear error -

Platform jitter MTF Jitter error -

Atmosphere smear MTF | Atmosphere smear error | -

2.1.5 Constant input and calculation sensitivity parameters of IQA

As previously mentioned, some image quality parameters kept as constant for
optimization purposes. Also there are some physical constants included in the
calculations of the IQA. Constant input parameters of IQA are given in Table
2.1.5.1. Calculation sensitivity parameters used in IQA simulation is given in
Table 2.1.5.2.

Table 2.1.5.1. Constant parameters of IQA program.

Variable Value Unit
Wavefront ripple amplitude 0.1 A
Diffusion length 150 um
Number of charge transfers to the output amplifier | 10 e~
Gravity constant 6.673 x 10711 | Nm?/kg?
Earth mass 5.98 x 1024 kg

Earth radius 6.38 x 10° mm

Calculation sensitivity of IQA program is determined with following parameters:

e Input spatial frequency scale of the MTF calculations is ranging from zero
to the system cut off spatial frequency. “div’ parameter defines the
11



spatial frequency division sensitivity of the input spatial frequency scale.
For example if div is equal to 300, spatial frequency scale is ranging from
0 to system cut off frequency with system cut off frequency/300
increment.

e Spectral resolution of the EOIPL spectral transmission data is not always
in the same scale with the spectral resolution of the input radiance
generated by using PcModWin5 program. For the weighting integral
calculations used during SNR analysis and image simulation, input
spectral radiance data set necessary to ensure the spectral resolution is
selected. “wave_sensitivity” parameter defines the wavelength selection
sensitivity for MODTRAN radiance data according to the spectral
transmission input.

e Imaging chain subcomponent MTF graphs are optimized by calculating
MTF data sets for varying degradation factors. The MTF dataset which
the Nyquist frequency MTF value matches the predefined MTF is
selected. Span parameter defines the sensitivity of the MTF value
selection at sampling NSF.

e MTF subcomponents are calculated through input spatial frequency
limited by system spatial frequency cut off. Depending on the value of the
sampling quality parameter, sampling Nyquist frequency index in the
input spatial frequency array is changing. “Nyquist_span” parameter
defines the sensitivity of sampling Nyquist frequency selection from the
input spatial frequency array.

Table 2.1.5.2 Calculation sensitivity parameters of IQA program.

Variable Value
div 300

wave_sensitivity | 3

span 0.001

Nyquist span 0.2

2.1.6 Input Image

An input image with higher or equal spectral band width, high SNR and higher
spatial resolution is necessary in IQA program to simulate the degradations of
the imaging chain. Ideal input scene should have infinite spectral and spatial
resolution [16]. Because of the fact that it is impossible to find such ideal image,
in practice a sample image that satisfies the necessities of the simulated
EOIPL. It is important to state that input image should be selected depending on
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which EOIPL characteristics mostly desired to evaluate. For examining how
multiple multispectral bands add up to form a final image a hyperspectral input
image with high spectral resolution must be applied. On the other hand for
investigating the spatial resolution capabilities of the EOIPL, sample image with
high spatial resolution should be preferred. It is stated that the input image
should have four times better spatial resolution than the simulated EOIPL
spatial resolution [16]. Despite the TOA (Top of Atmosphere) radiance can be
simulated for different SZA values, shadows in the image simulations still stay
fixed in the image simulation [16]. High resolution ortho-imagery of Austin
Bergstrom Airport seen in Figure 2.1.6.1 with spatial resolution of 0.1524 is
downloaded from the Earth Explorer data base of United States Geological
Survey with 1321607_135050 entity ID. The image is taken by using RC30
aerial sensor of Leica in 2003 at Texas by CAPCOG agency. Central latitude
and longitude of the sample image is (30°12'09.51"N, 97°40'16.09"W) [17].
RC30 sensor was used during 2000s to provide wide coverage ortho-imagery in
Switzerland. RGB (Red Green Blue), NIR (Near Infra-red) and PAN band
imagery are available in RC30. 1321607_135050 image contains red, green
and blue bands. Because of RGB sensitive sensor ranges between 100 to 670
nm, it is applicable for the image simulations in the visible region [18].

0425UUUASP

0100UUUTAR

1

" ) r-::'-‘s 7 7-__-3

tl i
I
;‘

Figure 2.1.6.1. Sample image is downloaded from USGS data server.
Albedo control points for 0100UUUTAR and 0425UUUASP materials
are selected from the example image input.
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Cropped area in Figure 2.1.6.1 is used in PAN image simulations. 9x9 pixels of
0100UUUTAR and 0425UUUASP materials are selected from Albedo Control
Area in Figure 2.1.6.1. To convert sample input scene to albedo each spectral
band is multiplied by mean albedo ratio. Albedo values for 0100UUUTAR are
between 0.15-0.29 while albedo values for 0425UUUASP is ranging from 0.698
to 0.863. Albedo values estimated for each band are given in Table 2.1.3.

Table 2.1.3. Estimated mean albedo values for RGB bands.

Band | 0100UUUTAR albedo (a.u.) | 0425UUUASP albedo (a.u.)
Red 0. 860 0.230

Green 0.085 0.231

Blue 0.076 0.196

After the conversion of input scene to the albedo mean albedo values average
albedo values along x axis are calculated for each band. Mean albedo values in
Table 2.1.3 shows good consistency with the values given in ECOSTRESS
library. Mean albedo of PAN band is calculated by summing red, green and blue
band mean albedo values. Finally, mean albedo value is converted to spectrally
varying TOA radiance data as encountered in chapter 2.4.1.

2.2 Imaging Chain Model

A digital Image is defined as an array with each element representing a pixel.
The emitted and reflected electromagnetic radiation from GSD is recorded as
an integer Digital Number (DN) during each sampling interval. DN represents
the amount of energy reaching the sensor depending on wavelength. Each
band has a different DN value. Allowed brightness range of each pixel is
defined as Dynamic Range (DR). DR in a digital image is determined by bites
[14-19]. Example of a digital image is given in Figure 2.2.1 [14].
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Digital Number

Dynamic Range

0 64 128 192 255

Figure 2.2.1. Each pixel on a digital image represents a DN. Maximum DN
is represented by DR.

A chain of physical events like atmospheric conditions, diffraction and sampling
degrades the brightness value of each pixel. Each link in this chain can be
evaluated separately by common image quality metrics like GSD, SNR and
RER in imaging chain model. Finally, the imaging chain is used to simulate the
images that would be produced by the EOIPL [12, 14, 20, 21].

Imaging chain model is used to represent the simulated images as the
convolution of the object radiance and Point Spread Function (PSF). PSF is
defined as the response of the EOIPL to a single point object in linear shift
invariant (LSI) systems. In LSI systems, full width half maximum (FWHM) of the
blurred image of a point object does not change depending on the image
location[12, 14, 22, 23].. Linearity and shift invariance are necessary to be able
to represent the image simulation as a convolution process [24, 25]. In linear
systems an individual PSF can be superimposed in the image plane to model
image radiance distribution [20]. Incoherent imaging systems are linear in
irradiance (W /cm?), while coherent imaging systems are linear in electric field
(V/cm?) [12, 20, 26]. Because of the fact that the extraterrestrial source in the
imaging chain for IQA is sun, illumination on the detector array is spatially
incoherent. It should be noted that in imaging chain model nonlinearity behavior
of IR band and the shift variance of the aberrations are neglected. Linearity
requirements for visible band spectrum are satisfied for LSI systems. However,
impulse response of the infra-red (IR) band detectors are depending on input
radiance level, because of the radiance level dependence nonlinearities arises
in the imaging system for IR band [26]. Also it should be considered that
aberrations violate the shift invariance assumptions in LS| systems [12, 14, 20].
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To prevent the violation of LSI, IQA program is applied on EOIPL systems
which are operating in visible band with radially symmetrical aberration PSF.

Source Atmosphere Scene Atmosphere Optics Detector

Degradations

Figure 2.2.2. Imaging chain model is used throughout GIQE model
calculation.

Representation of the object radiance distribution data is defined as a delta
function decomposition in imaging chain simulations. A sample radiance
distribution is represented by shifting and scaling properties of the delta
function. In Figure 2.2.3, a delta function decomposition with x and y spatial
periods is given. By using shifting property of the delta function, object radiance
distribution is decomposed as spatially averaged radiance level for each GSD.
Also the amplitude of the radiance data for each GSD is defined by using the
scaling property of the delta function.
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=
—
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1

Figure 2.2.3.. An object plane radiance distribution is sampled by using
delta function decomposition.
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While the object radiance distribution passes through each subcomponent of
the EOIPL, radiance distribution components reflected from each GSD degrade.
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Finally, the object radiance distribution is converted to the image radiance
distribution. Optical imaging operations are acting like linear mappings of object
radiance distributions into image radiance distributions [26, 27]. Convolution
product is used for defining the relationship between the image radiance
distribution and the object radiance distribution in spatial domain. Linearity of
the imaging system brings the ability to express the image radiance distribution
as the superposition integral of the object radiance distribution and PSF. PSF is
simply the weighting factor applied to the object radiance distribution. If the
system is an ideal imager, had a perfect image quality, the PSF is a delta
function [20]. Imaging equation can be defined as [26, 27]:

glx,y) = ﬂ PSF(x,y;x,,y)o(x,,y)dx'dy' Eq. 2.1

g(x,y) = PSF(x,y) **x o(x,y) Eq. 2.2

where g(x,y) is the image radiance distribution, o(x,y) is the object radiance
distribution, PSF (x,y) is the point spread function, (x,y) is the spatial position,
(x',y") is the convolution position in the spatial domain.

Imaging chain can also be considered in spatial frequency domain with units of
line pair per mm (Ip/mm) [14, 20, 28]. Imaging equation in spatial frequency
domain is stated as the Fourier transform in the spatial domain [20, 27, 29].

FT {g(x,y) = PSF(x,y) ** o(x,y)} Eq. 2.3

G(fu. fy) = OTF(fe, £;,) O(fr £5) Eq. 2.4

where o(x, y) is the object radiance, g(x,y) is the image radiance, G(ﬂc,fy) is
the image radiance spectrum, O(fx,fy) is the object radiance spectrum.

By taking the Fourier transform of object radiance distribution, it is decomposed
into its sinusoidal subcomponents with varying spatial frequencies as the
radiance spectrum. Schematic example of the Fourier transform of an object
radiance distribution is given in Figure. The basis set of Fourier transform is
composed of two-dimensional sinusoidal radiance functions and has spatial
period in both x and y directions. Fourier transform example of sinusoidal
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subcomponents is given in Figure 2.2.5 [14]. Fourier domain spatial frequency

setis defined as f, = 1/x and f, = 1/y [20].

Figure 2.2.4. Fourier transform decomposes a digital image to its sinusoidal
subcomponents with varying spatial frequencies.

Fourier transform of each sinusoidal subcomponent can be expressed with
following equation in one dimension. A sinusoidal subcomponent function with
amplitude A and bias B is given by [14]:

0q,(x) = Acos(2mfyx) + B Eq. 2.5

where f, is spatial frequency, x is spatial position.

The Fourier transform of the sinusoidal subcomponent function is expressed
with [14]:

A A
FT{A0q, (1)} = 5 8(f; = fayy + 5 6(fi + fay+ BO(f) Eq.2.6
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where f, is spatial frequency, x is spatial position, f;, is the spatial frequency of
the sinusoidal subcomponent with a, weight.
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Figure 2.2.5. Fourier transform of a sinusoidal subcomponent is defined by
delta function [14].

Each point on the radiance spectrum represents the spatial frequency of a
sinusoidal subcomponent. Also the brightness values of the spectrum points
correspond to the amplitude of the sinusoidal component. The Fourier transform
of the object radiance distribution is given by [14]:

FT{A0,,()) = 580 ~ fuyy + 5 80 + fuyys B Fq.27

0w = | 0(fp)ermict s agap, Fq. 2.8

where o(x,y) is object radiance, O(ﬁc,fy) is the object radiance spectrum,
(fx fy) is spatial frequency in two dimension, (x,y) is spatial position in two
dimension.

Image quality degradation factors put a limit on the maximum spatial frequency
that the EOIPL can sample and decreases the radiance amplitude value of each
spatial frequency. Optical Transfer Function (OTF) represents the image quality
degradation factors in the imaging chain and defined as the Fourier transform of
the PSF. By using the convolution theorem properties OTF, MTF and PTF
(Phase Transfer Function) equations can be derived by [24-26]:
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A A
FT{A0u, ()} =56 (fi = fay + 5 8(Fx + fap+BS(£) Eq.2.9

G(ferfy) = OTF (£, £,)0 (£ ) Eq.2.10
OTF(f.. £,) = |OTF(fy. £ )| e 70Uy Eq. 211
MTF(f. f,) = |OTF (£, £,) Eq.2.12
PTF(f,.f,) = e 0Uxf) Eq.2.13

where OTF(f,, f,) is optical transfer function, PTF(f,, f,) is the phase transfer
function, MTF (f,,f,) is modulation transfer function, 6(f,f,)is the phase
function.

For the cases that PSF function does not satisfy the symmetry conditions, the
Fourier transform of PSF is a complex function which has a magnitude term
referred as MTF and PTF, respectively [20]. PTF defines the change in the
phase of waves at each spatial frequency, while MTF defines the magnitude
response of the optical degradations to sinusoidal functions at each spatial
frequency [14]. For EOIPL with real and symmetrical PSF, PTF equals to zero.
Magnitude of the Fourier transform of the PSF equals to the MTF. Each links in
the imaging chain can be interpreted as multiple convolutions in the imaging
equation. By using the Fourier Transform properties, total MTF of the EOIPL
can be expressed as the product of the subcomponent MTF functions such as
optics, detector and smear MTF [24]:

MTFsystem(for ) = MTFoptics(for £) MT Faetector MT Famear - Eq.2.14

In LSI EOIPL systems sinusoidal radiance input is imaged as another sinusoidal
output with decreased amplitude. Modulation depth (contrast) is defined as the
ratio of the amplitude radiance variation and bias level [20]:
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Imax(fx: fy) - Imin(fo fy)
Imax(fx: fy) + Imin(fo fy)

M(fo fy) = Eq. 215

where M(fy, f,,) is modulation function, L., (f, f,) is maximum of the radiance
input, I (f2, fy) is minimum of the radiance input.

W/m? A

Imax (fxnfy)' =

Imin(fx:fy) - -

Y.

x (m)

Figure 2.2.6. Sinusoidal subcomponent of an radiance decomposition.

MTF is defined as the ratio of the output modulation to the input modulation at
each spatial frequency subcomponent [20, 29]:

Moue(fe: f3)

Mo (o f.) Eq 216

MTF(f, fy) =

where M;, (fy, f,) is input modulation, M,,,.(f;, f,,) is output modulation.

Analytical parameters that can be modeled in IQA program by imaging chain
analysis are as following [30]:

i.  Spectral radiance data,
ii.  Target characteristics (reflectivity, size and spatial characteristics of the
target),
ii.  Imaging conditions (weather conditions, obscurations in the aperture,
scattering in the atmosphere, altitude),
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iv. EOIPL characteristics (spectral quantum efficiency, spectral optical
transmission, spectral filter transmission, optical aperture size, pixel size,
detector quantum efficiency, detector diffusion, detector noise, detector
guantization).

2.3 NIIRS Rating Calculation Module by Using GIQE v4. Model

IQA program calculates the GIQE parameter of EOIPL to evaluate the image
quality by considering National Image Interpretability Rating Scale (NIIRS).
Imaging chain model is used in GIQE parameter calculation. Ground sampling
distance (GSD), Relative edge response (RER) and signal to noise ratio (SNR)
parameters are calculated for evaluating the resolution characteristics of the
EOIPL. Imaging chain model represents an EOIPL by considering spatial,
spectral and radiometric resolutions. RER determines spatial and spectral
resolutions of the EOIPL, while SNR calculation represents the spectral and
radiometric resolutions. GSD is related with spatial resolution. Simulated
resolution types included in IQA program are given as [19]:

e Spatial resolution: the ability to distinguish two spatially separate objects
on the ground,

e Spectral resolution: ability to differentiate the difference in the albedo of
the same ground objects with different wavelengths, also determined by
the number of spectral bands used while splitting spectrally the radiance
received from the object,

e Radiometric resolution: the ability of a remote sensing system to
distinguish the difference in the intensity of the radiant energy from the
object to the EOIPL, determined by the level of quantization of the
converted electrical signal from radiant energy.

NIIRS is released by Imagery Resolution and Reporting Standards (IRARS)
Committee in 1970’s. NIIRS scale is used to understand the communication
between image interpretability and physical image quality parameters. The first
NIIRS scale was used to determine imaging performance of the EOIPL
operating in visible band. Between 1994 and 1999 NIIRS scales covering IR,
MS (Multispectral) and radar systems were published [12]. Visible image
interpretability scale released in March 1994 while Multispectral Imagery
Interpretability Rating Scale released in February. Leachtenauer stated that MS
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NIIRS is currently under development [12]. NIIRS levels define various
interpretation task descriptions used by intelligence community. Exploitation
tasks that can be performed on the image is defined with NIIRS rating [30, 13].

General Image Quality Equation (GIQE) is an empirical model that was
developed in 1980s by IRARS Committee [15, 12]. NIIRS performance is
predicted by using GIQE model by the functions of scale, expressed as GSD;
sharpness, calculated with RER and spectral resolution, by Signal-to Noise
Ratio [15]. Three validation cases of GIQE v.4. are indicated in Table 2.3.2.
Linear regression method was used between calculated and observed GIQE
datasets. Visible band calculations have differ from observations with 0.212
standard error for casel and 0.307 for case 2 [12]. Also it is stated that the
standard error of GIQE is £ 0.3 NIIRS for visible band [14, 29]. 0.986 and 0.934
R? values represent good consistency of the GIQE v.4 equation in visible band.
On the other hand 0.80 R? and 0.38 standard error for IR band shows GIQE is
not sensitive to IR band as it is to visible band. Considering the literature, the
standard error of GIQE v.4 calculations are accepted as + 0.3 NIIRS for visible
band and + 0.4 for IR band [12, 29, 30]. Version 4 of the GIQE equation is given
with coefficients presented in [15]:

G
GIQE v.4 = cy + ¢110g19(GSDgpy) + ¢, log1o(RERgy) + 3 SNR +c,H Eq 217

where GSDg): Ground Sampling Distance geometric mean, RER;,: Relative
Edge Response geometric mean, SNR: Signal to Noise Ratio, G: noise gain, H:
overshoot ratio.

Table 2.3.1. GIQE v.4 coefficients for visible imagery.

Coefficient Set Co cq c c3 Cy
RER;y <0.9 10.251 | -3.16 | 2.817 | -0.334 | 0.656
RER;y,> 0.9 10.251 | -3.32 | 1.559 | -0.334 | 0.656
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Table 2.3.2. Validation cases of GIQE v.4. Equation [15, 12].

Case 1l Case 2 Case 3
System Parameter i i i

min max min max min | max
Band visible | visible | visible | visible | IR IR
GSD (inch) 3 80 3 238 3 238
RER 0.2 1.3 0.2 1.3 0.2 |13
H 0.90 1.90 0.90 1.39 0.9 | 1.39
G 1 19 1 19 1 19
SNR 2 130 2 130 2 130
R? 0.986 0.934 0.800
Standard error 0.282 0.307 0.380

2.3.1 Ground Sampling Distance

GSD is defined as the projection of the distance between the center of two
adjacent pixels on the object plane as illustrated in Figure 2.1.3.1. Spatial
resolution and the details of the objects decrease as the GSD increases. GSD
is depending on altitude, focal length and pixel size parameters. According to
the definition in GIQE v.4. model IQA program calculates the GSD term as the
mean of the along and across direction GSD values with the following equations
[16, 30]:

hp
GSD = Eq 2.18
ferr
GSDgy = \/GSDalong GSD,cross Eq. 2.19

where GSD: Ground Sampling Distance, f,: effective focal length, h: altitude,
p: pixel pitch size.

2.3.2 Sampling, Sampling Quality and Aliasing

EOIPL samples the scene as a digital number depending on the pixel size.
Sampling limits the resolution by spatially averaging the radiance reflected
inside the GSD area on the ground. The number of object details that end-user
can distinguish decreases as the sampling interval increases. Each digital
number on the image matrix represents the average radiance fall over a
detector sampling pitch. Properties of the sampling can be clarified better by
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assuming an object that has a wave pattern. To distinguish the characteristics
of this sinusoidal object, there should be at least one pixel on the detector plane
for each maximum and minimum radiance points on the object. Minimum
sampling limit that ensures recognition of the scene details is defined as Nyquist
sampling. The degradation of the wave pattern because of the insufficient
number of pixels is defined as aliasing. To avoid aliasing the sampling
frequency of the EOIPL must be less than the NSF. Sampling Spatial
Frequency (SSF) equals to reciprocal of the pixel pitch size. NSF is defined as
the half of the SSF which is expressed as [9]:

1
fsampling = 5 Eq. 2.20
fsampling Ea. 221
fNyquist = > q. 2.

where fsampiing 1S SSF limit, fyyquise IS NSF

On the other hand, spatial frequency limit of an EOIPL may be originated from
the optical design limits. Maximum spatial frequency resolution of a circular
aperture that can resolve two point objects is defined as Sparrow criterion [14].
The Diffraction Spatial Frequency (DSF) limit of the EOIPL is given as:

D

— Eq 2.22
Amean feff T

foptics =

where D is M1 mirror diameter, A,,.q, is mean wavelength of the band, f..; is
effective focal length.

Sampling Quality (Q) parameter is defined as the ratio of SSF limit to the DSF
limit. During EOIPL design steps the value of Q is optimized to ensure the
image quality performance characteristics that meets the end-user needs. As
the diffraction limit increases the resolution of the image is limited by the optics.
The optics blurring effects become dominant on the final product. On the other
hand for a lower SSF limit than the DSF limit the end image becomes more
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pixilated and aliased. In Figure 2.3.2.1 the cases that occur during Q parameter
optimization is adduced. Sampling quality parameter is expressed as [14]:

o = Lremeiing Eq.2.23
f optics

é.

A"////

Resolution is Resolution limits Resolution is
optics limited properly balanced detector limited

Figure 2.3.2.1. Balancing Q parameter in EOIPL design Characteristics of
the image quality is depending on whether the spatial resolution is
limited by optics or detector [14].

2.3.3 Modulation Transfer Function and Relative Edge Response

MTF represents the EOIPL modulation (contrast) transfer capability depending
on the spatial frequency inputs ranging from zero to infinity. It is used to
describe how the imaging chain degrades the modulation through the imaging
chain. MTF is defined as the absolute value of the complex Fourier transform of
the PSF. Typical MTF decreases gradually depending on spatial frequency
increment. At system spatial frequency limit MTF is equal to 0 while MTF is 1 at
zero spatial frequency. MTF is evaluated as the mean of the along and across
scan direction RER parameters in IQA program by considering GIQE v.4 model
[12]. The system MTF is calculated over normalized spatial frequency ranging
from zero to system cut off spatial frequency [14]. Nyquist Spatial Frequency
(NSF) is defined as the half of the sampling spatial frequency. MTF value of the
total system is indicated as the value of the MTF at NSF. Total system MTF at
NSF is defined as the products of the subcomponent MTF values at NSF. The
MTF breakdown of the payload and satellite level MTF calculations included in
IQA are presented in Figure 2.3.3.1. Payload level MTF is the product of optics
MTF and detector MTF. Satellite level MTF is calculated by degraded payload
MTF by atmosphere turbulence and platform stability errors.
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Figure 2.3.3.1. Satellite level MTF breakdown of IQA program includes
payload, atmosphere turbulence and platform stability degradations.

Optics system MTF of IQA program consists of diffraction, tolerance WFE
(Wave Front Error), mirror rms WFE and defocusing breakdowns as
represented in Figure 2.3.3.1.

MTFoptics = MTFdiffraction MTFtolerance MTE

rmSmirror

MTFuerocus  Eq. 2.24

In a perfect EOIPL system image radiance distribution is equal to the object
radiance distribution with delta function PSF. Due to the nature of the light, the
width of the PSF widens and the image quality degrades. According to
Huygens’s principle during the propagation of a wavefront each points on that
wavefront acts like a source of spherical waves. By adding these spherical
waves propagating waveform is acquired. When the wavefront passes through
the aperture of an EOIPL its form becomes deformed by the edges of the
aperture by diffraction. Aperture geometry of the EOIPL is defined as the
aperture function that has a value of 0 for the spatial locations that reflects and
diffracts light, one for the locations where there is no disturbance on the
wavefront geometry. Incoming electric field strength after passing the aperture
is given by [14]:
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ikR

o~ W(t=to) oo (o e
E(x,y) = Tf f Ey (xo;)’o)A(xo;)’o)deodyo Eq 2.25

where R is the propagation distance, A(x,,y,) is the aperture function,
E, (x0,¥0) is the incoming electric field, w is the harmonic field frequency, 4 is
the wavelength.

For the diffraction along a pinhole of an incident plane wave, aperture function
is delta function and E, (x,, y,) is constant. The diffracted light has a spherical
wave in this case. When the distance between the object plane and the
aperture is comparable with the size of the aperture, Fresnel diffraction pattern
is observed. It is also called near-field diffraction. The light passing through the
aperture is approximated as waves with parabolic shape. For the distances that
far away, the diffraction pattern is defined by Fraunhofer diffraction or far field
diffraction. For the far field diffraction case where R is greater than wavelength
the Fraunhofer diffraction of the light field is equal to the Fourier transform of the
aperture geometry function at x, = x/AR and y, = y/AR. For the imaging chain
applications because of the fact that altitude is far more than the wavelength
order of the spectral band, Fraunhofer diffraction approximation is used to
simulate the light passing through the edges of the aperture geometry. Intensity
of the light is the square of the electric field by definition.

2

E
I(x;)’): |E(x1y)|2:(/—l—I§)2|A(x01yO)|2 Eq226

where R is the propagation distance, A(x,,y,) is the aperture function,
E, (x9,v,) is the incoming electric field, 4 is the wavelength.

The diffraction PSF is depending on aperture function:

PSFaiffraction(®,¥) o [A(xg, ¥o)|? Eq 227

For the circularly symmetrical central obscured aperture geometry the PSF is
defined as:
28
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EynD?\’ D Dyps\ 2 D,ps
PSFaiffraction () =< o? > [somb( ad )—(—b) somb(ﬁ)l Eq. 2.28

42 ferr Aferr D Aferr
2], (nt
somb(t) = ];(tn ) Eq 2.29

where D is the M1 mirror diameter, E, is incoming electric field, 4 is wavelength,
fers is effective focal length, D, is obscuration diameter, x is spatial position,

somb(t) is sombero function, J; is Bessel function of the first kind.

MTF is defined as the absolute value of the Fourier transform of the PSF
function.

MTFdiffraction (f) = [FT {PSFdiffraction (x)}] EQ- 2.30

Diffraction MTF for circularly symmetrical obscured aperture is calculated over
normalized spatial frequency on DSF by using following equation [31]:

2[A+B+C
MTFdiffraction(f) = {E [ﬁ]} Eq 2.31
A(f) = cos™'(f) — fy1— f? ;0<f<1 Eq. 2.32
'f f f, f?
BU)Z{IEZ<COS_1E_; 1_e_2> o=l Eqg 2.33
q. 2.
k 0 ; f>e
c(f) .
[ _pe 0< f< —¢
I ) = >~
= —nez+esin(¢)+%(1+e2)—(1—ez)tan‘l(it:tan%);1;eS fSl-;e Eq 2.34
0 ;f>1;-e
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Eq. 2.35

Eq 2.36

where A, B, C and ¢ are obscured diffraction MTF constants, e is obscuration
ratio, D is the M1 mirror diameter, D,,s iS obscuration diameter, f is normalized
spatial frequency.

Wavefront errors are modeled as the degradations in the ideal spherical wave
functions and defined by wavefront deviations (denoted as W(x,y)). Pupil
function is defined as the combination of the wavefront deviation function and
aperture function.

P(x,y) = A(x,y)e W) Eq. 2.37

where P(x,y) is pupil function, A(x,y) is aperture function, W (x, y) is wavefront
deviation function.

According to the Rayleigh’s Rule on quarter wavelength for the cases wich
W(x,y) is smaller than the quarter of the wavelength, image quality is not
affected by wavefront errors. In general, the wavefront errors change the PSF
over the image plane. This is violating the LSI rule of the imaging chain
simulations. IQA program simulates the image quality parameters and the
image simulations of an EOIPL which is in the preliminary design steps. WFE
degradations are represented by using statistical models in IQA program. Root
mean square of the statistically derived wavefront deviation function is used for
the estimation of the image quality degradations of wavefronts in this step.
Tolerance WFE and mirror rms WFE MTF’s are calculated by using Hufnagel
statistical model for aberration MTF. The cut off input spatial frequency of WFE
MTF calculations are defined with diffraction limit. IQA program simulates the
WFE degradation with following equation [14]:
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MTFyre(f) = exp ((ZnWFE)Z(l —exp (—4 (%) )) Eq. 2.38

where WFE is the root mean square of the wavefront deviations, | is the
correlation length of the roughness of the surface.

Also the defocusing degradation MTF are calculated over normalized spatial
frequency on diffraction cut off spatial frequency by using Shannon’s
approximation in IQA program [14]:

2/1[8mWpp f (1 = f)]
8TWypf (1~ f)

MTFgof0cus(f) = Eq. 2.39

where W, is peak to peak wavefront error, J; is Bessel function of the first kind.

Detector MTF in IQA program is calculated by degrading the footprint MTF with
detector smear and diffusion as given in Figure 2.3.3.1.

MTFdetector = MTFfootprint MTFdiffusion MTEs‘mear Eq. 240

Each pixel on the detector array is spatially averaging the radiance falling on
pixel pitch size. For the detector types with square pixel shape, the foot print
PSF is defined as:

X
PSFrootprint (x) = rect (5) Eq 241

where p is pixel pitch size, rect(x) is rectangular function.
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Footprint MTF is calculated over the normalized spatial frequency on SSF by
using following equation [14]:

MTFfootprint (f) = sinc(pf) Eq 242

where p is pixel pitch size.

Photo-electrons generated inside the substrate of the detector well are
randomly diffusing until they find themselves in different well they were
generated. Random directional diffusion of photo-electrons cause degradation
of the image quality. Sieb’s model for diffusion MTF is calculated over
normalized spatial frequency on sampling cut off spatial frequency by using
following equation [14]:

exp (_aabs (A)LD)

1 —
14+ ag,s(D)L()
MTFgifpusion(f) = ) exp(—if:bs(l)LD) Eq. 243
1+ agpsDLyigs
Lairy
L) = 2 Eq. 2.44
1 + (ZT[Ldlfff)

where a,, is the absorption coefficient of the detector material, L, is the
depletion width and L is the diffusion length.

Exposure time of one pixel is defined as the integration time. Serial readout
difference of pixels causes degradation for each pixel in the imaging chain. This
degradation is defined as detector smear MTF and it is calculated over
normalized spatial frequency on sampling cut off spatial frequency by using
following equation [14]:

MT Fgnear (f) = sinc(dsmearf) Eq. 245
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where dg,,..r IS defined as the detector smear error.

The random fluctuations in the refractive index through light path cause
deviations in the wavefront direction. Among such a distance of an altitude in
the order of kilometers, these random fluctuations are calculated over a
rectangular PSF with atmosphere smear degradation factor in IQA program.
Atmosphere degradations on the MTF are calculated by using spatial frequency
normalized on sampling cut off spatial frequency. Atmosphere degradation MTF
included in IQA is given as the following relation [20]:

MTFatmosphere (f) = sinc(dgemf) Eq 246

where d;,, is the atmosphere smear error.

datmosphere

Figure 2.3.3.2 Atmosphere degradations due to random refractive index
fluctuations in IQA program are simulated by spatially averaging the
radiance data on each pixel.

Platform stability degradations are evaluated by taking into account of smear,
jitter and TDI (Time Delay Integration) MTF degradations as expressed in
Figure 2.3.3.1. Satellite smear is originated because of the spatial averaging of
light over the area on the detector plane that scanned with linear velocity error
among integration time. Satellite smear PSF is defined as the rectangular
function. Satellite smear degradation is calculated over normalized spatial
frequency on sampling cut off spatial frequency by using following equation [14]:
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MTFsmear(f) = Sinc(dblurf) Eq' 247

Apiur = vimgTint Eq. 2.48

where dy,;,,, is the platform stability smear error, V;,, is the velocity mismatch
along boresight, T;,; is the integration time for each pixel

vaJ

Vimg Tint

Figure 2.3.3.3 Linear motion error is defined as the spatial averaging of the
distance which is determined by the product of the velocity mismatch
along the boresight and the integration time in IQA program.

Platform jitter motion is defined as the random motion in each direction of the
satellite with high frequency. Gaussian distribution function is used for the
definition of the platform jitter motion PSF.

f2
1 52
PSFijrer (f) = ————e 20jitter Eq 2.49
s O-jitter V21

where gj.., is the jitter motion standard deviation.

By taking the absolute value of the PSF, jitter MTF degradation included in IQA
program is calculated over normalized spatial frequency on sampling cut off
spatial frequency by using following equation [14]:
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MTFer () = exp(—=2(n0jiscer f)) Eq. 2.50
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Figure 2.3.3.4. Effects of the random motion errors on image quality is
defined by the Gaussian distribution function in IQA program [20].

Due to the clocking rate mismatches, packet of charges are not always
synchronized with the velocity of the image plane in TDI imaging. This
mismatch brings out blurring in the image. TDI MTF degradation in IQA program
is calculated over normalized spatial frequency on sampling cut off spatial
frequency by using following equation [14]:

p
Veharge = T. Eq 251
int

derror = abS(Vobject - Vcharge) Eq- 2.52

where p is the pixel pitch size, T, is the integration time of a pixel pitch, Vpqrge
is the velocity of a charge packet, V,,j.. is object velocity, d.. . is the
boresight stability error.

Sin(ﬂ TDI derrorf)

Eqg 2.53
TDI sin(mw TDI derrorf) ¢

MTFTDI(f) =

35



where TDI is the number of TDI steps.

MT Fpiatform = MT Fypear MT Fjjtrer MT Frpy Eq. 2.54

Linear detector array
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Figure 2.3.3.5. TDI degradation arises because of the clocking rate
mismatches in the FPA [21].

Sharpness transfer degradations of the object radiance matrix due to the links in
the imaging chain are represented by RER (Relative Edge Response). The
edge response of a step function object is defined as Edge Response Function
(ERF). RER is the difference between the half pixel shifted ESF values from the
sharp edge transition. To evaluate relationship between MTF and RER value,
convolution and the Fourier Transform of the imaging equation are calculated.
Measurement of the RER and MTF values are held by using knife edge targets
according to the ISO 12233 standard [28]. A knife edge target calibration site at
McMahon-Wrinkle Airport in Texas is given in Figure 2.3.3.6.
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Figure 2.3.3.6. Knife edge targets are used for MTF and RER measurement
from space [32].

Derivation of the RER function for a EOIPL system is given with following steps.
The diffraction limited resolution of the EOIPL is represented with the DSF limit
in the Fourier domain. Spatial position is defined as one divided by spatial
frequency. Imaging equation can also be expressed in the terms of the
dimensionless ratio of laterally changing distance in the imaging plane and the
spatial position diffraction cut off limit [14].

i(v) = o(v) x PSF(v) Eq. 2.55
Afers
Xoptics = l; Eq 2.56
z
v=m Eq.2.57
xoptics

where x,,i.s IS the spatial position diffraction cut off limit, v is dimensionless
ratio of laterally changing distance in the imaging plane and the spatial position

diffraction cut off limit, i(v) is the image radiance distribution, o(v) is the object
radiance distribution.

The step function object input can be visualized as a sharp edge transition. The
Edge Response Function (ERF) is defined as the image output of the EOIPL
with step function object input [33]:

ERF(v) =i(v) Eq. 2.58
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(0 v<oO
o(v)—{1 0> 0 Eq. 2.59

where ESF(v) is the edge spread function, o(v) is the object radiance
distribution.

MTF is defined as the absolute value of the Fourier Transform of the PSF. By
using the convolution of Fourier transform identity image radiance spectrum can
be calculated as the product of the MTF and object radiance spectrum (Fourier

transform of the step function in this case). By taking the inverse Fourier
transform of the image radiance spectrum, one can calculate ESF function as
following:

I(w) = O0(W)MTF(w) Eq. 2.60
W f o w
2 foptics Zﬂ'feff
D
Eq 261
f=ot
D

where w is the double amount of the normalized spatial frequency of the EOIPL,
f is the spatial frequency, I(w) is image radiance spectrum, O(w) is object
radiance spectrum, f..r is the effective focal length, D is the M1 mirror
diameter.

The ESF is also can be expressed as the inverse Fourier transform of the
image spectrum of the step function object input degraded by MTF function [33]:

ESF(v) = i(v) = IFT(I(W)) = IFT(0O(W)MTF (w)) Eq.2.62

The object function spectrum is given as the Fourier transform of the step
function input:
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FT(0(v)) = 0(w) = mé(w) + % Eq. 2.63

ESF is calculated by taking the inverse Fourier transform of the MTF and object
spectrum product [33].

ESF(v) = f : {o(w) = n5(w) + %} MTF(w)e™” dw

Eq. 2.64
1 (® MTF(w) 7

T[+—,f ———eWrdw
i) o W

There are two constraints of the ESF derivation. MTF is O outside the
normalized spatial frequency cut off and 1 for zero normalized spatial

frequency. ESF is 1 at infinity normalized distance. By using Drichlet Integral
identity and Euler formula, ESF function is calculated as:

MTF(w)

1 MTF(w
ESF(‘U)=T[+7.[ ( )cos(wx)dw J- —sin(wx)dw Eq. 2.65

© sin(vx)

lim

X— 00

dx = nf(0) Eq. 2.66

— 00

Second term of the equation is eliminated because of the fact that integral of an
odd function equals to zero. % normalization factor comes from the constraints.

© MTF(w
ESF(v) =+ f #sin(wv) dw Eq. 267
lim ESF(v) = 1, Eq. 2.68
vV—00
1 1 (2 MTF(w
ESF(v) = > + —f #sin(wv) dw Eq. 2.69
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By substituting the distance normalized on diffraction resolution and normalized
spatial frequency values to the equation, ESF depending on lateral distance can
be derived.

wv = 2L T fopticsZ = 2TfZ Eq 2.70
foptics
1 feutoff MTF(f) f
ESF(z) =—+f ——sin(2m z)d<2—

2 0 T2 L f foptics Eq’ 2.71

foptics

1 fcutoff MTF
ESF(z) = >+ f %sin@nfz) df Eq 272

0

Lateral distance z is converted to pixel displacement to find ESF depending on
pixel position. Edge Response Equation (ERQ) depending on pixel
displacement is calculated as in following equation [14]:

z=pxd Eq 2.73
1 fcutoff MTF
ESF(d) = 3 + f #sin@nfpd) df Eq 2.74
0]

where d is pixel displacement, p is pixel pitch size and z is the laterally changing
distance on the detector plane.

Leachtenauer defines f....s; as the optics cut off normalized to the effective
sample spacing [12]. ESF is calculated over normalized spatial frequency on

sampling cut off spatial frequency y = i For Q>1 EOIL system f.,.o¢ is equal

to f optics -

1 feutof f MTF()/) ]
ESF(d) =+ sin(2rfpd) d(fier V) Eq 2.75
2 0 ny fdet
Ve MTF (y) Eq.2.76

ESF(d) =m + f sin(2rndy) dy

0
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f Eq.2.77

foptics

14

where vy is the normalized spatial frequency on DSF limit.

RER parameter is calculated by using following equations in IQA program [8,
34-37]:

RER = ESF(0.5) — ESF(—0.5) Eq. 2.78

Y@ MTF (y)

RER = ZJ sin(my) dy Eq. 2.79

0

It is important to note that, even for the system design solutions including the
same MTF value at NSF the area under the MTF graph could differ for different
links in the imaging chain. It should be considered that considering the RER
parameter for evaluating the contrast transfer quality of the EOIPL provides
more reliable information than considering the MTF value at NSF.

2.3.4 Signal to Noise Ratio (SNR) Calculation

SNR is used in evaluation of the radiometric resolution of the EOIPL systems in
IQA program. For the case where the noise fluctuations are more than the
signal levels coming from the scene, the objects in the image become
indistinguishable. SNR is defined as the ratio between signal level electrons to
the background noise level electrons [14]:

Eq. 2.80

IQA program simulates the image quality of an EOIPL which is operating in a
satellite system imaging in visible band. SNR is depending on the imaging
geometry, atmosphere conditions, total spectral transmission data of the EOIPL
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and integration time parameters. Integration time of a satellite EOIPL in orbit is
defined as the required time for collecting light reflected from the GSD area. It is
calculated depending on the satellite ground velocity and the GSD. The orbit
scheme of a satellite is demonstrated in Figure 2.3.4.1.

AN _Earth 7

S omit

Figure 2.3.4.1. Orbit scheme of a satellite.

From the equality of the centripetal and gravitational forces, orbital velocity of
the satellite can be derived by following equations.

2
msatVorb _ Ggrav (msatmearth)

= Eq. 2.81
Dearth +h (Dearth + h-)z
g * Megrtn
Vorp = |[——m , 2.
orb Dearth +h Eq 282

where mg,; is satellite mass, m,,,, is earth mass, D, IS earth radius, V,,, is
orbital velocity of the satellite, h is altitude, g is gravitational constant.

By using the similarity identity between orbital and ground velocities from Figure
2.3.4.1 the ground velocity of the satellite can be derived. Integration time is the
ratio between GSD and ground velocity of the satellite.
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Vorb _ Dearth +h

Eq. 2.83
Vgrnd Dearth 7
DearthVorb
% =— Eq. 2.84
grnd Dearth +h 7 g
GSD
int =7 Eq. 2.85
Vgrnd

where V.4 is the ground velocity of satellite.

SNR is calculated by the ratio of predicted number of signal electron to number
of noise electron. Signal electron is generated by weighting the input irradiance
spectrum derived from MODTRAN (Moderate Resolution Atmospheric
Transmission) by imaging chain design parameters. Integration time, number of
TDI step, altitude, GSD, diameter of M1 mirror, diameter of obscuration and
spectral response of the EOIPL are the factors that are considering during
signal calculation. Radiant flux reaching the entrance aperture of the camera is
calculated by integrating the spectral radiance, aperture and solid angle product
[38].

Amasx SD* m
d)aperture :f L(/l) h2 (ZD (1 _e))dﬂ' Eq. 2.86

lmin

where L(A) spectral radiance, h is altitude, D is M1 mirror diameter, e is the
obscuration ratio, 1 is wavelength.

Radiance flux reaching the imaging plane inside the camera is calculated by
addition of telescope transmission spectrum as a weight factor to the integral
[39].

Amax 2

d)image = L(A) 2

)Lmin

(202(1 ~ ) ) TT(dA Eq. 2.87
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where TT (1) is the total spectral transmission.

Radiance flux reaching the detector during integration time within number of TDI
steps is calculated by using following equation [14].

GSD* i
. (—D (1—e))TT(,1) TDI Tinefractordd  Eq. 2.88

A’max
Daetector = j L(/l) 4

)lmin

where TDI is the number of TDI steps, T;,, is integration time of a pixel, frqctor
is the fill factor of the detector array.

Number of photons reaching the detector plane is calculated by dividing
radiance flux reaching the detector plane to photon energy. [16]

GSD?
Amax TL(A) (%Dz(l - e)TT(/l)f}"actOT)
Npnoton = f Tine TDI e dA  Eq. 289
Amin 5
A

Number of signal electrons generated at the detector from the scene is
calculated by adding the filter spectral transmission and spectral quantum
efficiency to the integral [14].

GSD? T
Amas =L (707 = &) T fractor)
Signal = Tint TDI dA Eq. 2.90
h
Amin _pC
A
TT(A) = QE(A) * FT(A) xTT(A) Eq. 291
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The electrons generated due to the photon collection at detector pixel surface
are digitized as voltage at ADC (Analog to Digital Converter). Quantum step
equivalence used in scaling the signal electron count to digital counts [16].

Fwc
=G — Eq.2.92
QSE = Ge —p q
DR =2V -1 Eq.2.93
ts=1i t(Sig"al) Eq.2.94
counts = n QSE q. <.

where QSE is quantum step equivalence, G is the conversion gain, N is level of
quantization, FWC is full well capacity, DR is the dynamic range.

Total noise variance is calculated as the summation of the variance of each
noise subcomponents because of the fact that random noise contributors are
independent. Photon noise, read noise and quantization noise are calculated as
the noise subcomponents of the EOIPL. Photon noise is observed because of
the random arrival time of the photons on the detector surface within integration
time. Photon noise is simulated as Poisson distribution and the photon noise
variance is equal to the number of signal electrons. Another noise contribution
is read noise. Detector voltage variances give rise to read noise. Quantization of
signal into digital counts brings uncertainty to the actual signal electron count
level as quantization noise [14].

Noise = /Signal + RN% + QN?2 Eq. 2.95
QN = eF Eq. 2.96
- \/ﬁ q. .

where QN is the quantization noise, QSE is quantum step equivalence.

SNR at constant albedo is defined as the ratio of the target signal to standard
deviation of the noise at constant albedo [40].
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_ Signal,

SNR, =
" Noise,

Eq 2.97

In GIQE v.4. SNR is defined as the ratio of the DC differential scene signal level
to rms electrons of noise. DC differential scene is defined as the difference in
the detector output between two Lambertian surface with different albedo
values. QIQE v.4. assumes that these two Lambertian target have 7% and 15%
albedo. SNR calculation included in IQA program is given with following
equation [12, 38, 40]:

Signaly—q15 — Signal,—g o7

SNRGIQE = Eq. 2.98

Noiser—g1s

2.4 Image Simulation Module

Image simulations are necessary to demonstrate the relation between the
physical degradation links in the imaging chain and to acquire better
understanding of how image quality parameters effect the final image [41, 42].
Specifying the EOIPL system tradeoffs during the design steps is one of the
important applications of image simulation utilization. Especially for determining
the requirement sets for image quality performance metrics of specific
applications image simulations are used. Also image simulations are
employable during mission planning activities. Same EOIPL system even differs
in performance for different dates of the year, atmospheric conditions and SZA
(Sun Zenith Angle) values because of the fact that imaging geometry includes
two-path light propagation. Mission tasks can be simulated by using image
simulations to have better estimation of acceptable acquisition dates and
conditions [38].

IQA program image simulation module applies imaging chain model to a sample
image with higher spatial frequency than simulated EOIPL system.
Polychromatic MTF application, GSD resampling and noise addition are the
main steps of the function. Image simulation module algorithm included in IQA
program is given in Figure 2.3.41. Conversion of DN values of image data to
real physical parameters is necessary to observe the image quality degradation
on the sample image. Radiance value of each pixel on the sample image data
was calculated by first estimating the albedo levels of each pixel than by
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applying MODTRAN generated radiance data to the simulated albedo values.
After generating radiance dependent sample image polychromatic MTF is
applied to the radiance data. Degraded polychromatic radiance data is
converted to photo-electron count for each pixel by taking weighted sum of
polychromatic radiance data with total spectral transmission data. Number of
noise electron is applied to the image by using uniform distribution function.
Finally resampling based on GSD calculations and quantization conversion to
radiance dataset are applied to obtain digital counts of the simulated image [10,
16, 38, 43].

Input Image

Input DN to TOA Radiance
Conversion

Polychromatic MTF Application to
TOA Radiance

Degraded Radiance to
Photoelectron Count Conversion

GSD Resampling

Noise Addition

Photoelectron to DN Conversion

Figure 2.3.41. Flow chart of the image simulation process depending on
GIQE model simulated by IQA program.

2.4.1 Digital Number to Band Average Albedo Conversion

Input sample image consists of 2D DN matrix. To evaluate the effects of
imaging chain on the sample image, DN values of each pixel should be
converted to data which represents real physical quantities. The term albedo
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which means white originally in Latin language is defined as the amount of the
sun light which is reflected from an object. Surface spectral albedo is defined by
[44]:

/12 /12
f,11 Euxld/1 f,11 p/lEg/ld/1
= 7, = »
Jy Egadd [ 7 EgadA

1 Eq. 2.99

where E;is upwelling spectral irradiance emitted from the surface, Eg, is the
downwelling spectral irradiance on the surface.

ECOSTRESS version 1.0 Spectral Library which was released in 2018 by
NASA Jet Propulsion Laboratory (JPL) , is a spectral surface albedo library of
man-made and natural materials. For calculating the albedo values of each
pixel position albedo data of “Construction Tar (0100UUUTAR)” and “Asphaltic
Concrete (0425UUUASP)” materials are selected from ECOSTRESS spectral
library provided by NASA JPL. Asphaltic concrete is defined as variegated
asphaltic concrete with mostly limestone and some quartz aggregate with rough
and black in color. On the other hand, construction tar is defined as black and
glossy. The albedo values of two materials are shown in Figure 2.4.1.1.

U O U»n

——0425UUUASP
o ——0100UUUTAR

Albedo (%)
=R NN

o

o un

0.4 0.6 0.8 1
Wavelength (um)

Figure 2.4.1.1. Spectral surface albedo data of 0425UUUASP and
0100UUUTAR downloaded from ECOSTRESS spectral library [16].
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From the input sample image, the pixel areas containing 0100UUUTAR and
0425UUUASP materials are selected to find the ratio between the surface
albedo and DN value of simulated spectral band at mean wavelength. To
convert the DN to the albedo, two dimensional DN matrix is multiplied with
mean albedo conversion ratio. PAN (Panchromatic) band mean albedo data
matrix is calculated as adding the red, green and blue band mean albedo data
matrixes with the same weight [16]. Global albedo measurement reflected from
earth surface taken by MODIS (Moderate Resolution Imaging Spectrometer) of
NASA is given in Figure 2.4.1.2.

Albedo
[ |
0 0.1 0.2 0.3 0.4

Figure 2.4.1.2. Global albedo measurement taken by MODIS [45].

2.4.2 Band Average Surface Albedo to TOA Radiance Conversion

Band average surface albedo is converted to TOA radiance for introducing the
input sample image spectral characteristic. Spectral radiance viewing a
Lambertian target at detector pixel is expressed as [16, 46-48]:

_ A)pa B(A)pe
L) = 5 — s T oS D + Lys () Eq. 2.100
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where p.is average albedo of the background region, S(1) is the spherical
albedo coefficient of the atmosphere, L,s(1) is the back-scattered radiance
coefficient from the atmosphere, A(A) is the coefficient of downwelling solar
radiation that reaches TOA after reflected from the object, B(A) is the coefficient

of downwelling solar radiation that finds its way to TOA after reflected from
background.

Nadir

“rov

Ground

Figure 2.4.2.1. Light paths included in MODTRAN simulation atmospheric
model scheme.

Spectral radiance is also expressed as the summation of the reflected signal
and haze terms from the atmosphere [10, 16].

L(x,y) = pa(x, y)Ls(A) + Lp(A) Eq. 2.101

where the signal and the haze tems are expressed as:

A

=TS0

Eq.2.102
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B(A)p.

L) =1, 5

+ Ly (D) Eq. 2.103

Moderate Resolution Atmospheric Transmission (MODTRAN) radiative transfer
code released by Air Force Research Lab. (AFRL) is used to generate signal
and haze terms of the spectral radiance. MODTRAN code calculates radiance
at a specific path through an atmospheric model. Self-emission of the
atmosphere, scattering by solar or lunar radiance, solar irradiance through the
path to space and multiple scattering from sun or atmosphere in the path are
the main contributors of the radiance simulations of MODTRAN. Physical
parameters like pressure, temperature, extinction coefficient and molecular
absorption are defined for 33 atmospheric layers up to 100 km altitude. Also
aerosol models are applied to simulate the particles in the path. Following
atmospheric models are included in MODTRAN:

e 1976 US Standard

e Tropical (15" North)

e Mid-latitude Summer (July, 45" North)

e Mid-latitude Winter (January, 45" North)
e Subarctic Summer (July, 60" North)

e Subarctic Winter (January, 50 “ North)

Ground Reflected (GRND RFLT) and Solar Scattered (SOL SCAT) (denoted by
Lsr(1) and Lgs(1)) columns in the standart MODTRAN output file represents
the haze and signal terms.

A(D)p,
= —— Eq. 2.104
__BAp.
LSS(A) = TBS(/‘{) + Lbs(/l) Eq 2.105

Path terms of the radiance data for same geometry and atmosphere conditions
can be calculated by using two data sets varying only with albedo values [16,
46].
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Lory (D) Lor,()

Paq Prq Eq. 2.106
S =
( ) LGRl(/’l) - LGRz(/l)
11
Pry  Pa, Eq.2.107
AQQ) = LGRl(/l)LGRZ(A) Lo 1) — Lon D)
1 2
1 1
(t55s @ ~ 150, ) (5 -5,
B(A) = Lgr,(DLgr, (1) L= Eq. 2.108
(Lory () = Lor, (D)
Lor.Lss, — Lggr. L
Lps(2) = 102 iz Eq.2.109

Lery (D) — Lgr, ()

After generating the path terms, for the specific atmospheric and geometric
conditions the spectral radiance for varying albedo can be calculated for each
pixel. In spite of generating pixel-by-pixel radiance data from MODTRAN, path
terms are calculated from MODTRAN outputs with different albedo values.
Finally a data cube for spatially and spectrally varying conditions (denoted as
L(x,y,A)) is generated. An example signal and haze spectral data generated
from MODTRAN is given in Figure 2.4.2.2.
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Figure 2.4.2.2. Example 40 SZA signal and haze data calculation by using
MODTRAN and IQA.
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2.4.3 Applying Polychromatic MTF to Spectrally varying TOA Radiance

Imaging equation in the Fourier domain can be expressed in terms of spatial
frequency (Ip/mm). Also the spectral width and resolution of the radiance
distribution are specified by bandwidth of the spectral band and the spectral
resolution of MODTRAN output data. Spectral and spatial frequency scales are
generated by considering input sample image spatial resolution, MODTRAN
radiance output spectral resolution and spectral band width of the band. Spatial
frequency increments of the spatial frequency scale is calculated by considering
the input sample image as [16]:

rx
A J—
fx px N, Eq 2110
Af, y
= Eg 2111
y py *Ny q

where r,, and r,, are the resampling ratios along x and y directions, p, and p,, are
the pixel pitch sizes along x and y directions, N, and N,, are the input image
dimensions along x and y directions.

Diffraction, Wavefront Error (WFE), defocusing and diffusion MTFs are varying
with wavelength. Especially for PAN band polychromatic effects are very
significant because of the big difference between initial and final wavelengths.
MTF is calculated for each wavelength element in MODTRAN output spectral
scale by considering also sampling quality (Q). Resolution scale of
polychromatic MTF is given in Figure 2.4.3.1.
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Figure 2.4.3.1. Spatial and spectral resolution scale of polychromatic MTF
is calculated by using MTF optimization parameters simulated in
GIQE model and spectral radiance data generated by MODTRAN
program.

Total system polychromatic MTF function is calculated by multiplying the
polychromatic MTF subcomponents modeled for each imaging chain link. Total
system polychromatic function is expressed as:

MT Foyeem (fer fy0A) = MTFope (oo £ A)- MT Faer (fo fy ) MT Fapmear (fes £y A oo Eq. 2112

Polychromatic MTF equations used during image simulation are given below in
Table 2.4.3.1. Each MTF subcomponent of the polychromatic MTF function
modifies the spatial frequency response of the EOIPL. Diffraction MTF is
calculated over radially symmetrical spatial frequency input. System spatial
frequency cut off is changing over simulated spectral channel. Diffraction MTF
for each wavelength increment is calculated separately to form polychromatic
diffraction. By using the main assumption that the EOIPL design is an LSI
system, aberrations are simulated as Hufnagel statistical aberration model with
radial spatial frequency input. On the other hand, detector footprint MTF is only
depending on imaging direction and given as the product of the MTFs for along
and across directions of scan. Diffusion MTF represents the change in the
photon absorption and the random walk of photoelectrons in detector well
depending on wavelength. By definition, it is not depending on scanning
calculation and calculated by using radially symmetrical spatial frequency input.
Platform smear motion is interpreted as linear motion errors in x and y
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directions while the platform jitter motion error is evaluated as the high
frequency random motion errors in boresight. Platform smear and platform jitter
MTF degradations are simulated by using spatially varying and radially
symmetrical frequency inputs, respectively. Atmospheric degradations in total
system MTF is evaluated by considering cloudlike blur in imaging plane and
calculated by using radially symmetrical spatial frequency input. TDI
degradations generated by the clock rate mismatch caused by boresight
instability is calculated over along scan direction only. Image plane rotations
caused during TDI steps are not included in IQA calculations.

Table 2.4.3.1. Polychromatic MTF equations included in image simulation
module of IQA program.

MTF Breakdown Equation
Diffraction MTFyif fraction (fr)
WFE MTFype(fr)
Defocusing MTFyefocus (fr)

Detector Footprint

MTFfootprint (fxrfy) = MTFfootprint(fx)MTFfootprint(fy)

Diffusion MTFyif fusion (fr)

Detector smear MTFear (fy)

Atmosphere smear MTFgemosphere (fr)

Platform smear MTF0ar (ﬁc, ]g,) = MTF 0 (fx)MTFsmear (fy)
Platform jitter MT Fjieer (fr)

TDI MTFrp; (fy)

Imaging equation in the Fourier domain contains TOA radiance spectrum which
makes essential to use the Fourier transform of the TOA radiance. It should be
noted that after taking the Fourier transform, radiance spectrum should be
moved to the center for applying the polychromatic MTF to the radiance
spectrum with the same spatial frequency scale [23]. In Figure 2.4.3.2, Fourier
transform and center shifting process representations are demonstrated.
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Figure 2.4.3.2. After taking the Fourier transform center of the TOA
radiance spectrum is shifted to match the scale of polychromatic MTF
function.

By taking the product of polychromatic MTF and TOA radiance spectrum,
degraded radiance spectrum is calculated. Schematic example of degraded
radiance spectrum generation is shown in Figure 2.4.3.3 TOA radiance
spectrum is simulated by using spectral

MODTRAN.
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MTF TOA Radiance Spectrum Degraded Radiance Spectrum

Figure 2.4.3.3. Degraded radiance spectrum is calculated by multiplying
MTF and TOA radiance spectrum simulations.

After application of the MTF degraded radiance spectrum is unwrapped from
central shift and inverse Fourier transform is applied to attain MTF degraded
radiance data.

Lacgraaea(%,y, ) = FT ™ {MTF(fy, £, )FT{L(x, y, D} Eq.2.113

where L(x,y, 1) is spatially and spectrally varying radiance data.

Finally by considering the total spectral transmission of the EOIPL, degraded
image radiance is calculated by taking the spectrally weighted sum of the MTF
degraded radiance data. Spatially varying degraded radiance is given as [16]:

A

A‘max
Ldegraded (x, y) = f/lmin Ldegraded (x,y, ) TT(A) da Eq. 2114

Amean

where TT (1) is total spectral transmission, 1,,.4, IS the mean wavelength and A
is wavelength.

2.4.4 GSD Resampling

Image radiance data is resampled to represent the spatial resolution of the

simulated EOIPL in IQA program. Spatial scale of the image radiance data
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should be resampled by using bilinear interpolation method. Bilinear
interpolation method is used to ensure the non-integer resampling ratio
resampling operations accuracy [14, 16].

2.4.5 Image Radiance to Photoelectron Count per Pixel Conversion

Image radiance to photoelectron count per pixel conversion included in IQA
program is given by following equation [10, 16]:

(1= e)(p?)(TDI * Tyne) | —— || (L(x, )
4x (=D Eq. 2115

hplanck c

Nphotons (x, y) =

Amean

where e is obscuration ratio, TDI is number of TDI steps, T;,; is integration time
of a pixel, f.sf is effective focal length, D is M1 mirror diameter, h,;q,cx IS Planck

constant, c is speed of light and A,,.,,, iS the mean wavelength.

2.4.6 Noise Addition to Photo-electron Count

Sensor noise is defined as randomly generated electrons during photo-electron
digital number conversion. Main contributors of the noise in the visible band for
Charge Coupled Device (CCD) sensors simulated in IQA program are:

i. photon noise,
ii.  guantization noise,
iii. read noise

Randomly distributed noise components are quantified by using the statistical
distribution standard deviation. Total noise variance is calculated as the sum of
each noise source variances if noise sources are independent. Total noise
standard deviation is defined as:
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— 2 2 2
Onoise (x, y) - On = \/nphotons (x, y) + Oquantization + Oread_noise Eq 2116

where nynotons (X, ¥) is photoelectron count, dgyantization 1S Quantization noise

variance and 62,4 noise IS read noise variance.

Photon noise arises because of the random fluctuations in the quantization
level. These random fluctuations are results of the differences in the arrival time
of the electrons to the detector well. Because of the fact that photon noise
shows Poisson distribution, photon noise variance is equal to the photo electron
count.

Oﬁhoton (x,y) = Nphotons (x, Y) Eq 2117

During the conversion of photo-electron count to digital humber, quantization
noise is generated during the conversion of signals into integer values. An
example for the gquantization noise is given in Figure 2.4.6.1. Four cases are
illustrated in the example. Although the photo-electron count for each cases are
different, the digital number remains constant. The uncertainty of the number of
photoelectron counts in the same digital number bin brings out the quantization
noise.

Case 1 Case 2 Case 2 Case 4

130 130 130 130

e” e” e”

129 |'© 129 | (e 129 |ie) (e 129 | &
e e e e e e e e
128 |e  le” 128 |e le” 128 |e” le- 128 e (e

Figure 2.4.6.1. Quantization noise example.

59



Quantization noise is expressed by using uniform distribution standard deviation
because each level of the quantization steps are uniformly distributed.
Quantization noise standard deviation is derived by following equations [14]:

1 1 2 1
Oy = x2dx — f xdx) - Eq 2118
uniform —[0 < . \/ﬁ

Where ayp;rorm iS Uniform distribution standard deviation.

FWwcC 1 FWC
Ogquantization = Ouniform DR = \/ﬁ DR

Eq. 2119

where FWC is full well capacity, DR is dynamic range and ogyantization IS
standard deviation of quantization noise.

Read noise (denoted as 0y.qq noise) €NSUed as a result of detector voltage
variations during reading output voltage. Total noise electron count of the
EOIPL is calculated by multiplying the total noise standard deviation with a
uniformly distributed random matrix between 0 and 1 with the same dimensions
as photoelectron count matrix. Noise added spatially varying photoelectron
count is expressed by [10, 29]:

Nnoise_added (x' y) = Nphotons (x, Y) + Tnd(x,y) (0:1) * Onoise (x: Y) Eq- 2.120

where rnd,,)(0,1) is matrix in the size of photon count matrix consists of
random numbers between zero and one, og,,i.(x,y) is total noise and
Nyhotons (X, ¥) photoelectron count.

2.4.7 Photoelectron Count to Digital Number Conversion

The final step of the IQA image simulation module is the conversion between
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the photo-electron count to digital number. At this stage the photo-electrons are
first converted to voltage. Then by using Analog to Digital Converter (ADC) the
signals are quantized to digital numbers. Quantum Step Equivalence (QSE) in
Figure 2.4.7.1 represents the scaling ratio of the number of photoelectrons to
digital numbers [14]. QSE is the product of the conversion gain and slope of the
digital number to number of photo-electrons in the detector well graph. Change
in the voltage during readout on each detector well is defined as conversion
gain. Conversion gain is depending on the detailed design of the EOIPL readout
circuit. In case of the conversion gain is not known, it is calculated for the case
that Focal Plane Array (FPA) is not saturated. QSE and Digital Number (DN)
are expressed as [14, 16, 21]:

G.FWC

QSE = tan(@) = DR Eq 2121
. Nyhotons (x, y)
DN (.X, y) =int QT Eq 2122

where G, is conversion gain, FWC is full well capacity, DR is dynamic range,
QSE is quantum step equivalence and n,p,0ns IS NUMber of photoelectrons.

Number of
e~ in the well

o
0 64 128 192 255

Figure 2.4.7.1. Quantum step equivalence is the slope between number of
electrons in the well and the DR.
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2.5 IQA Operational Flow and IQA Outputs

Edit Spectral Transmission Excel File

Edit IQA MATLAB Program

Run IQA Program

Select Spectral Transmission Excel
File

Generate GIQE v.4 Output

Generate Image Simulation

Figure 2.5.1. Operational flow of the IQA program.

In Figure , operational flow of IQA program is represented. Before running the
IQA program, spectral transmission excel file of the EOIPL must be edited and
emplaced on the folder that the IQA program existed as described in section
Spectral Transmission Data Input2.1. After generating the input spectral
transmission excel file, the syntax lines that contains input parameters in IQA
program must be arranged as indicated in sections 2.1.2, 2.1.3 and 2.1.4. When
the user presses on the run button in MATLAB, IQA program requests the
spectral transmission input data with generating a pop-up winfow for selection.
After the selection of the spectral transmission excel file, the program will
compute the GIQE analysis and the PAN image simulation.

GIQE analysis output is generated as a MATLAB figure format given in Figure .
GSD, RER, SNR and GIQE parameter calculated by considering the EOIPL
system design parameters and imaging conditions. Also optimized MTF values
for EOIPL system breakdown are in between the second and thirteenth lines.
MTF optimization parameters described in Table 2.1.4.1 are indicated between
fifteenth and twentieth lines. SNR and GIQE parameters are calculated both for
constant albedo SNR calculation and SNR definiton in GIQE v.4. described in
section 2.3.4. Also RER, SNR and GIQE parameters are calculated for both
cases with and without TDI application.
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Parameter Value

| 1 |GSD 0.5000
| 2 |Optics MTF 0.3479
| 3 |RMS MTF 0.9053
| 4 |Defocus MTF 0.9990
| 5 |Detector MTF 0.5910
6 |Detector Smear MTF 1.0000
7 |Payload MTF 0.1860
| 8 |Smear MTF 0.9992
| 9 |Jitter MTF 0.9990
| 1o [TDIMTF 0.9968
| 11_|Atmasphere MTF 0.9992
| 12 |Sateliite MTF 0.1849
| 13 |Satellite TDIMTF 0.1843
| 14 |WFE tolerance 0.0507
| 15 |WFE RMS 0.0502
| 16 |W_pp 0.0140
17 LD 4.6350
| 18 |Smear error 0.0450
| 19 |Atmosphere error 0.0450
| 20 |Jitter error 0.0140
| 21 [TDI 32
| 2 RER 0.8332
| 2 |TDIRER 0.8322
| 24 |SNR 134.5628
| 25 |SNR_deilta 79.1108
26 |GIQE 52917
27 |GIQE delta SNR 5.2899
| 22 |GIQE TDI 52917
| 28 |GIQE TDI delta SNR 5.2899

Figure 2.5.2. GIQE output is generated as a table in “.fig” file format.

Another output of the IQA program is the simulations for panchromatic and
multispectral band images. Image simulations are generated based on GIQE
model outputs and by considering system design inputs and imaging conditions.
Output file format for image simulations are tiff. Image outputs are saved in the
file containing the IQA program.

3 EXAMPLE EOIPL DESIGN

In this section; the viewing geometry, telescope and detector characteristics of
an example EOIPL design will be examined in more detail. Main assumptions
considering during EOIPL design will be given. Following design steps are
considering during EOIPL design with high spatial resolution characteristics:

i.  Determining the EOIPL requirements,
ii.  Defining imaging geometry and resolution limits
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iii.  Defining telescope and detector characteristics depending on object
radiance requirements,

iv.  Calculating image quality link budget of the EOIPL design by considering
SNR, MTF and GSD

The common objective of commercial satellites in remote sensing industry is to
ensure high quality image production with manageable amount of data rate and
low cost. Depending on customer requirements, spectral and spatial resolution
characteristics of the EOIPL are specified. As a guideline to the example EOIPL
design, properties of some of the sub-meter resolution electro-optic imaging
satellites are given in Table. It is obvious that the most important priority of the
commercial satellite imagery production is to provide images with high spatial
and spectral resolution. Especially depending on utilization area, the number of
spectral bands and spectral band widths are determined.

Table 3.1. Commercial high resolution electro-optic imaging satellites [49,

50].
. GSD PAN band Altitude
Satellites Telescope & Detector MS band (nm
P m | (m) (km) (nm)
450-530 (blue)
) 520-610 (green)
IKONOS Cassegrain — TDI CCD 0.82 450-900 681
640-720 (red)
760-860 (NIR)
450-510 (blue)
i ; ; 520-580 (green)
GeoEye-1 Three Mirror Anastigmatic 0.41 450-900 681
- TDI CCD 655-690 (red)
780-920 (NIR)
450-590 MS1
. Gimbaled Mirror System -
EarlyBird Staring CCD 3 450-800 470 610-680 MS2
790-890 MS3
450-520 (blue)
i ; ; 520-600 (green
QuickBirg-2 | ree Mirror Anastigmatic | 551 | 450.900 450 (green)
- TDICCD 630-690 (red)
760-900 (NIR)
' Three Mirror
WorldView-1 Anastigmatic- TDI CCD 0.5 450-900 496 -

The example EOIPL features a telescope design with Cassegrain type. In
Cassegrain telescopes, the incident light falling on the aperture is reflected from
the primary mirror to secondary mirror at first. The reflected light from the
second mirror passes from the obscuration on the primary mirror and falls on
the Focal Plane Assembly (FPA). Primary and secondary mirrors are
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paraboloidal and hyperboloidal, respectively [51]. A Cassegrain telescope
example ZEMAX figure is given in Figure 3.1. The telescope primary mirror
features an M1 mirror with 69 cm diameter and 0.1 obscuration rate with 12 m
effective focal length.

Primary mirror
g
|

i
i
i
i

Secondary Mirror D,

{

Figure 3.1. Cassegrain telescope example simulated in ZEMAX.

FPA consists of multispectral pushbroom Time Delay Integration (TDI) CCD
detector array to scan the objects in the ground. Red, green and blue bands are
employed as multispectral bands. PAN and MS band pixel pitch sizes are 10
pum and 30 um, respectively. Multispectral and panchromatic bands are
simultaneously imaging the scene. For the along-scan direction, detector uses
multiple TDI lines of the same object to accumulate more electrons to enhance
SNR value. Each pixel of the detector is divided into four sub-pixels to increase
the data rate efficiency. Subpixels are read out at the same time to increase the
data rate. This sub-pixel technology is mostly used in large area sensors [21].
An example of subpixel read out is given in Figure 3.2. Multispectral detector
with one PAN and four multispectral channels is based on implementation of the
spectral filters on TDI detector arrays. On board electronics of the FPA provides
12-bit image data without data compression.

Sensor _ Sensor

o Readout Readout -
nodes nodes
Subarray Subarray
Subarray Subarray
Sensor . Ll Lo 41 9 9 41 41 9 Sensor
<} Readout Readout =
nodes cadout ) [_Readou nodes

Figure 3.2. Subpixel design of the example EOIPL detector.
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Figure 3.3. Multispectral TDI detector architecture of the EOIPL design.

Pushbroom imaging geometry is defined for viewing geometry at 600 km
altitude with 0.5 m GSD. EOIPL scan direction parallel to satellite orbital motion
is defined as along scan direction in Push broom imaging geometry. The
direction perpendicular to the along scan direction is defined as across scan
direction. Projection of each TDI line in the across scan direction covers the
swath width of the EOIPL on the ground. Reflected radiance from GSD is
degraded by atmosphere and finally accumulated as photo-electrons in
detector.

To attain maximum sampling efficiency from the EOIPL design, sampling quality
parameter is set to 1. Design parameters of the example EOIPL is given in
Table 3.2. Pixel sizes are 10 um for PAN band and 30 ym for MS bands. The
focal length of the telescope is calculated from the operation altitude, pixel pitch
size and the altitude.

pxh

ferr = GSD Eq 3.1
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where p is pixel pitch size, h is altitude and GSD is ground sampling distance.

Note that optical design parameters are optimized to have sampling quality
parameter which is equal to 1. SSF limit is calculated as 100 Ip/m while the DSF
limit of the EOIPL is calculated 100 Ip/mm. Pixel pitch size parameter was kept
as variable to attain an EOIPL design with Q=1. Aperture size of the EOIPL is
based on assumption that sufficient light is entering to the aperture. Spectral
transmission characteristics are defined by considering transmission within
visible band with red, green and blue channels. Total detector noise and full well
capacity parameters are assumed as 50 e~ and 15000 e~ per pixel as
considering the imaging chain simulations in the literature [10, 16]. Total
spectral transmission data for example EOIPL design is given in Figure 3.4.

Table 3.2. EOIPL system design parameters.

Physical Design Parameters | Values Spectral Design Parameters Values
Aperture size (m) 0.69 Q at (PAN mean) (a.u.) 1
Obscuration rate (a.u.) 0.1 PAN spectral band (nm) 450-700
Focal length (m) 12 Blue spectral band (nm) 450-520
Optical Design Cassegrain | Green spectral band (nm) 500-600
PAN pixel size (um) 10 Red spectral band (nm) 600-700
MS pixel size (um) 30 Average Total PAN Transmission (a.u.) | 0.5
Altitude (km) 600 Average Total MS Transmission (a.u.) | 0.4

PAN GSD (m) 0.5

MS GSD (m) 1.5

Total PAN detector noise (e-) | 50
Total MS detector noise (e-) 200
PAN Full Well Capacity (e-) 15000

MS Full Well Capacity (e-) 150000
Detector Fill Factor (a.u.) 1
Quantization (bits) 12
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Figure 3.4. Total spectral transmission for example EOIPL design.

4 RESULTS

Image quality analysis of example EOIPL design is evaluated within the scope
of this thesis study. GIQE model and image simulations are produced for
differential degradation datasets. Degradation tasks are impacted on GIQE
model and image simulations to address the relationship between the physical
image quality parameters and the image simulations. The results of these
simulations are given below.

First of all comparison of the MTF and SNR outputs of IQA and other
simulations in the literature are evaluated. The MTF breakdown of generic
EOIPL systems included in Picasso and ICS imaging chain simulators are
calculated in IQA program. Comparison of the MTF values of IQA and other
simulators at sampling NSF are given in Table 4.1. ICS simulator calculates the
diffraction MTF by using the normalized autocorrelation of the aperture function.
Also ICS contains the diffraction pattern of the spider arms that holds the mirror
mechanism. Difference of MTF values at NSF in the order of 0.001 can
probably accounted for the fact that IQA does not contain diffraction calculation
for spider arms. SNR at constant albedo simulations for GENSAT example
included in ICS imaging chain simulator is used for validation of the SNR
calculations. SNR simulations are done for 40 SZA, Mid-latitude Summer
Atmosphere Model and 23-km visibility. The SNR comparison between IQA and
ICS imaging chain simulators is given in Table 4.2. The MTF and SNR values
derived from IQA are consistent with the image quality parameters of ICS and
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Picasso imaging chain simulators. The PAN channel image simulations for the
generic imager designs in ICS and Picasso imaging chain simulators are given
in Figure 4.1, respectively.

Table 4.1. MTF calculations are validated by using GENSAT1 and
GENSAT2 designs included in Picasso and ICS articles [10, 16].

MTF Degradation | Picasso GENSAT1 | IQA GENSATL1 | ICS GENSAT2 | IQA GENSAT2
(au.)

Optics MTF 0.377 0.377 0.313 0.309

WFE MTF 0.674 0.674 0.693 0.692

Detector MTF 0.590 0.590 0.249 0.250
Atmosphere MTF | 1.000 1.000 0.990 0.990

System MTF 0.150 0.149 0.054 0.053

Table 4.2. SNR at constant albedo calculations are validated by using
GENSAT?2 design included in ICS article [10].

TDI ICS GENSAT2 PAN SNR | IQA GENSAT2 PAN SNR
(a.u.) | (a.u.) (a.u.)
2 19 20

4 33 35

8 55 59
16 88 93
32 133 140
48 167 176
64 196 206
96 243 256
128 | 282 297
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Picasso

Figure 4.1. Image simulation outputs of IQA program for Picasso
GENSAT1(left) and ICS GENSAT?2 (right), respectively.

GIQE model and images for PAN and MS bands are simulated for EOIPL
design given in chapter 3 by using IQA program. The MTF subcomponent
breakdown for example EOIPL design is given in Table 4.3 for PAN and MS
bands. The design optimization parameters necessary to attain related MTF
breakdown values at NSF are presented in Table 4.4. 0.0514 wavefront error
should be implemented for tolerance and rms WFE MTF degradations while
0.07 A peak to peak wavefront error is simulated to have defocusing MTF value
described in design for PAN band. Peak to peak wavefront error degradations
are varying depending on spectral band while the wavefront errors for tolerance
and RMS degradations are kept the same with the PAN simulations for MS
bands. For the detector MTF breakdown detector footprint, detector smear and
diffusion MTF degradations are calculated. Depletion width of the diffusion MTF
degradations that is calculated by keeping diffusion length constant as 150 uym
is given in Table 4.4. To calculate satellite level MTF platform smear, platform
jitter, TDI and atmosphere smear MTF degradations are implemented on
payload level MTF. As it can seen from the Table 4.4 MS band smear error,
jitter error and atmosphere error optimized degraded parameters simulated in
IQA are less than PAN band degradation parameters. By design, the MS band
pixel pitch sizes are three times greater than the PAN band. This brings out the
fact that the ratio between the boresight mismatch distance and pixel pitch size
is bigger for PAN band for same velocity error in the orbit. GIQE breakdown for
PAN and RGB bands are given in Table 4.5.
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Figure 4.2. IQA PAN (top), blue (lower left), green (lower middle) and red
(lower right) band image simulations for example EOIPL design,
respectively.

As can be seen in the Table 4.6 to Table 4.12 GIQE degradations depending on
platform smear, platform jitter, defocusing, wavefront error and number of TDI
steps are simulated in IQA as image quality budget analysis of the EOIPL
system. The first row of each table contains the degradation level of the image
simulation given in Figure .

GIQE breakdown simulated with IQA is given. GIQE model is calculated by
using 40° SZA Mid-Latitude Summer atmosphere model. SNR for PAN band is
calculated as 79 for 32 TDI steps. Wavelength scale is increased by 3 nm
resolution during the calculation of the photon count in SNR calculations. SNR
values for blue, green and red bands are calculated as 168, 212 and 246,
respectively. RER parameter is calculated as 0.466 for PAN band while ranging
between 0.665 and 0.710 for MS bands. Finally GIQE value for PAN band is
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5.222. MS band GIQE values are between 4.152 and 4.233 values. Example
images simulated for example EOIPL system design with IQA is given in Figure
4.2. PAN band image simulation represents the image quality values of 0.5 m
GSD, 0.15 system MTF, 79 SNR for 32 TDI and 40° SZA and 5.224 GIQE
value. GSD value of MS band image simulations is 1.5 m as it can be deduced
from the detail losses and the image size Figure . SNR values for MS bands are
168, 212 and 246 for blue, green and red bands, respectively. Higher SNR
value of red band than blue and green bands brings out the ability to separate
objects with close albedo values from each other. Lowest SNR value of blue
band introduces degradation of image interpretability. It is important to notice
that in spite of the fact that MTF value for PAN band is more less than the half
of the average MTF values of the MS band, other image quality degradation
factors like SNR and GSD brings out lower image quality in MS bands. IQA
simulations point out an important subject which evaluating the image quality of
an EOIPL system by using GIQE equations are more reliable than by using
individual image quality parameters like GSD, MTF and SNR.

Table 4.3 MTF breakdown of example EOIPL.

MTF Degradation | PAN Blue Green Red

(a.u.) aln. | acc. | aln. | acc. | aln. | acc. | aln. | acc.
Optics 0.35]|0.35|0.77 | 0.77 | 0.74 | 0.74 | 0.70 | 0.70
RMS 0.91|0.91| 095|095 |0.94 | 094|093 0.93
Defocus 0.98 |1 0.98 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99
Detector 0.58 | 0.59 | 0.59 | 0.60 | 0.59 | 0.60 | 0.59 | 0.60
Detector Smear 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00
Payload 0.18 | 0.18 | 0.42 | 0.43 | 0.40 | 0.41 | 0.37 | 0.38
Smear 0.90 | 0.95| 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99
Jitter 0.95]|0.95|0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99
TDI 1.00 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00
Atmosphere 0.95|0.95|0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99
Satellite TDI 0.14 | 0.15| 0.38 | 0.42 | 0.36 | 0.40 | 0.34 | 0.37
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Table 4.4. Optimized degradation parameters of example EOIPL.

PAN Blue Green Red
Parameter

aln. | acc. | aln. | acc. | aln. | acc. | aln. | acc.
WFE tolerance (1) 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05
WFE RMS (1) 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05
Wpp (4) 0.07 | 0.07 | 0.10 | 0.10 | 0.09 | 0.09 | 0.08 | 0.08
Lp (um) 464 | 464 | 1.61 | 1.61 | 4.04 | 4.04 | 9.49 | 9.49
Smear error (pxl) 0.50 | 0.35 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16
Atmosphere error (pxl) | 0.35 | 0.35 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16
Jitter error (pxI) 0.10 | 0.10 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05

Table 4.5. GIQE budget simulations with £ 0.3 error for example EOIPL.

Parameter | PAN | Blue | Green | Red
GSD (m) 0.5 15 15 15
RER (a.u.) | 0.466 | 0.710 | 0.691 | 0.665
SNR (a.u) | 79 168 | 212 246
GIQE (a.u.) | 5.224 | 4.233 | 4.199 | 4.152

As can be seen in Table 4.6 to Table 4.11, GIQE degradations depending on
platform smear, platform jitter, defocusing, wavefront error and number of TDI
steps are simulated in IQA as image quality budget analysis of the EOIPL
system. The first row of each table contains the degradation level of the image
simulation given in Figure .

Table 4.6. Smear GIQE budget with £ 0.3 error of example EOIPL.

PAN Blue Green Red

Smear | MTF | GIQE | Smear | MTF | GIQE | Smear | MTF | GIQE | Smear | MTF | GIQE
(pxI) (a.u.) | (@a.u.) | (pxI) (a.u.) | (@a.u.) | (px1) (a.u.) | (@a.u.) | (px) (a.u) | (a.u.)

0.5 0.14 | 5214 | 0.2 0.38 | 4.227 | 0.2 0.36 | 4.193 | 0.2 0.34 | 4.147
1.0 0.10 | 5131 |05 0.35 | 4.187 | 0.5 0.33 | 4.154 | 05 0.31 | 4.109
15 0.05 | 5.005 | 1.0 0.25 | 4.060 | 1.0 0.24 | 4.030 | 1.0 0.22 | 3.9887
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Figure 4.2. PAN band image simulations for no smear (left), 0.1 pixel smear

(middle) and 0.15 pixel smear (right) degraded image simulations,

respectively.

For the platform smear budget of the EOIPL design image simulation and GIQE
model is degraded for 1 and 1.5 pixel smear shifts. The image simulation
outputs of the PAN band under given platform smear degradations are given in
Figure 4.2. Total MTF is degraded to 0.05 from 0.14 while GIQE is degraded to
5.005 from 5.214 in PAN band. Platform smear with 0.5 and 1 pixel 0.167,
0.163 AGIQE for PAN band.

Table 4.7. Jitter GIQE budget with + 0.3 error for example EOIPL.

PAN Blue Green Red

Jtr. MTF | GIQE | Jtr. MTF | GIQE | Jtr. MTF | GIQE Jtr. MTF | GIQE
(px1) (a.u) | (a.u) | (px)) (a.u) | (a.u) | (px) (a.u.) | (a.u) (px1) (a.u) | (a.u)
0.1 0.14 | 5.214 | 0.05 0.38 | 4.227 | 0.05 0.36 | 4.193 0.05 0.34 | 4.15
0.3 0.10 | 5.117 | 0.15 0.34 | 4.185 | 0.15 0.33 | 4.152 0.15 0.31 | 4.11
0.6 0.03 | 4.877 | 0.25 0.28 | 4.108 | 0.25 0.27 | 4.077 0.25 0.25 | 4.03

Figure 4.3. PAN band image simulations for EOIPL design (left), 0.3 pixel

jitter (middle) and 0.6 pixel jitter (right), respectively.
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In Table and Figure 4.3, 0.3 and 0.6 pixel platform jitter are applied to the
EOIPL system in IQA. PAN band MTF degrades in the order of 0.11 while
AGIQE of 0,337 is calculated. Image quality degradation of the PAN band is
observed in Figure 4.3. It can be seen that higher GIQE degradation of platform
jitter than platform smear is distinguishable as poorer image quality. Also the
MS band degradations depending on platform jitter are given in Table 4.7.

Table 4.8. Defocusing GIQE budget with £ 0.3 error for example EOIPL.

PAN Blue Green Red
MTE | GIQE | Dics | MTF | GIQE | Dics | MTF Dics | MTF | GIQE
Dfcs (A GIQE
M1 @u | @u) | o @u) | @u) | () @u) | C'F | @u) | @u)
0.07 014 | 5214 | 010 | 038 | 4227|009 | 036 |4193]008 | 034 | 4147
025 | 011 | 5090|030 | 035 | 4186|030 |032 | 4142|030 029 | 4070
050 | 003 | 4717|050 | 029 | 4106|050 | 025 | 4046|050 |021 |3.958

0251 Wy, 0502 Wy,

Figure 4.4. PAN band image simulations for EOIPL design (left), 0.25 peak
to peak WFE (middle) and 0.5 peak to peak WFE (right) degraded
image simulations, respectively.

Defocusing effects for example EOIPL is simulated in Figure 4.4. PAN band
MTF is degraded to 0.11 for 0.25 peak to peak WFE while it is degraded to 0.03
for 0.5 peak to peak WFE. It should be considered that even for the fact that the
MTF degradation level for 0.50 peak to peak WFE and 0.6 pixel jitter is the
same AGIQE for defocus error is more than the platform jitter effect. 0,337
GIQE degradation was calculated for 0.6 pixel jitter while AGIQE is AGIQE for
defocusing of the EOIPL. One should pay attention for the case where two
simulation results have the same MTF degradation but different GIQE value.
MS band defocusing image quality budgets are given in Table 4.8.
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Table 4.9. WFE GIQE budget with + 0.3 error for example EOIPL.

PAN Blue Green Red

WFE | MTF GIQE WFE | MTF GIQE WFE | MTF GIQE WFE | MTF GIQE
(N) (a.u) | (a.u.) (A) (a.u) | (a.u) (N) (a.u) | (a.u) (N) (au) | (a.u)

0.05 0.14 5.214 | 0.05 0.38 4227 | 0.05 | 0.36 4193 | 0.05 | 0.34 4.147

0.10 0.11 5.024 | 0.10 0.32 4156 | 0.10 | 0.30 4110 | 0.10 | 0.27 4.040

0.15 | 0.07 4740 | 0.15 | 0.25 4.048 | 0.15 | 0.22 3.980 | 0.15 | 0.19 3.895

0.1 A WFE 0.15 1 WFE

~ L, NOU—

Figure 4.5. PAN band image simulations for EOIPL design (left), 0.104
WFE (middle) and 0.154 WFE (right) degraded image simulations,
respectively.

WFE degradation simulations are given in Figure 4.5 and Table 4.9. 0.14 and
0.154 WFE are applied to the example EOIPL for the PAN and RGB bands.
MTF is degraded from 0.14 to 0.07 for PAN band while GIQE is decreased to
4.740 for 0. 154 WFE.

Table 4.10. GIQE budget with £ 0.3 error depending on TDI level for PAN

band.
TDI (a.u.) | SNR (a.u.) | MTF (a.u.) | GIQE (a.u.)
32 79 0.1438 5.2143
16 49 0.1442 5.2124
8 29 0.1443 5.2075
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Table 4.11. GIQE budget with + 0.3 error depending on TDI level for MS

band.
Blue Green Red
TDI SNR | MTF GIQE TDI SNR MTF GIQE TDI SNR MTF GIQE
(a.u) | (a.u) | (a.u.) (a.u.) (a.u) | (a.u.) | (a.u.) (a.u.) (a.u) | (a.u) | (a.u) (a.u.)

32 168 0.3806 | 4.2267 | 32 211 0.3626 | 4.1934 | 32 247 0.3377 | 4.1465

16 97 0.4008 | 4.2367 | 16 125 0.3819 | 4.2036 | 16 149 0.3556 | 4.1566

4 25 0.4072 | 4.2298 | 4 34 0.388 41997 | 4 43 0.3614 | 4.1543

8TDI

Figure 4.6. PAN band image simulations for 32 TDI step (left), 16 TDI step
(middle) and 8 TDI step (right) degraded image simulations,
respectively.

In Table 4.10 and Table 4.11, TDI GIQE degradation budgets with + 0.3 error
for PAN and MS bands are given. The image simulation of TDI degradations
are given in Figure 4.6 for 32, 16 and 8 TDI steps. As can be seen from the
image simulations image quality decreases as the TDI steps decrease. It should
be noted that changes in the TDI steps increase SNR while decrease MTF.

Finally, GIQE budget simulations with £ 0.3 error for the cases which SZA
changes with 10 are given in Table 4..
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Table 4.12. GIQE budget with £ 0.3 error depending on SZA change.

PAN Blue Green Red

SZA | SNR | GIQE SZA | SNR | GIQE SZA | SNR | GIQE SZA | SNR | GIQE
@) (a.u.) | (a.u) @) (a.u.) | (a.u) @) (a.u) | (a.u) @) (au) | (a.u)

0 63 52140 | O 133 42377 | O 167 42042 | O 190 4.1571

10 62 5.2139 10 126 42375 | 10 162 42042 | 10 190 4.1571

20 59 52136 | 20 120 42374 | 20 155 42041 | 20 182 4.1570

30 55 52132 | 30 110 42371 | 30 142 4.2039 | 30 168 4.1569

40 49 5.2124 | 40 97 4.2367 | 40 126 4.2036 | 40 150 4.1566

50 42 5.2113 | 50 8l 42.360 | 50 106 42.030 | 50 127 4.1562

60 34 5.2093 | 60 64 4.2349 | 60 83 4.2021 | 60 99 4.1555

70 24 5.2053 | 70 46 42328 | 70 57 4.2003 | 70 68 4.1540

5 CONCLUSION

Within the scope of this thesis, an image quality evaluation program based on
imaging chain model was developed for use in EOIPL design and system
engineering applications. IQA program based on GIQE v.4 and imaging chan
model was developed for this purpose. IQA program generates image
simulations based on GIQE models that are calculated based on system design
parameters and imaging conditions. An optimization module of EOIPL is
introduced to IQA program. MTF degradation factors necessary to have the
MTF values at NSF are calculated by degradation optimization function. Also an
image quality budget case studies for platform stability errors, wavefront error,
defocusing error and TDI level are made. Especially the image simulations and
GIQE budget simulations demonstrate observable relations of the physical
image quality parameters with image data. A spectral radiance library
embedded in the IQA program was produced using the MODTRAN program in
order to model imaging conditions based on two-path imaging geometry.

Preliminary design of an example EOIPL for earth observation imaging satellite
was held by using image quality analysis and image simulations generated by
IQA program iterations. 0.5 m PAN GSD is achieved with 600 km altitude.
Telescope design includes a Cassegrain architecture with 69 cm primary mirror
diameter, 12 m effective focal length and 0.1 obscuration ratio. TDI detector
with 10 pym pixel size is used to collect multispectral image data from the scene.
To avoid the non-linarites observed in IR band image simulations, multispectral
band spectral regions are kept within visible bands with red, green and blue
bands. 0.15 average PAN MTF for satellite level is calculated for example
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EOIPL design. The satellite MTF calculations are ranging between 0.34 and
0.42 depending on wavelength and scanning direction. SNR defined in GIQE v4
Is calculated as 79 for 32 TDI and 40 SZA. The SNR values of 168, 212 and
246 for blue, green and red bands are simulated, respectively. PAN band GIQE
is calculated as 5.224 + 0.3, where blue, green and red band GIQE values are
4.233 £ 0.3, 4.199 + 0.3, 4.152 £ 0.3. The EOIPL design is made by taking the
commercial submeter EOIPL architectures in the literature into consideration.

Among this thesis study, image quality characteristics of EOIPL systems
operating in satellite systems have been analyzed and defined in with different
image quality parameters. However, there are some topics that can be
contributed to this thesis to improve the thesis. Following topics are considered
to be a part of a PhD research project to work on.

This thesis is more likely to focus on the design of the IQA program based on
imaging chain model and NIIRS scale. EOIPL design will be more optimized by
using IQA simulation iterations. Also MTF degradation breakdown will have
more detailed links of the imaging chain like sampling, electronics, atmosphere
and display systems. On the other hand, IQA program is designed to evaluate
the image quality characteristics of certain type of EOIPL architecture. Program
will broaden its scope on different EOIPL architectures. An EOIPL design library
will be generated which will be embedded in IQA program. Also IQA simulations
are held for nadir cases. Different viewing angle IQA simulations will be added.
Also a target detection case study algorithm will be linked up to IQA program.
Target detection algorithm will be applied for the case studies where system
degradations are applied on the payload level GIQE. At last optical design and
tolerance of EOIPL will be held by using ZEMAX program. Also ZEMAX
MATLAB communication will be added to IQA simulations.
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APPENDIX-A PAPERS PUBLISHED FROM THESIS WORK

Image Quality Characterization of Earth
Observation Electro-optic Imagers through PSF and
MTF Analysis

Sevi kivksal
Turkish Aerorpaor Industries, lnc.
(ptics and Radar Sysfems
Ankara, Turkey
sevi.koksalE bai comir

Absract—NMuodulstion Transfer Function and Foint Spresd
Funetion relationships between components of 8 conceptusl
imager were evaloated during oplice]l system engineerimyg
sppliestions. Full width half meximum of the flux density poind
spresd function snd relstive edge response were wsed for
predicting imaging guality perffurmance on the contrast
tramsfer. FWHM of flux density PSF and RER are caleulated
ms 1.7 pixel displacement snd 3.254]1 for modolstion tramsfer
Ffunctivn of 8 concepilusl imager with vhscured aperture
geemetry and contiguous CCID array detectur opersting in
FAN hand. MTF sub-components are established to predict
syslem madulation trensfer guality of the imoaging satellite.
MTF mudel consists of diffraction limit for sperture gesmetry
Ffunctivn, wave front error cawsed degradation, sampling and
detector fustprint for contiguous focel-plane srray detector
architecture. To predict the line of sight stahility budget linear
mutivn error and jitter errer degraded contrast transfer
Auality fumctions are evaluated, 0.4 praad jitter value expamds
flux density PEF FWHM by 1.9 pixel dsplscement and
degrudes RER to 0.2224 while linesr motion error of B mradi's
expands flux density PEF FWEHM by 1.5 pixel displacement
and degrades RER o 0.2501. FWIIM of Mux density PSF
expansion of 0.5 pixel displecement and 02212 RER are
abserved for (L2 wevelront error input velue. MITFC Kernel
with 3.5 noise yuin incressed the RER wvalue FWHM of flux
density PSF to 0.2680 and 0.3 pixel displacement.

Keywords— PSF, MTF, RER, image guality, electrosamic
imager

1. INTRODUCTION

Evaluation of the static and dynamic condition image
quality performance of the eamh observation eleciro-optic
imagers hecome more of an isswe on high guality imager
design and system engineering applications. Image quality
analysis of electro-opeic imagers provides imporznt
infarmation w image analyss, imager designers and system
engineers who are working on following applications [1, 2,
3,45

»  Selection of the right subsystem components with
similar metrics during design process

Performance prediction evaluation of the ebectro-
optic imager depending on the line of sight
pointing stability and jimer effects

Calibration of the electro-optic imager during
migsion  activities with pre-simulated  system
calibration parameters

Generation of the compensation Kemel matrixes

which will be used during image processing studies
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Relative Edge Response (RER) parameter represents the
comtrast (sharpness) teansfer gquality degradation of the
object irradiance distibution due w the subswstem
components of the imager [2]. Modulation Teansfer
Funection (MTF} is simulated o calculate RER parameter.

Ohbject plane ieradiance distribution can be experessed as
the decomposition into scaled and shifted delwa functions in
which each representing a point source on the object plane
[&]. Flux Density Point Spread Function (PSF) is defined as
the projection of the blumred point source object into the
image plane [7, 8, 9]. In addition o the MTF and RER
analysis full width half maximum (FWHM) of the flux
dersity PSF measurement and simulations are also wsed in
image quality analysis studies [10, 11]. There are significant
studies an image quality simulation in literamre [3, 4, 5, 12].

The goal of this stwdy is to anzlyze image quality of
linear space invariant and incoherent idezal eamh observation
electro-optic imager on the contrast transfer gquality scope
through flux density point spread function, modulation
teansfer funetion and  relative edge response  value
simulations. 2D flux density point spread function, 2D
modulation transfer function and relative edge response
parameter value simulation program for a concepiual imager
design is developed using MATLAB environment. Afier the
development of imager 2D-PSF model plaform swability
errer and wave front error budget estimations for contrast
teansfer quality are made using the program.

Il CALCULATION METHOD

A, Calowlarion Method of the Flux Densiny Polrr Spread

Furerlon

Image quality degradation due w the contrast transfer
function is evaluated by examining the relationship between
the ohject irradiance distribution and image irradiance
distribution functions. Object plane can be defined as the
deltz function decomposition of the irradiance distribution
function. Scaling and shifting properties of deha function
make it possible 1o present sample irradiance distribution
imix a2 20 matrix format. As the object irradiznce
distribution rmatrix pass through each element of the electro-
opric imager, distribution function changes and finally it
becomes image irradiance distribution. In spatial domain the
relationship berween the image irradiance distribution and
the ohject iradiance distribution can be defined as a



convolution equation. Image plane irradiance distribution of
a linearly shift invariant incoherent imager can be expressed
as the superposition of sampled object points that exposed
to individual flux density point spread functions. As the
FWHM of the PSF function increases image quality
degrades in the image plane. Imaging equation in spatial
damain can be defined with canvolution integeal as[13, 14]:
glx, ¥} = PSP, p) o= olx, ¥) i1

Point source objects are blurred because of the image
quality degradation afier the projection from the ohject
plane into the image plane.
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Fig. |. Poima sounce projection examples in two imegers with Jffzmem
image quality cheraserisrics

Examples of the paint source projection in image plane
detector surface array  with different image quality
characteristics are given in Fig | [15]. Image quality
degrades more for the second imager. As the FWHM of the
blurred PSF increases sampling intervals of the detector
pixels become deficient for detecting separate two paint
sources and imager becomes unzble 1o sample the image
irradiance distribution profile.

B

image
Fig. 2. Image farmmicn geamatry

Image formation geometry is given in Fig. 2. Diffraction
integral depending on the pupil geometry function can be
expressed as [ 14]:

Ul yd = £, H pine, oo I gy
i

whera U, (x, ) is the amplitnde point spread function at a
point an the image plane, plu, v) is the pupil geomeiry
function, € i& complex constant, Jf_p iz the fumction of
cooedinates of the point on the image plane, a indicates the
surface that the double integral is taken over. Pupil function

12
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is zero everywhere beyvond the pupil aperture geometry [ 14,
13].

Diffraction integral is in a gimilar mathemarical foem
with Fowrier Integral. Relationship beraeen the pupil
function geametry and the amplitude point spread function
can be expressed as a Fourier Transform. Flux density point
spread function is the magnitude squared of the amplitude
phase transfer function. Fluy denzity point speead function
can be expressed as [ 14, 18]

PEEx ) = (Ul )] (UG 0 0] = (U, (e 0 ]° (3]

P5F(x, ) = |Fr{ptu, )| i)

Flux density point spread function can also be expressed
ag the normalized autocorrelation of the pupil function [17,
l=, 18], Imaging equation convolutian integral is defined as:

alxy) = ﬂ PSE(x i,y ole y dd'dy (5]

where g{x,y) iz the image plane irradiance distribution,
ofx,7) i5 the object plane irradiance distribution, PSF (x, ¥)
is the flux density point spread function.

B. Spatfal  Freguedey Domaln  [moglng  Equation &

Muodulation Transfer Functlon Relation

Fourier transform of the ireadiance distribution gives
decomposition of the irradiance distribution data into is
sinusoidal  sub-components with  different  spatial
frequencies. [mage quality degrading factors such s optical
system limits the maximum spatial frequency that imager
can gample. Flux density point spread function acts like a
low pass optical filer on ohject irradiance spectrum.
Imaging equation in spatal frequency domain can be
expressed as the Fourier transform of equatien (1) as [19,
20]:

E':.Ir:c.- -Ir_-r:l = UTF[,I';-. -r_'.' }ﬂ{fr-' .III.:l-‘.I G
FT{PSF(x,¥)) = OTF(£. 5 ) 7
MTF(f.. ;) = |OTF (e £,)] i)

where G, f,) i the image imadiance spectrum,
ﬂTFI:f,.fr}I is the optical transfer funcrion, G{,l",. ,f;,:]- is the
object irradiance spectrum, f, and f. are the spatial
frequency components along orthogonal directions 1w the
imaging axis. Fowrier Transform of flux density point
spread function defined as the Optical Transfer Function
(OTF). Absolute value of optical transfer function gives the
Maodulation Transfer Function {MTF).

. Caleslarion Method of the Maodulation Transfer funcrion
& Relanve Edge Response
Line Spread Function (LSF) is defined as the irradiance
density distribution in the image plane of a line source,
while point spread function is the irradiance density
distribution in the image plane of a point source [14]. L5F
can be expressed as 1D convolution of 2D seurce ohject
with a delta function paint source along one dimension [1,
11].
9]

{10]

L5F{x) = &(x)1{¥) += PSF{x,¥)
LEF(x) =J PSR, ¥ )y’

-



Fourier Transfoem of both zides of the equation (10)
vields o the relation berween LSF and MTF as equation [1,
20, 20, 1]

MTF(f,) = |[FT{PsFix))|

MTF{f} = J’ LEF(x) expi—2in fx)dx

One dimensional image irradiance disieibution along the
sharp edge transition of an imager o a knife edge target
abject is defined as Edge Response (ER). The relationship
beraeen LSF and ER is given as [1, 21]:

ER{x) = f ' LEF(x"dx"

i11]

{12)

13)

If MTF LSF relation definiticn in equation {12} is wsed,
ER can be defined in terms of MTF as [1]:

ER(x) = J‘I lfun‘qm exp(2inf,r ) df.|dx' (14)

I 7 a
ER(x) = 05 +— [ T MTP()sin(2nfex) o
I (1] .fx

RER definitions in image quality evaluation analysis are
commaonly defined in teems of number of pixel offset from
the knife edge ohject along the edge transition direction [1]-
If the following terms in the equation {14}, (17) and (18)
inerasduced to the equation (15) ER depending on numiber of
pixel affset from the edge defined as equation (19% while
RER depending an number of pixel offset from the edge can
be expressed as equation (200 and (21) [1]:

x

(13)

€= (18]
fﬂlﬂ 1 "
e =S o (17
¥ fu "0 1)
e ae
ER(e) = 0.5 + J  MTF(r)sin(y J@dr 18]
1]
RER = ER(D.S) — ER(—0.5) [20]
1
TMTF(y) sinfmy)
RER =2 | ——~ - 7% [21]
I

0. Calewlation Method of the Jooager Sysres MTE
Subcompongnis
Diffraction MTF was obwined by the normalized
autocorrelation of the exit pupil geometry function of the
system [ 14, 17]. Optical cutoff spatial frequency of the
system is defined as [ 18]

1 .

fone = 77 122)
wheee fi the T number of the optical geometry and A is the
wavelength in millimeters.

Sampling cutoff spatial frequency of the system is
expressed ag [22]
1
1]
where p iz pixel pitch size.

Detector MTF for contiguous focal-plane array can be
ohbizined by [ 16]:

Foamn = {23]
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MTmeplénplif"'ﬁ":l

= :.'|'nr( I: ] sinr( Iy )l 24)
-rsna!_u,. .lrmrnp}.
MTF{uu:pliu:{fr-ny
= |sinc (ﬁui:ux) |3htr. [JTI%) i23)
MTFdrrﬂcmrl:r.:l:r.t:r:l I'ZE]

= MTF,quptimg oo £y JMT Fpggine e Fy )
Wave front error MTF degradation caused by oprical
design and alignment error procedures is caleulated as [3]:

MTFgpelfi) ,
fr )
: ( |
S R I
A ripple
L
= |R+fF (28]

where & i5 rms ripple amplinde, T iz spatial frequency,
fr spatial frequency along x direction, fy, spatial frequency
along y direction, ¥y .y, is ripple correlation scale.

Motion errors on the imaging axis result in image quality
degradation. Linear motion ercor caused MTF degradation is
defined as [ 16, 23]

MTFM'{IJ." .|r}' }
= [Stne(f Vi To N 1SE0E (Fy Vi gy Te )|

where m,,, is line of sight mismatch velocity and r, iz
EXEpoELre lime

Vibrational motion error caused jiter MTF degradation is
defined as [16]:

{29)

f
2 ! .
¥ (iﬂu.mﬂ'r Grms
MTF..'lI:er Ur]' = '-'HP';_TJ
where o5 rms jiner amplitude, IFOV is instantanecus
field of view.

{30)

For edge sharpening simple 3x3  Kernel method
compensgated MTF can be caleulated by [24]:
MTFC(f,. f, ) =a+ 2b(cos2r——scos2m—2— )
Frampy l"wmn} (21}
Fdrfrostr—— 1 rasEn—'rLj
.rmlnp-,‘. .rlumn}.

c b ¢
MTEC i = b a b {32

¢ b oe
Atdltde=] (33
Fefat + 4BT + 4ct {34)

where 3, b and ¢ is MTFC 3x3 Kernel mairix elements, G is
noise gain.

1. CONTRAST TRANSFER QUALITY SIMULATION RESLLTS
DERIVED BY MTF, FEF AND RER MODELS
Contrast trangfer quality simulations are developed based
on MTF models for linearly shifi invariant incoherent ideal
imager. 20 MTF, 2D P5F and RER models are evaluated
during oprtical system engineering analysis. As system MTF



degradation  subcomponents,  diffraction, zberration,
sampling, detector footprint, linear motion error and jitter
errors are considered. Analysis were made for a conceptual
imager with circularly symmetric obscured optics geometry
and contiguous CCD array detector operating on PAN band.
Reference assumptions and parameters that made during
conceptual imager are listed in the Table [ and Table II.

TABLE L CONCEPTUAL IMAGER DESION ASSLMPTIONS

Feature

Assamption

Optics

obscurad apanure

Deseciar

conugeoes CCD aray

MTFC Mathad

3x2 Kermal MTFC Mathod

TABLEIL

CONCEPTLAL IMAGER LESIGN PARAMETERS

Quantity

Assumption

apenure diameter (mm)

Loce

02
12
650

cbscurasion rate

focal length (m)

cemral waveleagh (am)
{average of PAN band)

pixel stze (um)

Found sampling disance (m)

-

0.2
100
00726

CXPOSUIS LIme (s )
npple corrslation scale I

Pormakaed NTH

(Y B

ootz ed Spanal Fregeency

Noera awd Spskal Freguency o

Fig 1 Swutic system 2D-MTF simulation resul:

Static system two dimensional MTF simulations are
evaluated by considering diffraction, detector sampling and
detector footprint effects on spatial frequency limit.
Equations (22) w0 (26) were calculated in simulation
program. 2D-MTF simulation result of the conceptual
imager design defined in Table 1 and Table Il is given in
Fig. 3. RER value for the imager is calculated as 0.2541.

Two dimensional flux density PSF simulations were
evaluated by using the Fourier Transform relations between
MTF and flux density PSF specified in equations (7) and
(8). 2D flux density PSF simulation result of the conceptual
imager design defined in Table 1 and Table Il is given in
Fig. 4. Image quality degradation margins were estimated by
calculating the FWHM of the flux density PSF model and
RER model results.
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Fig. 4. Swic system flux densiy PSF simulation rasuhs

Flux density PSF simulations are evaluated for estimating
the image quality degradation budgets of the imager systam
under degradation and restoration effects. Platform stability
and wave front errors are considered during system
degradation image quality budget estimations. 3x3 Kernel

Method was used for contrast quality restoration.
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Fig. 3. Jimer error PSF FWHM budget analysis
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Fig. 6, Linser motion error PSF FWHM budge: analysis

Jitter value input for the imager is increased from 0.1
prad to 0.4 prad by 0.1 prad steps. Static system FWHM of
flux density PSF is calculated as 1.70 pixel displacement
before any degradation factors by using eguation (20). It is
observed from Fig. 3 that for of 0.4 prad value, flux density
PSF FWHM expands |.9 pixel displacement. Degraded
RER value is calculated as 0.2224 by using equation (21).
On the other hand linear motion ervor input for the program
is increased from 2 prad’s to 8 mrad’s by 0.2 mrad’s steps.



Flux density PSF FWHM expansion of 1.5 pixel
displacement and degraded 0.2501 RER value for & mrad's
lingar motion error are caleulated by wsing equations (29
and (21).
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Fig. T WFE P&F FWHM hudge: analysis

System contrast transfer quality degradation due 1o the
wave front error calculations is given in in Fig. 7. WFE
value input is increased from 0,05k o 0.2A By using
equations {27) and (28). FWHM PSF expansion of 0.5 pixel
displacement i observed for 0.25 WFE input  value.
Diegraded RER wvalue is calculated as 02212 by using
equation {21}
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Fig. & MTFC PSF FWHM budge: analysis

Ag contrast wransfer guality restorstion method 3x3
Kernel MTF compensation method is uwsed. Four MTFC
Kernel Matrix with increasing noise gain values are
implemented to two dimensional MTF matrix of the system
by using equation (31) to (34). For gradual increase of 0.5
noise gain value edge sharpening is put in to the imager
contrast transfer quality budget 0.3 pixel displacemam of
restoration for 3.8 noise gain value is ohserved from Fig B

RER walue is increased o 028801 .

IV, ComCLUSION

A conrrast transfer guality simulation program s
developed using MATLAB environment for future optical
system engineering applications. Contrast transfer guality
predictions of a concepiuzl imager design are made. Analysis
resules are useful to understand the trades and limits of the
imager product in the eardy steps of the project timeline. Alsa
these calculations developed a common metric for the
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evaluation of the contrast wransfer quality of different imager
system  subcomponents. During the calewlations  two
dimensicnal MTF, flux density PSF and RER walues are
caleulated for a circularly symmetric conceptual imager with
obscured aperiure geometry and comiguous CCD array
detector. For the static systemt MTF model diffeaction lirmit
for the obscured apemure geometry, sampling and detector
footprint of a contiguous focal-plane array detector are
corsidered. FWHM of the circularly symmetric flux density
PSF is caleulated as 1.7 pixel displacements while the RER
value is cabeulated as 02341, For the platform swability error
budget estimations jimer and linear motion erroes are
considered. For jiter value of 0.4 prad fMux density PSF
FWHM expanded by 1.9 pixel displacement and RER is
degraded o 02224, On the other hand % mrad's linear
muotion error degrades RER o 02301 while flux density PSF
FWHM s expanded by 1.5 pixel displacerment, 0.2
wavefrom error expanded the flux density PSF FWHM by
1.5 pixel displacement and degrades RER to 0.2212. As the
sharpening method 3x3 MTFC Kernel Method is applied.
For a MTFC Kernel with 3.5 noise gain RER value increased
o 0.2680 and flux dengity PSF is decreased by 0.3 pixel
displacermants.
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