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ABSTRACT

BERBEROGLU, Ber¢im. Constructing Trading Strategies Using Artificial Intelligence
Based Models: An Application For Borsa Istanbul, Master’s Thesis, Ankara, 2020.

The aim of this thesis is to test the Efficient Market Hypothesis using artificial intelligence-
based techniques. In this regard, we utilize artificial intelligence based models that have
both deep and shallow architectures which are Long Short Term Memory (LSTM) Net-
works and Support Vector Regression (SVR) to predict the next day’s close price of the
selected stocks from BIST30 Index. Next, we construct trading strategies by making
use of the predictions produced by the forecasting models. We feed these models using
a comprehensive dataset including technical analysis indicators and investor sentiment
variables. Thus, we predict the following day’s close prices both by using historical price
data which is accessible without any costs and the investor sentiment containing market’s
non-rational components. In order to proxy investor sentiment, we use Bloomberg’s news
sentiment data which is developed to imitate a human in processing financial news. We
show the superior performance of our trading strategies that are constructed using both
LSTM and SVR models compared to simply buy and hold market index in terms of all
performance metrics. Moreover, we reach similar results when transaction costs are con-
sidered. Our findings reveal that successful predictions can be made and trading strategies
can be built using publicly available information and artificial intelligence-based models.
Moreover, investing with these strategies, above-average risk-adjusted return can be yiel-
ded. Thus, we provide contradictory evidence to EMH’s negatory arguments about the

asset price predictability.

Keywords: financial forecasting, machine learning, deep learning, trading strategies, in-

vestor sentiment, technical analysis.
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INTRODUCTION

Efficient Market Hypothesis (EMH) which was introduced by Nobel Laureate Eugene
Fama (1970) is considered to be the ultimate foundation to explain financial markets. The
main arguments of EMH include the unpredictability of asset prices and rationality of the
market participants. According to EMH, in efficient markets, when new information ar-
rives, it spreads and incorporates into the prices immediately. Therefore, current prices re-
flect all available information. Trading on publicly available information, it is not possible
for investors to gain above the average risk-adjusted returns. Moreover, EMH emphasize
that the investors are entirely rational at their decision-making. When new information ar-
rives, agents update their beliefs and make “normatively acceptable decisions” (Barberis
and Thaler, 2003). Even if some investors act irrationally, rational investors balance their
movements, thus any significant effect of irrational investors cannot be observed in the

market.

Over time, financial markets have faced the events that cannot be explained by rational
facts many times and the validity of EMH has begun to be questioned. Until these ex-
periences, researchers have accepted Jensen’s 1978 view about EMH: “There is no other
proposition in economics which has more solid empirical evidence supporting it than the
Efficient Markets Hypothesis.” However, they show how traditional models have become
insufficient to explain the chaotic framework of the financial phenomena. Further, it is
shown that such models are constructed on over-simplified assumptions expressing how
investors should behave rather than how they behave (Prosad et al., 2015). Numerous at-
tempts have been made to question the validity of EMH in terms of its arguments whether
of that asset prices are unpredictable and investors are rational. In our view, even the
success of investors as Warren Buffett, George Soros, Peter Lynch provides evidence that

EMH is no longer valid in today’s world.

Put differently, in today’s increasingly competitive markets, in order to gain competitive



advantage against the other market participants, investors need to make complex financial
decisions by analysing the big and rapidly accumulating data. Given the dramatically
growing datasets, now, investors’ decision-making process requires more sophisticated

analyses with more advanced methods.

When an individual intends to invest in a financial instrument, he/she should have an
optimistic view of this instrument’s future. In this step, investor tries to make an appro-
priate prediction for the following periods. However, making accurate forecasting is an
appealing but very challenging task. For example, there are various parameters affecting
stock prices and some of these parameters may not be considered while constructing fore-
casting models. Moreover, the financial system has a dynamic structure and parameters
that involved in this dynamic system are continually changing and transforming. An-
other reason stems from the inherent in financial time series which are “dynamic, chaotic,
noisy, non-linear” and have a nonstationary structure (Henrique et al., 2019). Thus, catch-
ing their pattern is quite difficult. In this context, the introduction of artificial intelligence
techniques in the finance has revolutionized financial forecasting. Given their capabilities
in capturing complex patterns and strong capacity to handle noisy and time-dependent
data, artificial intelligence-based models are promising and exhibit superior performance

in asset price predictions.

The most commonly used artificial intelligence-based models in financial forecasting con-
sists of machine learning algorithms such as Support Vector Machine (SVM), Support
Vector Regression (SVR), Decision Trees, Naive Bayes, Gaussian Naive Bayes, Nearest
Neighbours and deep learning models such as Deep Multi-Layer Perceptron, Convolu-
tional Neural Networks, Recurrent Neural Networks, Long-Short Term Memory, Deep
Reinforcement Learning, etc. Considering the financial forecasting literature, one can see
that LSTM and its variations along with some hybrid models dominate this domain (Sezer
et al., 2020). LSTM is one of the most advanced deep learning models for sequence learn-
ing tasks including natural language processing, handwriting recognition and time series
prediction. It is inherently suitable especially for financial forecasting and exhibits super-
ior performance in such field thanks to its internal feedback mechanism between neurons
that allows to memorization of important past information (Chung and Shin, 2018). On
the other hand, SVR is another model that exhibit superior performance in time series
forecasting. SVR is robust to the outliers, has high generalization capability, very easy to
implement and can give good results with high accuracy based on a sparse subset of the
whole training set (Sundaram et al., 2006; Awad and Khanna, 2015). Even though SVR

has a shallow architecture compared to deep learning models, in financial forecasting lit-



erature there are many studies showing its superior performance against the models with
deep architectures (Ince and Trafalis, 2008; Magsood et al., 2020).

In this study, our aim is to test EMH by using artificial intelligence-based models. In this
context, predicting asset prices to some extent does not provide contradictory evidence
about the validity of EMH. One should take the advantage of this degree of predictability
and construct the trading strategies to yield above-average risk-adjusted returns. Accord-
ingly, our tests for the validity of EMH include two stages as: forecasting stock prices and
applying these predictions through trading strategies. In this regard, we utilize artificial
intelligence-based models to predict the next day’s close price of the stocks. Thereafter,
we construct trading strategies by making use of the predictions produced by the forecast-

ing models.

We feed artificial intelligence-based models by using historical price data which is inform-
ation accessible without any costs and by using the investor sentiment that contains the
market’s non-rational components. We choose this feature set in response to the EMH’s
arguments about weak-form efficiency and investor’s pure rationality. In order to proxy
investor sentiment, we use Bloomberg’s news sentiment scores. Our choice follows the
idea that the information extracted from news stories form the basis of investors’ senti-
ment about the relevant instrument and news sentiment carries the irrational components
of the markets. We choose our sample from Borsa Istanbul, utilizing the literature which
argues that emerging markets are less efficient, therefore more predictable and more ex-
posed to investor sentiment. We randomly select 10 of 45 stocks included in the BIST30
index which are among to the most capitalized and the most actively traded stocks in the
past few years following the view that investors closely follow these most popular stocks’

stories.

We construct our trading strategies by using LSTM and SVR models. One of these
strategies mainly focuses on the direction of the price movements, while the other con-
siders a certain threshold value in generating buy and sell signals. We take the advantage
of dealing with regression instead of classification although we are interested in move-
ment direction. This allows us to flexibility to differentiate our strategies. Then, in order
to make sure whether the transaction costs will cause any disadvantage for us, we add
them our trading system by making a fixed commission cut for every transaction. Finally
we evaluate the performance of all trading strategies in terms of return, volatility, Sharpe

ratio and Maximum Drawdown (MDD). We show the superior performance of our trad-



ing strategies compared to simply buy and hold market index in terms of all performance
metrics. We reach similar results even after transaction costs are considered. Moreover,
we determine the backtest period as 309 days which corresponds to more than one trading
year. During this period, we consistently beat the market. This reinforces the evidence
that we have not achieved this success by chance, which contradicts one of the main pro-
positions of EMH advocating that no one can consistently outperform the market except
by taking more risk, or by chance. It is all about the success of our forecasting models
and trading systems. We show that we can make successful forecastings and construct
trading strategies based on these predictions using artificial intelligenc- based models and
publicly available information which is the fundamental purpose of this study. Thus, we
provide contradictory evidence with the negatory argument about the asset price predict-
ability of EMH.

Our contribution in this study is manifold. While the literature on stock price forecasting
is still developing, many studies focus on the developed financial markets. However, there
are limited number of studies in emerging markets, especially for Borsa Istanbul. Most
of the studies for the sample of Borsa Istanbul focus on the direction of the market index
rather than examine the stocks individually. To the best of our knowledge, this is the first
study predicting close prices of the Borsa Istanbul stocks individually using LSTM and
SVR models. Apart from the existing studies that do not produce practical implications
from prediction results or making this for BIST index, this study is the first attempt to
construct trading strategies based on the predictions for BIST stocks. Our focusing on
forecasting a continuous target rather than the direction of the price movements allows
us the flexibility to differentiate trading strategies. This enables us to generate an infin-
ite number of trading strategies. Further, existing studies feed their models mostly with
technical analysis indicators and do not consider non-rational components of the market.
Although there are studies using news sentiment as a proxy for investor sentiment, this
study is the first endeavour that proxies investor sentiment utilizing Bloomberg’s news
sentiment data which is developed to imitate a human in processing financial news for the

sample of Borsa Istanbul stocks.

The rest of this study is organized as follows. In Chapter 1, we present a theoretical
background for our investigation. In this regard, we explain EMH and the conflicting
arguments with EMH. In Chapter 2, we present the existing literature about investor sen-
timent and search for an answer to the question of why news sentiment is an appropriate
measure to proxy investor sentiment? Moreover, we review the studies that forecast asset

prices using artificial intelligence-based models. In Chapter 3, we introduce our dataset



including technical analysis indicators and news sentiment scores. In Chapter 4, we ex-
plain our forecasting and trading strategy construction methodology. In Chapter 5, our
findings of forecasting models and backtests are presented. Finally, Chapter 6 concludes
the study.



Chapter 1

THEORETICAL BACKGROUND

1.1 EFFICIENT MARKET HYPOTHESIS

Efficient Market Hypothesis (EMH) which was introduced by Nobel Laureate Eugene
Fama (1970) is considered to be the ultimate foundation to explain financial markets.
EMH suggests that markets are fully efficient in reflecting information and everyone has
same degree of accessibility to this information. In efficient markets, when new inform-
ation arrives, it spreads and incorporates into the prices immediately. Therefore, current
prices reflect all available information. It is not possible for investors to gain above the
average risk adjusted returns trading on publicly available information. Since stocks’ are
correctly priced and financial markets are informationally efficient, it is suggested that
investors should adopt a passive strategy which implies buy and hold the investment port-

folio rather than an active strategy involving high-frequency buy-sell transactions.

Tests in EMH contains three levels of market efficiency as weak, semi-strong and strong
form. The situation where all historical information of an asset is reflected in the prices
implies weak form efficiency whereas the situation that all publicly available information
reflected in the prices indicate semi-strong form efficiency. Lastly, the situation that both
public and private information reflected in the prices points out strong form efficiency. If
a market is semi-strong form efficient, then it is also weak form efficient since historical
prices are also publicly available information. Moreover, a strong form efficient market
is also both weak and semi-strong form efficient, since all private and publicly available

information covers the information sets in such efficiency forms.



If a market is in weak form efficiency, then technical analysis will not work in predicting
asset prices. Historical asset price data is an information that can be accessed by anyone
without any cost. If reliable signals about the future performance of the stock can be ob-
tained using historical data, then all traders will learn to use such signals and it will not
matter to use this data. Moreover, in semi-strong form efficient markets, neither technical
analysis nor fundamental analysis will not allow investor to beat the market. In other
words, trading activities that are executed using technical analysis and fundamental ana-
lysis will not be profitable if the markets are in semi-strong form efficient. Consequently,
investors can not consistently beat the market with their skills and all of their efforts are
in vain (Park and Irwin, 2007). Then, the market can only be beaten when the inefficiency

occurs.

EMH is associated with the Random Walk Hypothesis (RWH) which simply implies asset
prices follow random walk and past values of the prices cannot be used to predict future
movements. Tomorrow’s price movements are completely independent from today, i.e.
they are only related to tomorrow’s information flows. As it is not possible to predict

tomorrow’s events before they occur, future prices cannot be predicted.

EMH emphasize that the investors are fully rational at decision making. Arbitrageurs
or informed investors have the characteristics of the homoeconomicus which is a model
of humans’ economic behaviour under the assumptions of perfect self-interest, perfect
rationality, and perfect information. They hold all existing information and use them with
pure rationality. When new information arrives, agents update their beliefs and make

“normatively acceptable decisions” (Barberis and Thaler, 2003).

According to EMH, in an efficient market, profit opportunities do not exist. When mispri-
cing occurs, arbitrageurs bring prices to their fundamental values immediately and ensure
that the markets are efficient. Moreover, even if some investors act irrationally, rational
investors balance their movements. Thus any significant effect of irrational investors can-
not be observed in the market. Accordingly, EMH does not assign any role for irrational

investors (i.e noise traders) to create significant effects on asset prices.



1.2 THE CONFLICTING ARGUMENTS WITH EMH

1.2.1 Predictability of Asset Prices

After the financial crashes experienced that could not be explained by traditional theories,
the validity of EMH and RWH began to be questioned. Numerous attempts have been
made to test the validity of EMH and RWH. According to Qian and Rasheed (2007)
while early works support the random walk behavior of the prices in general, more recent
studies reject RWH. Even Fama (1991) said “the extreme version of the market efficiency

hypothesis is surely false.”

The negatory arguments of EMH and RWH regarding asset price predictability contradict
with the ideas that advocate that the technical analysis, fundamental analysis or modern
financial forecasting methods have power on predicting asset prices and provide profitable

trading strategies.

Fundamental analysis is the examination of a set of information about the general situation
of a country, sector and company, financial status of related and competing companies,
sectors etc. Namely, fundamental analysis utilizes factors that are related to a company,
the industry and the country of that the company, to predict the intrinsic values of its
securities. It is an attempt to determine the discounted present value of all payments
that the shareholder will receive from the stock. Fundamental analysts usually start their
analyses by investigating past dividend payments and financial statements of a company.
Then they enrich their analyses with more detailed economic investigations about the
country and the industry as well as using the information on the company’s management
quality (Bodie et al., 2000). While fundamental analysis provides good solutions in long-
term predictions, in short-term asset price forecasting technical analysis is found more
useful (Khan et al., 2011; Nti et al., 2019).

Technical analysis is a state-of-art tool to predict future prices by taking the advantage
of the asset’s past and present price movements (Stankovic et al., 2015). Technical ana-
lysts suggest that the asset prices have recurrent patterns and thus they are predictable.
Moreover, the duration of these patterns is long enough to get recognized and to use them
as signals providing profitable strategies to investors. All the technical indicators and os-
cillators such as Relative Strength Index (RSI), Commodity Channel Index (CCI), Moving
Average Convergence/Divergence (MACD), William’s R, momentum, Rate of Change



(ROC), Stochastic K, Stochastic D can be calculated by using raw price data (OHLCV
namely Open, High, Low, Close, Volume). Although, some people see technical ana-
lysis as ‘voodoo finance”, technical analysis can be an effective way in extracting useful

information from historical price data (Lo et al., 2000).

In today’s increasingly competitive markets, in order to gain competitive advantage against
the other market participants, investors need to make complex financial decisions by ana-
lysing the big and rapidly accumulating data. Given the dramatically growing datasets,
now, investors’ decision-making process requires more sophisticated analyses with more
advanced methods. In this context, the introduction of artificial intelligence applications
in finance has revolutionized financial forecasting. Given their capabilities in capturing
complex patterns and strong capacity to handle with noisy and time-dependent data, artifi-
cial intelligence-based models exhibit promising and superior performance in forecasting

stock movements.

1.2.2 Standard Finance versus Behavioural Finance

Considering the history of financial markets, it is difficult to be a strict supporter of tradi-
tional theories. Beyond the rationality argument advocated by standard theories, financial
markets have experienced the events that cannot be explained by rational facts many times
such as Great Depression in 1929, the Tronics Boom, the Go-Go Years in 1960s, the Nifty
Fifty bubble in 1970s, the Black Monday in 1987, Dotcom bubble in 1990s, subprime
mortgage crisis in 2008. These examples show how traditional models have become insuf-
ficient to explain the chaotic framework of the financial phenomena. Until these crashes
are experienced, researchers have accepted Jensen’s (1978) view about EMH: “There is
no other proposition in economics which has more solid empirical evidence supporting it
than the Efficient Markets Hypothesis.” However, later on, they began to question the fun-
damental assumptions of traditional models and presented contradictory evidence towards
these models. It is clear that these models are constructed on over-simplified assumptions

expressing how investors should behave rather than how they behave (Prosad et al., 2015).

While EMH advocates a strict market efficiency, investors’ behaviours often diverge from
most of the assumptions of EMH. In this respect, the field of behavioural finance tries
to capture the effect of investors’ irrationality by making use of the models incorporating
both finance and psychology. Behavioural theories permit inefficiencies caused by market

participants’ irrational actions and mistakes in their valuations. Moreover, they define
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agents as “normal” rather than “rational” (Statman, 1999). These theories accept that
investors do not act perfectly rational and subject to sentiment. The consequences of
irrational behaviours can be quite costly and should not be ignored. Behavioural finance
models try to avoid this ignorance by taking the advantage of the approaches from both

finance and psychology fields.

The emergence of the main ideas of behavioural finance traces back to the 1700s. In The
Theory of Moral Sentiments, Adam Smith (1759) suggests that humans behaviours are
determined with the competition between the passion and the impartial spectator. Ashraf

et al. (2005) describe this relationship from Smith’s point of view as follows:

“‘Smith viewed behavior as under the direct control of the passions, but believed
that people could override passion-driven behavior by viewing their own behavior
Jfrom the perspective of an outsider—the impartial spectator—a “moral hector who,

(IR

looking over the shoulder of the economic man, scrutinizes every move he makes.

Moreover, Smith emphasizes the origins of the behavioural concepts which are referred as
loss aversion, intertemporal choice and overconfidence today (Ashraf et al., 2005). Nearly
two centuries after Smith, Keynes (1936) has introduced the term “animal spirits” in order

to express the idea of how emotions impact on economic behaviours:

X

. There is the instability due to the characteristic of human nature that a large
proportion of our positive activities depend on spontaneous optimism rather than
mathematical expectations, whether moral or hedonistic or economic. Most, prob-
ably, of our decisions to do something positive, the full consequences of which will
be drawn out over many days to come, can only be taken as the result of animal spir-
its—a spontaneous urge to action rather than inaction, and not as the outcome of a

weighted average of quantitative benefits multiplied by quantitative probabilities.”

Keynes criticizes the homoeconomicus and suggests that most of the economic phenom-
ena are driven by rational frameworks. Further, he thinks that they are also affected by
animal spirits which corresponds to irrational aspects of individuals and frequently over-
looked by standard theories. The concept of “animal spirits” coined by Keynes which
refers to the instabilities of the capitalist economies and can be counted as one of the first

steps of emotions’ involvement in the economy.
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Later on, Simon (1955) introduced the “Bounded Rationality” approach which is one of
the first criticisms of pure rationality. Bounded rationality approach attempts to model
humans’ economic decision making more realistically by relaxing the strict assumptions
of the expected utility theory. In bounded rationality, people are rational but they are sub-
ject to some restrictions in decision making such as knowledge, cognitive limitations and
a finite amount of time. Afterwards, Festinger (1957) proposed the “Cognitive Disson-
ance Theory”. According to this theory, when a new information that conflicts with the
pre-existing understandings arrives, people often experience mental discomfort, which is
called cognitive dissonance and, are motivated to reduce such dissonance. They have a
tendency to consider only the information that confirms their existing beliefs and, ignore
or modify the information that conflicts with those beliefs. Both Bounded Rationality and
Cognitive Dissonance approaches paved the way for the development of many theories

and many commonly used concepts in behavioural finance.

In 1979, Kahneman and Tversky have published their seminal papers, “Prospect Theory:
An Analysis of Decision Under Risk” and behavioural finance literature is officially born.
Prospect Theory is a critique of expected utility theory in behavioural finance. It provides

a novel explanation to investors’ decision-making behaviour under uncertainty.

According to Prospect Theory, people might exhibit risk-seeking and risk-averse beha-
viour depending on their prospects. When it comes to gains and losses, people will be
more sensitive to losses. In other words, people give more weight to their losses than
gains. This is called loss aversion. That is why the value function is steeper in the losses
area than the gains area in Figure 1. People get utility which corresponds to value function

from gains and losses, measured with respect to the reference point.

VALUE

LOSSES GAINS

Figure 1: Value Function in Prospect Theory
Source: Kahneman and Tversky (1979)
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Prospect Theory also suggests that people give more weight to the outcomes that are seen
as definitive, than to outcomes which are perceived as likely to happen. This is referred
as the “certainty effect”. Certainty effect prompts people to exhibit risk-averse behaviour
towards the choices with gains while they exhibit risk-loving behaviour for those with

sure loses.

The concepts mentioned so far constituted the cornerstone of behavioural finance and

inspired many studies that contributed significantly to this literature.

1.2.3 Noise Trader Theory and Investor Sentiment

Noise Trader Theory is another cornerstone of behavioural finance. It is important in
terms of officially introducing the presence of the impact of investors which are called
noise traders who do not act with pure rationality in the market. While traditional models
disregards noise traders and assumes the predominance of rational investors, Noise Trader
Theory suggests that in addition to informed investors, there are also noise traders (i.e.
liquidity traders, speculators, unsophisticated investors or uninformed investors) among

the market participants.

The “noise trader” term takes its roots from the term noise which is first voiced by Kyle
(1985) and Black (1986) in order to express the opposite concept of knowledge. In Noise
Trader Theory, different kind of investors act with a different kind of information. While
informed investors conduct information-based trading, noise traders trade on noisy sig-
nals, as if they are information (Black, 1986). In other words, they form their financial
decisions with noise instead of using fundamentals. Noise is associated with the sources
subject to trading activity except the information such as investors’ feelings about the as-
sets they invest in, following thoughts of financial gurus, following discussions in investor
forums, sentiment that investors get from recently published news or social media posts
(Shleifer and Summers, 1990; Alfano et al., 2015). One can infer from that the noise
trader characterizes the irrational kind of investors who have mostly non-rational patterns
in their behaviours. In order to explain this aspect of investors, Keynes (1936) referred to
the term “animal spirits”, Kyle (1985) and Black (1986) referred to “noise”, more recent
studies of De Long et al. (1990), Tetlock (2007) referred to “investor sentiment”.

According to the noise trader theory, investors are not entirely rational and they are subject

to sentiment (Shleifer and Summers, 1990). Behavioural finance literature has compre-
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hensively studied the investor sentiment and provided many definitions to this concept.
These include “irrational shifts in investor demand” (Shleifer and Summers, 1990), “the
expectations of market participants relative to a norm: a bullish (bearish) investor expects
returns to be above (below) average” Brown and Cliff (2004), “a belief about future cash
flows and investment risks that is not justified by the facts at hand” (Baker and Wurgler,
2006), “level of noise traders’ beliefs relative to Bayesian beliefs” (Tetlock et al., 2008).

Investor sentiment plays a significant role in affecting price formation. A change in an
investor’s sentiment has an impact on the investor’s decision-making process and his/her
judgements about future actions. If investors have optimistic feelings about a financial in-
strument, they tend to buy or hold it longer. This lead a good signal for the other investors
to demand more of this instrument which may cause price increases. On the other hand, if
investors are pessimistic, they have tendency to sell the asset. This may generate a signal

for other investors not to buy this asset and cause price decreases (Al Nasseri, 2016).

In financial markets, noise traders and arbitrageurs are in competition to set prices and
expected returns (Baker and Wurgler, 2007). The actions of noise traders and their inter-
actions with arbitrageurs have an essential role in determining the prices. Noise trading
activities can deviate the prices from their fundamental values (De Long et al., 1990; Da
et al., 2015). In such cases, assets may exhibit mispricing patterns due to change in senti-
ment of noise traders and limited arbitrage. Thus, markets can remain inefficient (Shleifer
and Vishny, 1997; Baker and Wurgler, 2007).

Behavioural finance literature have attempted to investigate the impact of investor senti-
ment on market movements for a long time. As Baker and Wurgler (2007) pointed out,
in order to accurately test whether investor sentiment causes significant movements in

financial markets, it is crucial to find a proper proxy to express it:

Now, the question is no longer, as it was a few decades ago, whether investor senti-
ment affects stock prices, but rather how to measure investor sentiment and quantify

its effects.”
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Chapter 2

RELATED LITERATURE

2.1 MEASURING INVESTOR SENTIMENT

Investor sentiment can not be directly observed in the markets. It is an ambiguous concept
and has not clear boundaries. Recent literature put a lot of effort to proxy investor sen-
timent in appropriate ways. In this part of the study, we gather these attempts in four
categories as market-based proxies, market-independent proxies, survey-based proxies

and web-based proxies. The following section presents a brief review of these measures.

2.1.1 Potential Investor Sentiment Measures

Subsequent efforts attempt to model investor sentiment with market movements which we
call market-based measures. They include closed-end fund discount, mutual funds, the
volatility index, the ratio of odd-lot sales to purchases, stock turnover, the share of equity
issues in total equity and debt issues, the dividend premium, initial public offerings (IPO),
put—call ratio etc. Some of these measures are not readily available for emerging markets.
Moreover, these measures are usually reported at low frequency which can be evaluated
as an obstacle to observe the short-term effects of investor sentiment. In addition, market-
based measures cannot properly capture firm-level investor sentiment which has quite
different characteristics (Seok et al., 2019). In order to overcome these shortcomings,

researchers try to construct investor sentiment proxies using different measures.

Another kind of endeavours include expressing investor sentiment by using market inde-

pendent factors. An interesting study of Hirshleifer and Shumway (2003) investigates the
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link between weather and stock returns. They show that returns are higher on sunnier
days. Edmans et al. (2007) use sports results in order to capture investors’ mood and find
significant a market decline after soccer losses. Kamstra et al. (2003) associate investor
mood with seasonal affective disorder and investigate its relationship between stock mar-
ket returns. They report that the stock returns are significantly related to the amount of
daylight through the fall and winter. Although these proxies are interesting in terms of

the topics they investigate, they reduce investor sentiment to very specific events.

As for the third category of sentiment measures, some studies benefit from the surveys
as a direct measure of investor sentiment. Some sources of survey data include Mexican
Manufacturing Business Confidence Index (Bayram, 2017; Liston-Perez et al., 2018),
Consumer Confidence Index (De Bondt, 1993; Bayram, 2017), Business Confidence In-
dex (Antoniou et al., 2013; Bayram, 2017), American Association of Individual Investors’
survey (Fisher and Statman, 2000; Brown and Cliff, 2004; Verma and Soydemir, 2006;
Sayim et al., 2013) and Turkish Consumer Confidence Index (Sayim and Rahman, 2015).
In survey-based proxies, investor sentiment is tried to be determined simply by using
questionnaires. This approach is very laborious and expensive to carry out. Besides,
surveys provide general information about investor sentiment rather than focusing on

stock/currency/commodity specific characteristics.

The last category of sentiment proxies utilize web sources such as social media sharings,
posts of blog and discussion board, financial news and search engine queries. One of the
pioneering works relying on this approach and utilizing social media posts is conducted
by Bollen et al. (2011). They use nearly one million tweets from Twitter and extract senti-
ments by using Opinion Finder and Google-Profile of Mood States (GPOMS) tools. Their
aim is to capture the public mood and explain its relationship with changes in Dow Jones
Industrial Average closing prices. Bollen et al. test this relationship considering both
linear (with Granger Causality Test) and nonlinear (with Self-organizing Fuzzy Neural
Network-SOFNN) characteristics. Results obtained with GPOMS are found to be more
successful than those obtained with OpinionFinder. Considering both Granger Causality
and SOFNN model, they reach the best results with “calm” component, which is extracted
with GPOMS in terms of improving the accuracy of the predictions. Antweiler and Frank
(2004) investigate the relationship between message board posts and market movements.
In this regard, they use Yahoo! Finance and Raging Bull messages regarding the compan-
ies from Dow Jones Industrial Average and the Dow Jones Internet Index. Results show

that message board posts help to predict both stock returns and volatility.
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Based on the approach that investors now place more emphasis on peer opinions rather
than financial professionals’ opinions and this also plays an essential role in financial
markets, Chen et al. (2013) investigate the impact of Seeking Alpha ! articles which allow
investors to share their opinions about financial instruments on the market. They find that
sentiment extracted from Seeking Alpha articles and commentaries have predictive power
on future stock returns and earnings surprises. Da et al. (2015) suggest a unique proxy
based on Google Trends data. They construct the “Financial and Economic Attitudes
Revealed by Search” (FEARS) index by aggregating the Google search queries for a list of
118 economic keywords indicating positive or negative sentiments selected from Harvard
IV-4 Dictionary and the Lasswell Value Dictionary. Results validate FEARS’ predictive
power on short-term return reversals, temporary increases in volatility and mutual fund

flows.

In our opinion, among all these investor sentiment proxies, news sentiment from web-
based measures are the most appropriate way to express investor sentiment. To put it
briefly, in today’s world, thanks to the internet, information is spreading very quickly.
Since the publishing frequency is very high, it is very convenient to observe the short
term effects of investor sentiment. Moreover, thanks to the variety of resources, it is very
easy to reach market/stock/currency/commodity level sentiments. Lastly, news media is
the source that is followed by investors most. This makes news sentiment the funda-
mental proxy to express investor sentiment. The following section provides more detailed

explanations about the underlying reasons for the suitability of news sentiment proxy.

2.1.2 News Sentiment

News media is one of the most important data sources that shape investors’ decision-
making process. Hundreds of news stories spread every day and upgrade investors judge-
ments. It provides information about financial instruments and plays an prominent role
in facilitating the diffusion of information. Thus, it continually updates the portrayed

performance of the regarding instrument for investors.

News media provides real-time information. It can be obtained using many channels
including newspapers, newswires, social media. These sources publish the news as soon

as the events occured or publicly shared (Schumaker and Chen, 2009). By utilizing these

!'Seeking Alpha is one of the most popular investment based social platform in the US providing valu-
able financial articles.
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sources, investors can upgrade their trading process in time.

Financial news not only provides information about the current situation of the market, but
also shapes investor sentiment. The information extracted from these news stories forms
the basis of investors’ sentiment about the relevant instrument (Allen et al., 2019). Market
participants digest the news immediately, revise and rebalance their positions accordingly
(Mitra and Mitra, 2012). Then, market aggregates the actions resulting from investor
sentiment and reflect them in the price movements (Li et al., 2014). By this channel news

sentiment can lead to significant market movements.

Van de Kauter et al. (2015) argues that news media have a substantial role in creating
market noise which can be considered as the main source of instability of the markets. It
broadens the characteristics of information with emotions thanks to its content or present-
ation styles. At this stage, the characteristics of information are transformed into some-
thing that affects the perception of the investor. Thus, beyond the abstract perspective of
efficient markets, news media is a concept that makes investors irrational rather than an

impartial information source for investors.

Today, natural language processing tools allow the news stories to be automatically under-
stood and interpreted by computers. By utilizing rule-based or machine learning-oriented
approaches, they can easily be translated from natural language to numerical data. Senti-
ment analysis is the task of natural language processing methods. It aims to detect posit-
ive, negative and neutral characteristics from given texts (Liu, 2015). There are two main
approaches that can be adopted in order to extract sentiment in texts as machine learning
oriented and rule-based methods. In machine learning-based approaches, text contents are
classified according to their sentiment characteristics with the help of machine learning
algorithms, while rule-based methods are based on the use of predetermined dictionaries
formed with polarity values or features determined according to the semantic orientation
of words (Chopra et al., 2016).

With the increasing credibility of natural language processing methods, well-known fin-
ancial data vendors such as Bloomberg and Thomson Reuters have started to take the
advantage of these tools. Now, they present a wide variety of materials including the
sentiment measures of financial news and social media posts to their users (Feuerriegel
and Prendinger, 2016). For example, Bloomberg’s news sentiment scores are obtained

through a automatic system which is trained to imitate a human in processing financial
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news, and they are presented to their users within a few milliseconds (Li et al., 2014).

The concept of news sentiment did not get enough attention in finance until Tetlock (2007)
published his pioneering paper. In this work, Tetlock extracts a pessimism factor, namely
low news sentiment from Wall Street Journal’s Abreast of Market column and invest-
igate its relationship with price movements. He adopts a rule-based sentiment analysis
approach and utilizes the General Inquirer’s Harvard-IV-4 classification dictionary. He
finds that high pessimism factor predicts the downward pressure on market prices and
unusually high or low pessimism predicts high trading volume. Tetlock’s work is very
important for the news sentiment literature since it is one of the first studies to show the
media’s substantial effect on market movements. Following this pioneering study, news
sentiment and its applications to finance have begun to be considered by both academics
and practitioners. Now, there is a growing body of literature showing the influence of

news sentiment on market movements.

Similar to Tetlock (2007), Ferguson et al.’s (2015) work is one of the studies that adopt
rule based sentiment analysis approach. They utilize Loughran and McDonald (2011)
words list to examine the tone and volume of firm-specific news providing a valuable
information about future stock returns. They find that both tone and volume of news have
the power to predict future abnormal returns. More specifically, they show that positive
words forecast higher returns, while negative words forecast lower returns for the next

trading period. They also conclude that the impact of the volume is greater than the tone.

The performance of rule-based methods closely relates with the efficiency of the diction-
ary and its compatibility with the domain. Some dictionaries that are used in rule-based
sentiment analysis approach do not focus on a specific domain. For example, words such
as ‘tax’ and ‘liability’ are on the negative word list of the General Inquirer dictionary,
but these words may not indicate any negativity in the financial context. In order to
overcome this problem researchers construct domain-specific dictionaries. For example
Henry (2008) and Loughran and McDonald (2011) dictionaries are created specifically
for finance domain (Kearney and Liu, 2014).

In the machine learning based sentiment analysis approach, data should be labelled manu-
ally or automatically. Koppel and Shtrimberg (2006) introduce a novel methodology
which relies on an idea of labelling financial news according to price changes of stocks.

They reach 70 percent accuracy on average in distinguishing good news from bad news.
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Following Koppel and Shtrimberg, Généreux et al. (2011) also adopt automatic labelling
approach based on contemporaneous price changes and obtain around 70 percent accur-

acy.

Some studies have preferred to use sentiment data provided by reliable financial data
vendors, instead of extracting sentiment scores from financial news using machine learn-
ing or rule-based methods. For example, Vanstone et al. (2019) and Dunham and Garcia
(2020) utilize Bloomberg’s sentiment scores in order to proxy investor sentiment. Van-
stone et al. (2019) construct neural network autoregressive models to evaluate the predict-
ive power of both sentiment obtained from news stories and Twitter posts. They utilize
Root Mean Square Error (RMSE) as performance evaluation metric and find that senti-
ment measures can significantly improve the performance of stock price predictions. Dun-
ham and Garcia (2020) examine the impact of firm-level news and social media sentiment
on companies’ share liquidity. They find a negative relationship between the firm-level
sentiment extracted from Twitter posts and share liquidity and a positive link between
the news sentiment and share liquidity. This implies, improvements in investor sentiment
extracted only from Twitter cause a decrease in the firm’s average share liquidity. Ho
et al. (2013) investigate the relationship between news sentiment (firm-level and macroe-
conomic) and intraday volatility by using Fractionally Integrated GARCH and two-state
Markov Regime-Switching GARCH models for the sample of Dow Jones Composite Av-
erage. They reveal a significant impact of news sentiment on volatility persistence for
most of the DJN 65 stocks. Moreover, they validate a greater impact of firm-specific
news sentiment (compared to macroeconomic news sentiment) and negative news senti-

ment (compared to positive news sentiment).

2.2  FINANCIAL FORECASTING USING ARTIFICIAL INTELLIGENCE
BASED MODELS

In today’s increasingly competitive markets, in order to gain competitive advantage against
the other market participants, investors need to make complex financial decisions by ana-
lysing the big and rapidly accumulating data. Given the dramatically growing datasets,
now, investors’ decision-making process requires more sophisticated analyses with more

advanced methods.

When an individual intends to invest in a financial instrument, he/she should have an op-

timistic view of this instrument’s future. In this step, investor tries to make an appropriate
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prediction for the following periods. However, making accurate forecasting is an appeal-
ing but very challenging task. For example, there are various parameters affecting stock
prices and some of these parameters may not be considered while constructing forecasting
models. Moreover, the financial system has a dynamic structure and parameters that in-
volved in this dynamic system are continually changing and transforming. Another reason
stems from the inherent in financial time series which are “dynamic, chaotic, noisy, non-
linear” and have a nonstationary structure (Henrique et al., 2019) where catching their
pattern is quite difficult. In this context, the introduction of artificial intelligence applic-
ations in the finance has revolutionized financial forecasting. Given their capabilities in
capturing complex patterns and strong capacity to handle with noisy and time-dependent
data, artificial intelligence-based models are promising and exhibit superior performance

in forecasting stock movements.

There are two main approaches in financial forecasting literature. First one is estimating
the direction of the movement by solving a classification problem in which the predic-
tion target represent whether the movement is upwards or downwards for the determined
period. The second approach is predicting a continuous target in which the aim is dir-
ectly forecasting the close price or return of the stock by attempting to solve a regression
problem. In predicting the direction of the movement approach, the task is converting the
estimated up/down movements into simply buy/hold/sell signals, rather than presenting
accurate predictions about the value of stock prices or returns. For example, while dir-
ection forecasting can provide information about whether the stock price will increase or
decrease, yet, it does not give an idea of the amount of change. On the other hand, the
prediction of a continuous target provides more accurate information by directly estimat-
ing the value of the target (Weng et al., 2018). Moreover, point estimates can be easily

converted to direction estimates.

Gudelek et al. (2017) utilize 2-D Convolutional Neural Network to predict the stock prices
of most commonly traded ETFs in the New York Stock Exchange. They use technical
analysis indicators such as relative strength index (RSI), simple moving average (SMA),
the moving average convergence/divergence oscillator (MACD), the Williams R%, the
stochastic oscillator as input of their forecasting models. They evaluate the model on both
classification and regression tasks using 2 class regression, 3 class regression, 2 class
classification and 3 class classification models. They reach 72% accuracy with 2 class
regression in which target values that are greater than 0O are considered as “buy” signals
and values that are less than or equal to O are considered as “sell” signals. Moreover,

this model yields more profit even after commissions are considered. Liu et al. (2017)
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make use of a hybrid model which consists of CNN and LSTM networks to make stock
selection and timing decisions. Then, they establish a trading strategy based on the results
of the forecasting model. Their trading strategy based on the idea that (i) if forecasting
model predicts +1, then they buy and hold this stock for 5 days, if a position has already
been taken, then update the number of holding days as 5 and continue to hold, (ii) if
forecasting model predicts -1, if a short position has already been taken or stocks are
already held, then the number of holding days will be decreased by one, and if the number
of holding days is equal to 0, then sell the stock. They conclude that the proposed system
outperforms to benchmark index in terms of the net portfolio value, annualized rate of

return and maximum retracement.

Chung and Shin (2018) adopt Genetic Algorithm-Long Short Term Memory (GA-LSTM)
approach by making use of simple moving average, weighted moving average, RSI,
Stochastic K% and D% to predict KOSPI Index. This approach rests on the idea of search-
ing best hyper parameters for LSTM model by using genetic algorithm. The prediction
performance of GA-LSTM approach is compared with benchmark model that predicts
no day-to-day change. They show that the proposed approach has lower MSE, MAE,
and MAPE the compared to benchmark model. This implies that using genetic algorithm
in hyper parameter optimization can improve the performance of the forecasting model.
Zhang and Tan (2018) focus on stock selection problem and propose DeepStockRanker
approach to predict stocks’ future return ranking. In this approach, first, a RNN model
with LSTM cell is fed with data to obtain deep representation of time series information,
then a feedforward neural network is connected with the RNN and convert the deep rep-
resentation of time series information to stock ranking score. Finally, they construct a
trading strategy that consists of the stock selection process based on the outputs that are
produced by the DeepStockRanker approach. They compare results of DeepStockRanker
approach several models including SVR, SVR with technical indicators, RBM, MLP and
LSTM with technical indicators and conclude that the proposed approach outperforms to

all methods in terms of the information coefficient, active return and information ratio.

Ince and Trafalis (2008) use Support Vector Regression (SVR), Multi Layer Perceptron
(MLP) and Autoregressive Integrated Moving Average (ARIMA) to predict the short term
price movements of selected 10 companies traded in NASDAQ by using technical in-
dicators including exponential moving average, RSI and Bollinger bands, MACD. They
evaluate the forecasting models according to the results of the trading system that they
established using the predictions obtained from these models and RMSE. Their results
show that SVR outperforms MLP and ARIMA in terms of RMSE and the risk-adjusted
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performance metric. Nikou et al. (2019) utilize Artificial Neural Network, SVR, Random
Forest (RF), and LSTM to forecast the close price of iShares MSCI United Kingdom.
They show that LSTM and SVR outperforms other models, in terms of MAE, MSE and
RMSE. Magsood et al. (2020) use Linear Regression, SVR and CNN to forecast stock
prices with a feature set including raw price and investor sentiment data for the sample
of selected companies from US, Hong Kong, Turkey and Pakistan. The main aim of the
paper is to show the predictive performance of locally and globally important events in
stock price prediction. In order to proxy these events, they utilize Twitter posts. Results
show that public sentiment improves forecasting performance and should be considered
in stock prediction. Moreover, compared to global events, local events have more poten-
tial to affect the performance of prediction models. Lastly, Support Vector Regression

outperforms other models according to performance metrics such as RMSE and MAE.

Considering the financial forecasting literature 2, one can see that LSTM and its variations
along with some hybrid models dominate this domain. (Sezer et al., 2020) LSTM is one
of the most advanced deep learning models for sequence learning tasks including natural
language processing, handwriting recognition and time series prediction. It is inherently
suitable especially for financial forecasting and exhibits superior performance in this field
thanks to its internal feedback mechanism between neurons that allows to memorization

of important past information (Chung and Shin, 2018).

On the other hand, SVR is another model that exhibit superior performance in time series
forecasting. SVR is robust to the outliers, has high generalization capacity, very easy
to implement and can give good results with high accuracy based on a sparse subset of
the whole training set (Sundaram et al., 2006; Awad and Khanna, 2015). Even though
SVR has shallow structure compared to deep learning models, in financial forecasting
literature, many studies are showing its superior performance against the models with
deep architectures. (Ince and Trafalis, 2008; Magsood et al., 2020)

In the financial forecasting literature, most of the studies focus on the developed financial
markets. There are very limited number of studies for emerging markets, especially for
Borsa Istanbul. Firstly, many studies for the sample of Borsa Istanbul focus on the dir-
ection of the market index rather than examine the stocks individually. In line with the

main objectives of portfolio management, investors intend to diversify their portfolio to

2See Gandhmal and Kumar (2019), Henrique et al. (2019), Ozbayoglu et al. (2020) and Sezer et al.
(2020) surveys for more detailed information on the use of artificial intelligence based approaches in fin-
ancial applications.
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get maximum profit at the same time exposing minimum risk. Although investing in index
funds is an option for this purpose, investors may prefer to diversify their portfolios based
on their own decisions. In this case, it is necessary to examine the stocks individually.
Secondly, considering the stock price forecasting literature, most of the studies do not
produce practical applications including designing trading strategies, generating transac-
tion signals etc. Lastly, their feature set mostly contain technical analysis indicators and

do not consider non-rational components of the market except for a few studies.

Among the studies that predict the direction of BIST index, Kara et al. (2011) use tech-
nical analysis indicators including simple 10 day moving average, weighted 10 day mov-
ing average, momentum, stochastic K%, stochastic D%, RSI, MACD, Larry William’s
R%, A/D Oscillator, CCI to predict the direction of BIST100 index. They utilize Ar-
tificial Neural Betworks and Support Vector Machines and compare the predictive per-
formances of these models. They reach 75% accuracy with ANN and 71% accuracy with
SVM. Gunduz and Cataltepe (2015) use financial news (including internet and official
news) and historical price data to predict the direction of the BIST100 Index. They state
that the use of news articles is a possible alternative to historical prices for predicting
the direction of BIST100 Index. Moreover, they show that internet news exhibit better
performance than the official news. Similarly, Sakarya et al. (2015), Halil and Demirci
(2019) focus on predicting the direction of BIST index.

Gunduz et al. (2017) utilize 25 technical indicators including EMA, momentum, MACD,
RSI to predict the intraday price direction of 100 stocks from Borsa Istanbul. They use
correlations between instances and features to order the features before they are fed into
CNN as inputs. They compare the proposed approach using CNN with randomly ordered
features and Logistic Regression and show the superior performance of proposed meth-
odology. Gunduz et al. (2017) utilize technical indicators and dollar-gold prices to predict
the daily movement of selected three stocks (GARAN, THYAO and ISCTR) from Borsa
Istanbul using Deep Neural Networks. They state that using dollar-gold features as input
improve the prediction performance. Ozcalici and Ayricay’s (2016) investigation is also
among the studies that focus on predicting stocks individually. Although these studies fo-
cus on the close price predictions of Borsa Istanbul stocks individually, they do not offer

any financial implications based on these results.

To the best of our knowledge, this is the first study predicting close prices of the Borsa
Istanbul stocks individually by making use of LSTM and SVR models. Apart from the
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existing studies that do not produce practical implications from prediction results or mak-
ing this for BIST index, this study is the first attempt to construct trading strategies based
on the predictions for BIST stocks. Although there are studies using news sentiment as
a proxy for investor sentiment, this is the first endeavour that proxies investor sentiment
utilizing Bloomberg’s news sentiment data which is developed to imitate a human in pro-

cessing financial news for the sample of Borsa Istanbul stocks.
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Chapter 3

DATA

In this section, we briefly introduce the dataset that we used in this thesis. When the
empirical literature is overviewed, one can see what the studies attempt to do is simply to
detect the most successful factors in predicting stock price movements. These endeavours
include using fundamental analysis and technical analysis indicators as well as modelling

behavioural patterns.

Following previous studies, we have created a wide feature set including historical price
data, technical analysis indicators and news sentiment as can be seen in Table 1. Our aim
is to identify the best features that improve the prediction performance of our model and
utilize them. In this respect, we run several experiments by adding or removing some of
these features and reach best results in terms of MSE and MAE with the feature set which

is marked in Table 1:

Feature Is it selected? Feature Is it selected? Feature Is it selected? Feature Is it selected?
High X EMA 30 WMA 40 Bollinger Bands X
Low X EMA 40 WMA 50 X CCI
Open X EMA 50 X WMA 60 Momentum X
Close X EMA 60 Return X ROC
Volume X SMA 10 X Risk 10 RSI X
Adjusted Close SMA 20 Risk 20 Stochastic K% X
Positive Sentiment X SMA 30 Risk 30 Stochastic D% X
Negative Sentiment X SMA 40 Risk 40 William’s R%
Net Sentiment SMA 50 X Risk 50 AD
EMA 10 X SMA 60 Risk 60 ADOSC
EMA 12 WMA 10 X MACD X OBV
EMA 20 WMA 20 MACD Signal X
EMA 26 WMA 30 MACD Histogram

Table 1: Selected Feature Set Based on the Results of the Initial Experiments

According to Aktan et al. (2018), emerging economies are less efficient compared to

developed markets and thus in such markets stock forecasting methods have stronger
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power. Moreover, Brzeszczynski et al. (2015) argue that emerging markets are more
exposed to investor sentiment. In such markets, the number of individual investors is
relatively high among the market participants and they suffer from lack of high-quality
information and professional services. Therefore, these markets tend to be affected by

investor sentiment more.

Following these arguments, we choose an emerging stock market as our sample: Borsa
Istanbul. Then we randomly select 10 of 45 stocks included in the BIST30 index which
are among to the most capitalized and the most actively traded stocks in the past few
years: Akbank (AKBNK), Dogan Holding (DOHOL), Eregli Demir ve Celik Fabrikalar
(EREGL), Tiirkiye Garanti Bankas1 (GARAN), Tiirkiye Is Bankas1 (ISCTR), Sabanc1
Holding (SAHOL), Soda Sanayii (SODA), Tiirkiye Sinai Kalkinma Bankas1 (TSKB),
Tiirkiye Vakiflar Bankas1 (VAKBN), Yap1 ve Kredi Bankas1 (YKBNK).? This selection
is particularly based on the view that investors closely follow such most popular stocks’

stories.

Our timespan covers the period between 11 May 2015 and 10 March 2020 due to news
sentiment data availability. We select 2-Year Bond Yield of Turkey as the risk-free rate
in calculating Sharpe Ratio. We utilize Yahoo! Finance for historical stock price data,
Bloomberg Terminal for news sentiment data and Investing.com for 2-Year Bond Yield
data of Turkey. We execute all implementations with Python 3.7. We use Numpy and
Pandas libraries for data obtaining, pre-processing, backtest simulation and performance
evaluation; Ta-Lib for calculating technical analysis indicators; Matplotlib for data visu-
alization; Keras for developing LSTM networks and; Sci-kit learn for constructing SVR

models.

3.1 FINANCIAL DATA

Our financial data consists of raw price data and technical analysis indicators. We obtain
historical stock price data from Yahoo! Finance using Python’s pandas data reader mod-
ule. This data contains Open, Close, High, Low, Volume columns. All technical analysis
indicators are computed using raw price data. At this stage we utilize Python’s TA-Lib
which is one of the most commonly used libraries by trading software developers. TA-
Lib library includes 200 indicators such as moving averages, William’s %R, MACD, RSI,
CClI, Stochastic K%, Stochastic D% etc. Among them we select the following indicat-

3In this study, we assign to IDs these stocks as 1, 7, 11, 13, 17, 26, 29, 36, 41, 42, respectively.
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Data

Description

Raw price data
Simple Moving Average (SMA)

Weighted Moving Average
(WMA)

Exponential Moving Average
(EMA)

Moving Average Convergence Di-
vergence (MACD) and MACD
Signal

Relative Strength Index (RSI)

Stochastic K% and Stochastic D%

Bollinger Bands

Momentum

Return

Raw price data contains Open, Close, High, Low and Volume columns.
SMA is the simple mean of stock’s price over a certain period of time. SMA
smooths the trend of stock price and filters out the noise from the stock
price. In extremely volatile conditions, it may not be useful to apply SMA.
WMA is the weighted mean of stock’s price over a certain period of time. It
gives more weight to more recent stock prices.

EMA is the exponential mean of stock’s price over a certain period of time.
Similar to WMA, EMA gives more weight to more recent stock prices. In
EMA, weighting decreases exponentially with each previous period. EMA
considers not only the changes in certain time periods, but also the price
changes over the entire period.

MACD is commonly calculated by subtracting the 26-period EMA from the
12-period EMA. MACD generates buy-sell signals with the help of signal
line which is calculated taking a n-period exponential moving average of
the MACD line and histogram, which is calculated by subtracting MACD
signal from MACD line. There are many ways to use the MACD such as
crossovers, overbought/oversold conditions, divergences.

RSI is a momentum indicator that evaluates overbought or oversold condi-
tions. It takes values between 0 and 100. It is mostly used with reference
values of 30 and 70. The values of 30 or below indicate that the stock is in
oversold area, while the values of 70 or above indicate that the stock is over-
valued or is in the overbought area.

Similar to RSI, Stochastic oscillator is also used to evaluate overbought

and oversold conditions and generate trading signals. It takes values 0-100
bounded range of values. The Stochastic oscillator is displayed as two lines
which are %K and %D. Transaction signals are generated when the %K
crosses through %D.

Bollinger Bands consist of three lines: The middle band which is n period
simple moving average of the stock prices for the given period of time, the
upper and lower bands are placed two standard deviations above and below
the middle band. When the volatility is high (low), then the bands widen
(narrow).

Momentum is measured by taking price differences for the given period. It is
a measurement of the speed of the price changes.

Return is the price change between current price and the previous period’s
price.

Table 2: Selected Features for Financial Data and Their Descriptions

ors according to the results of our initial experiments: simple moving average, weighted

moving average, exponential moving average, return, MACD, MACD signal, momentum,
RSI, Stochastic K%, Stochastic D%, Bollinger Bands. Table 2 shows the financial vari-

ables and their descriptions* that are used in this thesis.

3.2 NEWS SENTIMENT DATA

Our news sentiment data contains positive and negative news sentiment scores. We ob-

tain this data from Bloomberg which is one of the most known financial data vendors.

Bloomberg utilizes artificial intelligence-based models to extract the sentiment of the

*One can find more detailed information about technical analysis indicators and strategies in Pring
(1980), Murphy (1999), Achelis (2001).
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financial news. These models are trained to imitate a human in processing financial
news. Before the model is trained, financial news data should be labelled. In this stage
Bloomberg adopts the idea that: “When the investor who holds an asset in his/her portfo-
lio reads the news about pertinent asset, what will his/her attitude be this the stock? Will
it be bullish, bearish or neutral?” (Cui et al., 2016) Then, the labelled data is trained on
artificial intelligence-based models such as Support Vector Machines. Once the model is
trained, when new information arrives, the model will automatically determine the posit-

ive, negative or neutral characteristics of each financial news.

Bloomberg presents two types of sentiment scores to their users which are (i) story level

and (ii) company level:

e Story-level sentiment is produced in real-time since the arrival of news. It consists
of score and confidence. Score is a categorical value that takes values +1, 0 and -1
which demonstrates positive, neutral and negative sentiments respectively. On the
other hand, confidence is a numerical value that takes values ranging between 0 to
100, which can be seen as the probability of being positive, negative and neutral of

the news stories.

e Company-level daily sentiment is the confidence-weighted average of the past 24
hours’ story-level sentiment. They are published every morning approximately 10
minutes before the market opens. For intraday frequency, company-level sentiment
is recomputed every two minutes with an eight-hour rolling window. It is delivered

as a score that ranges from -1 to +1, indicating negative level and positive level.
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Chapter 4

METHODOLOGY

In order to forecast stock prices of the next trading day, we utilize artificial intelligence-
based models including Long Short-Term Memory (LSTM) Networks and Support Vector
Regression (SVR). In this section, we first examine neural networks in order to provide
a better understanding for LSTM networks. Then, we introduce LSTM and SVR mod-
els. Each part includes both the examination of the models and the implementations in-
cluding data pre-processing and hyperparameter optimization. Finally, we design trading
strategies in order to practically make use of the predictions produced by the forecasting

models.

4.1 FORECASTING STOCK PRICES
4.1.1 Long Short Term Memory (LSTM)

Long short-term memory (LSTM) is one of the most advanced deep learning architec-
ture for sequence learning tasks as a type of Recurrent Neural Networks (RNNs). It
was introduced by Hochreiter and Schmidhuber (1997). Given its capabilities for learn-
ing complex sequences, it is commonly used for advanced applications such as grammar
learning, handwriting recognition, robot control, rhythm learning and time series predic-
tion etc. Before examining LSTM in detail, it is useful to explain the basic concepts of
neural networks. The descriptions of DNNs and LSTM networks follow Britz (2015),
Karpathy (2015), Olah (2015), Fischer and Krauss (2018), Lerum (2018) and Giidelek
(2019).
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Figure 2: An Illustration of Deep Neural Networks
Source: Nielsen (2015)

Neural Networks (NNs) were first introduced by McCulloch and Pitts (1943). They are
very good at defining linear and nonlinear relationships between inputs and outputs in a
given dataset. Neural Networks are developed with the inspiration from the functioning

of neurons in our brain.

Figure 2 demonstrates a deep neural network model which includes three sets of layers
namely input layer, hidden layer(s) and output layer. Each layer consists of a given num-
ber of neurons. Also, there are weights w which are inter neuron connection strengths
and biases b that are assigned to neurons that have an important role in the functioning of

neural networks.

The inputs coming from the input layers, then pass through the activation function and
reach the first hidden layer. Each neuron in the first hidden layer calculates the output and
passes it through the activation function and then transfers output to the next hidden layer.
This process continues until the output layer is reached. The process that goes from input

layer to the output is called forward propagation.

The neuron assigns weights to each one of the inputs. The inputs are multiplied by the
weights and summed up with the bias. The result of the calculations feeds into an activa-

tion function to obtain the output values.

z=wlxz+b 4.1)
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y = Activation function(z) = o(2) (4.2)

Where, w is the weight vector, x is the input vector, b is the bias, z is the given value
of neuron, ¢ is the activation function and y is the value obtained from the activation

function.

Activation function determines whether the output of the neuron will be activated. Moreover,
activation functions compress the outputs to a certain range of values. For instance,
(0,41) for sigmoid, (—1,+1) for tanh, (0,+) for Rectified Linear Units (ReLU). The
logic of using the activation function during this process is to prevent the output values
from going to the infinity and to provide nonlinearity. Figure 3 shows the most commonly

used activation functions.

Sigmoid ‘ Leaky ReLU )

o(7) = il max(0.1z, x)

tanh Maxout

tanh(m) & © max(w] x + by, w3 x + bg)

ReLU J ELU J
T z>0

max (0, x) i ) {a(ex _1) z<0 . .

Figure 3: Most Commonly Used Activation Functions in NNs
Source: Jain (2019)

In order to evaluate the performance of the model, it is important to select the appropriate
loss (i.e. cost) function which calculates how close the produced outputs is to actual
outputs. There are several loss functions that are used for this purpose. Mean Squared
Error (MSE) and Mean Absolute Error (MAE) are the most common ones that are used

for regression problems. They are calculated as follows:

NEEE A
MAB(y,9) =~ > vi — 3l (4.3)
=1
LI i
MSE(y, ) = EZ(% — ;) 4.4)
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The training process is all about setting these weights and biases according to input and
output values. Once NNs are trained, the system produces outputs according to given
inputs. Then it compares the produced outputs with actual outputs with respect to loss
function. The main goal is to minimize this error. To ensure this, from the last layer to
the first layer, the weights and biases are adjusted. This process is executed based on

backward propagation and repeated until the error is minimized.

The optimization process mentioned above is executed with the gradient descent algorithm.
The gradient shows the maximum increase direction of the function at that point and is
calculated by taking partial derivatives of the function. Consider that the target function is
our loss function L(W) which is parameterized by the model’s weights. Vy, L(W) is ex-
pressed as the gradient of this function and is a derivative vector in d dimension. Gradient
descent tries to minimize the objective function by updating the weights in the opposite

direction of the gradients. By using the chain rule, gradients are calculated as follows:

ow) o(w) o) o)
oW, oW, T OW,a, OWy

VwL(W) = ( ) (4.5)

Gradients contribute the training process by updating weights:

W =W — .V L(W) (4.6)

Here, 7 is the learning rate parameter that determines the size of the steps is taken to reach
the valley. In other words, learning rate determines the learning speed of the model. A
high learning rate allows the model to learn faster while low learning rate can cause the
process to take place more slowly. Considering the extreme levels, the extremely large
learning rate will cause the gradient descent algorithm to oscillate around the global min-
ima and perhaps never reach that point as can be seen in Figure 4. On the other hand, the
extremely low learning rate will cause the steps to be so low that the global minima will
never be reached. Accordingly, it should be determined very carefully. Goodfellow et al.
(2016) point out the importance of learning rate as follows: “The learning rate is perhaps
the most important hyperparameter. If you have time to tune only one hyperparameter,

tune the learning rate.”



33

Big learning rate Small learning rate
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Figure 4: An Illustration to the Difference Between Big and Small Learning Rates
Source: Prasad (2018)

Figure 5 graphically shows the functioning of the gradient descent algorithm. Gradient
descent selects an initial point and then takes a step forward in the steepest downhill

direction. This process continues until algorithm reaches the global minima.
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Figure 5: An Illustration of the Gradient Descent Algorithm
Source: Dawar (2020)

In order to reduce the loss, optimizers determine the neural network’s attributes including
weights and learning rate according to the response to the output of the loss function. At
this point, loss function undertakes the task that guide the optimizer whether it move in
the right or wrong direction. Adaptive Moment Estimation (Adam), Adaptive Gradient
Algorithm (Adagrad), Root Mean Square Propagation (RMSProp), Stochastic Gradient
Descent (SGD) are the most commonly used optimizers in neural networks. Using mo-
mentum in the optimization algorithm ensures that learning continues in cases where the
gradient is vanished. In such cases, while calculating the gradient at time ¢ + 1, learn-
ing is ensured by using momentum with the effect of the gradient at time t. Momentum

parameter takes a value between 0 and 1.
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Most of the NNs can only learn spatial patterns from given data (Kim and Shin, 2007;
Chung and Shin, 2018). Moreover, in traditional neural networks, all inputs and outputs
are treated as they are independent of each other, and the order of inputs to the net-
work does not matter. The neural network forgets this input after the output is produced.
However, this approach does not suit very well for all tasks. For example, in processing
sequential tasks such as handwriting, speech recognition, financial forecasting etc., inputs
are related to each other. For example, in a financial time series problem, the previous
data can be important in predicting the next day’s closing prices. The advantages of RNN
over these models are emerged at this point. RNN has a memory feature that can be used
to extract temporal patterns in the data. In a simple expression, RNNs are the neural
networks with memory. In RNNs, there are internal feedback mechanisms between the
neurons that allow the memorization of significant events. Figure 6 and Figure 7 show the

functioning of simple RNN.

&) ® &)

Figure 6: An Illustration of RNN
Source: Olah (2015)

In Figure 8, z, is the input, s, is the hidden state namely, the memory of the network, o, is
the output at the time step ¢, U and W are the weight vectors and f is the activation func-
tion which provides nonlinearity. In RNNs, mostly sigmoid and tanh activation functions
are preferred. Hidden state is calculated based on the output of the previous hidden states

and the input of the current timestep.

St = f(UfL't + WSt_l) (47)

RNN is a recurrent model since it has loops that allows the use of historical information
by executing the same task for each element of the sequence with the help of previous

outputs. In RNN, once the output is produced, it is copied and returned back into the
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network. Thus, the network considers both the current input and the output that learns
from the previous timesteps. Theoretically, RNN can utilize the information in long se-
quences, but in practice they have some limitations and can look back only a few periods.
(Britz, 2015) In RNN, while time steps increases, the information coming from the past
events disappears. Thus, RNN has difficulty in capturing long time-dependencies due to

vanishing gradient problem.
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Figure 7: An Illustration of Unfolded RNN
Source: LeCun et al. (2015)

RNN handles with sequence data and has timesteps. Therefore, it uses back propaga-
tion through time (BPTT) algorithm in adjusting model parameters. BPTT unrolls all
input timesteps, accumulates the errors across each timestep, then rolls up the timesteps
and updates the weights. One can remember from the above-examined back propagation
example that the gradients carry information to update the model’s parameters. If the
gradient approaches very small values, this implies that parameter updates become insig-
nificant from layer to layer. Thus, initial layers which are very critical to the functioning
of the whole system thanks to their substantial role in recognizing the essential character-
istics of the input data cannot be efficaciously updated. This is called vanishing gradient

problem.

There are several ways to deal with the vanishing gradient problem such as accurately
initialization of the weights, regularization, using ReLU which does not cause a small
derivative as an activation function instead of using sigmoid or tanh, etc. One another and
even more popular solution to handle such problem is to use Long Short-Term Memory
networks. As a class of RNNs LSTM is developed to overcome and address the drawbacks
of simple RNNs.

Following notations are used in order to describe the functioning of LSTM networks
(Fischer and Krauss, 2018):
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Figure 8: An Illustration of LSTM
Source: Olah (2015)

® by, bs, b; and b, are the bias vectors,

e f;,i; and o, are the vectors representing the values of the regarding gates,
e h, is the output vector of the LSTM layer,

e s, and S, are the vectors for cell states and candidate values,

o Win, Wi, Win, Wiz, Won, Wo o, Wi, and Wy, are the weight matrices,
e 1, is the input vector,

e o represents the elementwise product.

The functioning of the memory cell starts with determining how much information the
cell state will forget by using the input at time ¢ and the hidden state at time ¢ — 1. This

determination is executed by the forget gate.

fi= Wy pap+ Wy hi_q +by) (4.8)

In the next stage, the input gate decides which information will be added to the cell state.

In this regard, candidate values that could potentially be added is calculated by using the
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input at time ¢ and the hidden state at time ¢ — 1.

5 = tanh(Ws, vy + Wi, hi—1 + bs) (4.9)

Then, output of the input gates is calculated.

ir = sigmoid(W; yay + Wi phi—1 + b;) (4.10)

In the next stage, the new cell states are computed based on the results of the previous

steps.

St = [t 051+ 1t 035 (4.11)

In the last stage, the output of the memory cells is produced:

or = sigmoid(W, zxt + W, phe—1 + b,) (4.12)

hy = o, o tanh(s;) (4.13)

Our dataset covers the period between 11 May 2015 and 10 March 2020. We split our
dataset as train and test datasets according to approximately 7:3 ratio. This means that
nearly 70% of data contributes to the train set and 30% of data contributes to the test set.
Training set covers the period of 11 May 2015 to 31 December 2018 and consists of 922
days. Test set includes the period of 1 January 2019 to 10 March 2020 and has 309 days.

In order to rescale the features such that all values have a mean of zero and unit variance,

we standardize our dataset:



38

(4.14)

Like in the other artificial intelligence-based models, in LSTM, hyperparameters includ-
ing number of hidden layers, number of neurons, regularization rate, learning rate, type of
optimizer, window size should be carefully tuned. This stage includes trying all combin-
ations and observing their performance over 30 epochs and choosing the best ones. Table
3 and Table 4 shows the combinations of hyperparameters that we try for hyperparameter
optimization as well as the best hyperparameters that we select among them in terms of
MSE and MAE.

Stock ID Learning Rate Window Size = Momentum L1 Regularization Rate
1 Learning rate € Windows size € Momentum € Regularization rate €
7 {0.01 {20, {0.1, {0,

11 0.001, 30, 0.2, 0.01,

13 0.003, 60, 0.3, 0.05,

17 0.0001, 90, 0.4, 0.001,
26 0.0003, 120, 0.5, 0.005,
29 0.0005, 0.0007, 150, 0.6, 0.0001,
36 0.0009, 0.00001, 210, 0.7, 0.00005,
41 0.00002, 0.00005, 240, 0.8, 0.000001,
42 0.000001, 0.000005} 300} 0.9} 0.0000001 }

Table 3: The Parameters that are Used in Hyperparameter Optimization for LSTM

Stock ID Learning Rate Window Size Momentum L1 Regularization Rate Number of epochs

1 0.000005 30 0.9 0 102
7 0.0005 30 0.7 0 22
11 0.0001 30 0.1 0 64
13 0.0001 30 0.9 0.000001 51

17 0.00005 30 0.6 0 55

26 0.00002 30 0.1 0.000001 167
29 0.0001 30 0.9 0 36
36 0.0003 30 0.1 0 60
41 0.00005 30 0.7 0.00001 82
42 0.0005 30 0.1 0 52

Table 4: Best Parameter Combination Reported by Parameter Tuning Experiments for
LSTM

Window size is one of the most important hyperparameters in LSTM to tune. It determines
the degree of past information to be considered. Further, it impacts on the shape of input
that feeds into the model. If the window size is much lower than the optimal, there is a
possibility that the model may miss important information, on the other hand, if window

size is much higher, then the model becomes likely to be over-fitted and computational
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costs are increased. In our initial experiments, we try the following values: 20, 30, 60, 90,
120, 150, 210, 240, 300 (see Table 3). We reach the best results with window size 30.

We select RMSprop as an optimizer motived from the studies arguing that it works well
with Recurrent Neural Networks (Chollet, 2016; Fischer and Krauss, 2018).

In order to determine the optimal epoch number for each stock, we use early stopping.
If the validation loss does not improve in the selected patience periods, early stopping
provide that the training process is stopped and the parameters of the model are adjusted
with the lowest validation loss. Thus, we individually determine the number of epochs
for each stock and reduce the risk of over-fitting. We restrict the patience with 15 epochs

and determine maximum number of epochs as 1000.

Moreover, in order to avoid from over-fitting, we utilize regularization. Regularization is
a method used to reduce the complexity of the model. In this implementation, the regu-
larization term is added to the loss function that allows reducing the effects of variables
which have high weight values. We use L1 regularization. L1 regularization ensures
sparsity which means that the majority of weights are zero. This enables us to avoid from

over-fitting problem by reducing model complexity.

Finally, the determined configuration of LSTM network is as follows: input layer with 23
features and 30 timesteps. LSTM layer with 100 neurons and L1 regularization for some

of the stocks, output layer with one neuron.

4.1.2 Support Vector Regression (SVR)

Support Vector Regression (SVR) is a supervised machine learning method to solve
regression problems and is a generalized version of Support Vector Machines (SVM)
(Vapnik, 1995) which is one of the most used machine learning algorithms used in su-
pervised classification tasks. Although not as popular as SVM, SVR is a quite effective
method in regression tasks and it has received increasing attention (Liang et al., 2013).
The descriptions of SVR follow Smola and Scholkopf (2004), Hsu et al. (2009), Yeh et al.
(2011), Guo (2014) and Awad and Khanna (2015).

In SVR, the main goal is to find a function f(x) such that the predicted response values of
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the training samples have at most an ¢ deviation from their observed response values. The
area created by this deviation is called e-tube. e-tube “represents the degree of precision
at which the bounds on generalization ability apply.” (Hsu et al., 2009) e-tube should be
as flat as possible centred around the hyperplane, and also to contain most of the training

instances. At the same time, model complexity and prediction error should be balanced.

SVR does not penalize the errors as long as they are in the e-tube. Training vectors that lie
within the e-tube are considered as correct, while those outside the e-tube are considered
as incorrect and contribute to the loss function (See Figure 9). Therefore, training vectors
within the e-tube are not important in terms of the regression function (Hsu et al., 2009).
The vectors lying on and outside of the boundary lines are the support vectors. Support
vectors are the subset of the training data and are used to determine the regression surface
(Awad and Khanna, 2015).

L
-

response variable <

 J

predictor variable X

Figure 9: An Illustration of Support Vector Regression
Source: Zhang and O’Donnell (2020)

Suppose that we have the training data:

D = (z1,y1), ..., (z;,y1), wherez; € IR", i =1,....], and y; € IR (4.15)

Where each y; is the target variable value for the n dimensional input vector x;.

Following equation depicts the f(z) function:

M
y=f(z)=(w,x)+b= ijxj +bwherey,b € IR, r,w € IRM (4.16)

J=1
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Where w represents the weight vector and x represents the input vectors and b represents
the bias.

Our aim is to find a function f(x) that has the most e deviation and to be as flat as possible.
To ensure the flatness condition, we should minimize the norm of w. We can write this

problem as a convex optimization problem:
| 9
minimize o ||wl]]

i —(w, ;) —b<e
subject to: b= )
(w,x;) +b—y; <e€

o
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Figure 10: An Illustration of Support Vector Regression with Slack Variables
Source: Zhang and O’Donnell (2020)

So far, we have examined the case of function f(x) actually exist that approximates all
input data points (x;,y;) with e precision. However, this situation may not hold all the
time where outliers may deviate from most of the data points (Zhang and O’Donnell,
2020).

To handle this issue, we can add &, £* slack variables to account for the noisy data which
exceed the e-tube (Cortes and Vapnik, 1995).
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I
minimize §||w|| + CZ(& + &)

=1

yi — (w, ;) —b<e+¢
subject to: ¢ (w, ;) +b—y; < e+ &

Where the constant C' > 0 is the regularization parameter determining the trade-off
between the flatness condition and the amount of deviation exceeding the € is tolerated
for this multi-objective optimization problem. Larger C' gives more weight to minimizing

the prediction errors. (Awad and Khanna, 2015).

So far, we have explained the case where f(z) are linear. In order to deal with nonlinear
problems, one can use a kernel function that transforms the original inputs to a higher
dimensional space. The most commonly used kernel functions in SVR are linear kernel,

polynomial kernel and radial basis kernel.

Where ¢(.) : RY — F is the transformation from original inputs to kernel space. We can

re-arrange linear function f(x) in terms of (.) as follows:

y = f(z) = (w,p(x)) +b=w"p(x) +b (4.17)

Then the optimization problem can be written as:

I
VSRR ST *
minimize EHwH —l—CZ(fz"i‘fi)

i=1
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i —wlo(r) —b<e+§
subject to: ¢ wlp(x;) +b—y; < e+ &
&, & =0

In this thesis, we utilize linear SVR to predict the subsequent close prices of selected
stocks. As in LSTM, we split our dataset into train and test sets, employ standardization
and carefully tune hyperparameters. We try 0.001, 0.01, 0.1, 1, 10, 100 and 1000 values
for tuning the C' parameter. Table 5 shows the C' values that we reached the best results
in terms of MAE and MSE.

ID Selected parameters (C)

1 0.01
7 0.01
11 0.1
13 1
17 1
26 1
29 1
36 0.01
41 1
42 0.01

Table 5: Best Parameter Combination Reported by Parameter Tuning Experiments for
SVR

4.1.3 Some Challenges in Artificial Intelligence Based Models

In artificial intelligence-based models, there is always risk to encounter with under-fitting
and over-fitting. While training the model, we want the model to learn from the train-
ing data, but we do not want it to learn too small or too much since in such cases we
may encounter underfitting or over-fitting problems. Both of these problems lead to low

generalization and unreliable predictions on out-of-sample sets.

Consider that, we have the dataset as in Figure 11. We try to construct a machine learning

model for this dataset.

Under-fitting occurs when the model cannot capture the underlying characteristics of the

data. In this case, the model does not fit the data very well and does not understand the
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Figure 11: An Illustration of the Sample Dataset
Source: Al-Masri (2019)

relationship between the features and target variable. In simple terms, when the model
cannot learn it refers to the under-fitting problem. Some possible solutions to handle
with under-fitting problem include increasing model complexity, adding new features,
performing feature engineering, increasing number of epochs and so on. Suppose that we
face an under-fitting problem with the above dataset, then we are likely to encounter a

graph like Figure 12.

Figure 12: An [llustration of the Under-fitting Problem
Source: Al-Masri (2019)

Over-fitting means that the model learns very well on the training data but performs poorly
on out-of-sample data. In this case, the model learns too much on the training data which
results in learning from the noise and inaccurate points in the dataset. In other terms, the
model has memorized the situations in the training set. Since the model looks for these
situations in the out-of-sample set, it exhibits poor generalization performance. Possible
solutions to handle with the over-fitting problem include reducing model complexity, in-
creasing training data, setting early stopping, using drop out and regularization. Suppose
that we face an over-fitting problem with the above dataset, then we have a possibility to

face a graph like Figure 13.

In this study, in order to reduce the risk of encountering the under-fitting and over-fitting
problems we execute several implementations. First of all, we use a comprehensive fea-

ture set in order to provide the model to understand the relationship between the input and
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Figure 13: An Illustration of the Over-fitting Problem
Source: Al-Masri (2019)
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output vectors very well. Secondly, we carefully tune the hyperparameters.

e LSTM: In LSTM, one of the most important hyperparameters is the window size.
Window size determines the degree of past information to be considered. If win-
dow size is much lower than the optimal, there is a possibility that the model may
miss important information, on the other hand if window size is much higher, then
the model becomes likely to be over-fitted. Next, we use L1 regularization in order
to avoid from over-fitting for some stocks’ predictions. Regularization is a method
used to reduce the complexity of the model. In this implementation, the regulariza-
tion term is added to the loss function that allows reducing the effects of variables
which have high weight values. L1 regularization ensures sparsity which means
that the majority of weights are zero and enables to avoid from over-fitting. Lastly,
in order to determine the optimal epoch number for each stock, we use early stop-
ping. If the validation loss does not improve in the selected patience periods, early
stopping provide that the training process is stopped and the weights of the model
is adjusted with the lowest validation loss. Thus, we individually determine the

number of epochs for each stock and reduce the risk of over-fitting.

e SVR: In SVR, it is very critical to tune C, which is the regularization parameter
determining the trade-off between the flatness condition and the amount of devi-
ation exceeding the e is tolerated. Since big values of C will increase the model
complexity, it is likely to encounter over-fitting. Taking this into consideration, we
carefully tuned the C parameter by observing MAE and MSE values for both train

and test data.
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4.2 CONSTRUCTING TRADING STRATEGIES

We design two trading strategies based on the close price predictions we obtain LSTM
networks (TS-LSTM) and SVR (TS-SVR). Then we compare these strategies with buy
and hold strategy using BIST100 Index which simply rests on the idea that buy BIST100
Index at the beginning of the period and sell it at the end of the period. By this way, we will
be able to understand how we perform if we had adopted a passive trading strategy instead
of TS-LSTM (TTS-LSTM) and TS-SVR (TTS-SVR). Our simulation period covers the
timespan between 02 January 2019 and 10 March 2020. We assume that stocks can be
bought and sold instantly.

In our strategy, firstly, all stocks are equally weighted. We allocate a total of 1000 TL
for the portfolio and 100 TL for each stock. These weights then change dynamically
according to the buy and sell signals produced by the system. All transactions are carried
out in the closing session (18:08-18:10) from which the transactions can be made at the
closing price. This is because, the system generates the signal when the close price of
today is determined.

Our trading strategy basically rests on the idea of that, buy the stocks if the prediction
of the close price for the next day is higher than the close price of today, hold them
until the predicted value is lower than the actual value and sell the stocks if predicted
value is lower than the actual value. That is, if the predicted value of the next day is
higher (lower) than today’s actual value, the system will generate a buy (sell) signal.
This strategy corresponds to buy the stocks, which provides a positive expectation about
the next day and sell it before the expectation turns negative. So, based on the prediction
results, we will be able to obtain returns as long as the price increase continues and prevent
from the loss. If the system does not produce a buy signal for a period of time after
generating a sell signal for a stock, we evaluate this period by investing in a risk-free
interest rate. So, we run our capital every trading day whether the system has produced a

signal or not.

Since our aim is to make a comparison with passive strategy, we have to make sure
whether the transaction costs will cause any disadvantage for us. Therefore, the next
stage is to consider transaction costs. Accordingly, we make a commission cut, fixed with

the rate of 0.002 for each transaction.
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We establish another kind of trading strategy that based on the idea that the trading system
should generate signals to provide enough return to compensate at least transaction cost.
In this stage, we’re taking the advantage of focusing on the regression problem instead of a
classification problem. In this strategy, our trading system will not generate signals unless
the amount of return exceeds 0.002. Therefore, at least we get enough returns as much
as to compensate transaction costs. We call these strategies TTS-LSTM and TTS-SVR,

extra T comes from the threshold.

In order to evaluate the performance of each trading strategy we utilize performance met-
rics such as return, volatility, sharpe ratio and maximum drawdown. Although return and
volatility provide information about the success of the trading strategy, using the risk-
adjusted measures, in which the risk and return are considered together, will give a more
accurate idea of the performance of the strategies. Sharpe ratio which was introduced by
Nobel Laureate William Sharpe is a good and very simple metric to evaluate risk-adjusted
return of a trading strategy. It scales excess return by standard deviation and expresses the
return per unit of risk. (Fischer and Krauss, 2018) It is calculated by subtracting the risk-
free rate (R;) from the return of the trading strategy (R,) and dividing by the standard
deviation o, of the trading strategy’s excess return:

SharpeRatio = By = By
Op

(4.18)

Sharpe ratio gives an idea about whether a trading strategy’s excess returns are due to a
result of right decisions or a result of bearing too much risk. Note that, a trading strategy
is said to be successful when it yields higher returns without carrying the additional risk.

The higher Sharpe ratio means a better risk-adjusted performance.

In investing operations, in addition to the risk-adjusted performance, preservation of the
capital and steadiness of the strategy are also important. Therefore, the Maximum Draw-
down (MDD) is a very critical metric to consider, since it focuses on capital protection
which is one of the key concerns for investors. MDD is expressed in percentage terms and
captures the largest percentage loss that an investor could have faced. Thus, it gives an
idea about the worst scenario that an investor can experience. However, it only considers
the size of the largest decline and does not provide any information about how many times

this decline occurs. Calculation of MDD is as follows:
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DD, = min(0, 2t—£maz) (4.19)
pmam
MDD, = maz(DD,) (4.20)

Where DD, is the drawdown at the time ¢, p,,., is the peak of the portfolio and pt is the
current value of the portfolio.
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Chapter 5

RESULTS

In this chapter, we present the results of both forecasting models and trading strategies
that we construct based on the predictions of LSTM and SVR. First of all, we examine the
prediction results of LSTM and SVR models in terms of Mean Absolute Error (MAE),
Mean Squared Error (MSE) and directional accuracy. Moreover, in order to provide a
better understanding of our prediction results, we also utilize MAE and MSE values of
stock returns. Secondly, we investigate the results of trading strategies in terms of return,
volatility, Sharpe ratio and maximum drawdown. In the next step, in order to make sure
whether transaction costs cause any disadvantage for us we incorporate commission cuts

to our analyses. Finally, we summarize and interpret the overall results.

5.1 PREDICTION RESULTS

In order to forecast the close prices of the next trading day of the selected 10 stocks
from BIST30 Index, we utilize Long Short-Term Memory Networks and Support Vector
Regression. In this section, we present the prediction results of LSTM networks and SVR

in terms of Mean Absolute Error, Mean Squared Error and directional accuracy.

Comparison of the errors produced by the LSTM and SVR with respect to MAE, MSE
and direction accuracy is shown in the Table 6. Table 6 reveals that the linear SVR model
has superior predictive power compared to LSTM in terms of MAE and MSE. Except
for the MAE of TSKB, the MAE of all other stocks is lower in SVR. Moreover, MSE
of all stocks are also lower in SVR. However, the differences between MAE and MSE
values of LSTM and SVR are quite low. Although SVR makes more closer predictions to
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LSTM SVR
ID  Stock
MAE MSE Direction Accuracy MAE MSE Direction Accuracy

1 AKBNK 0,1264 0,0283 55,19% 0,1195 0,0269 53,90%
7 DOHOL 0,0405 0,0027 49,35% 0,0313 0,0015 42,86%
11  EREGL 0,1421 0,0391 50,32% 0,1220 10,0302 50,65%
13 GARAN 10,1753 0,0551 55,84% 0,1646 0,0519 54,22%
17 ISCTR 0,1320 0,0296 51,95% 0,1031 0,0191 47,73%
26 SAHOL 0,1488 0,0377 52,27% 0,1338 0,0329 55,19%
29 SODA 0,1140 0,0215 50,97% 0,0807 0,0121 47,73%
36 TSKB 0,0365 0,0031 52,92% 0,0381 0,0018 39,61%
41 VAKBN 0,1063 0,0258 49,03% 0,0949 0,0164 48,05%
42 YKBNK 0,0515 0,0045 52,60% 0,0426  0,0032 47,73%

Table 6: Close Price Prediction Results of LSTM and SVR

real values, LSTM performs better in capturing direction of price movements. As can be
seen from the Table 6, considering the directional accuracy, LSTM outperforms SVR. The
highest difference is for TSKB with 13.09%. This is followed by DOHOL with 6.49%,
and YKBNK with 4.87%.

Figure 14 shows the prediction results of ten stocks obtained from LSTM networks and
SVR along with their actual values. As can be clearly seen, the predictions of both models
are very close to the actual values. However, looking at the graph of SODA and TSKB,
one can see that the predicted values by LSTM are slightly away from the actual values.

Nevertheless, the direction movements have been caught up better compared to SVR.

Although directional accuracy gives an idea of which stock is better predicted, using MAE
and MSE without taking any action do not provide the appropriate evaluation. For ex-
ample, if we look at the results of LSTM, it looks like the best predicted stock is DOHOL
with 0.27% MSE value. However, in reality, we cannot understand it only by looking
at the MAE and MSE values of close price predictions. There might be huge differences
between close prices of stocks. In order to make a comparison between the prediction per-
formance of stocks more precisely, we rearrange MAE and MSE values by making use
of stock returns. In this direction, first, we calculate stock returns by using both predicted

and actual values of close prices as follows:

Pp; — Pa;—y

5.1
Pa,, G.D

Rp, =
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Figure 14: Comparison of the Close Price Predictions Based on LSTM and SVR along
with Actual Values

Where Rp, denotes predicted return, Pp; is predicted price by forecasting model, Pa;_,

is actual price of the stock at time ¢ — 1.



52

Thereafter, we compute MAE and MSE values using these stock returns. Thus, we obtain
an idea about which stock is better predicted in more accurate way. Table 7 shows the
MAE and MSE values of stock returns for both models.

LSTM SVR
MAE MSE MAE MSE

1 AKBNK 0,0181 0,0005 0,0172 0,0005
DOHOL 0,0296 0,0013 0,0231 0,0008

11 EREGL 0,0177 0,0005 0,0152 0,0004
13 GARAN 0,0188 0,0006 0,0177 0,0006
17 ISCTR 0,0229 0,0009 0,0177 0,0005
26 SAHOL 0,0171 0,0005 0,0154 0,0004
29 SODA 0,0173 0,0004 0,0123 0,0002
36 TSKB 0,0373 0,0027 0,0445 0,0026
41 VAKBN 0,0218 0,0008 0,0197 0,0007
42 YKBNK 0,0224 0,0008 0,0184 0,0006

ID Stock

Table 7: Return prediction Results Based on the Close Price Predictions of LSTM and
SVR

Looking at the MSE values of both models, it is seen that the best predicted stock is
SODA. In LSTM, it is followed by SAHOL, EREGL, AKBNK, GARAN, VAKBN,
YKBNK, ISCTR, DOHOL and TSKB respectively. In SVR, the prediction perform-
ance order in terms of MSE is as follows: SODA, EREGL, SAHOL, AKBNK, ISCTR,
YKBNK, GARAN, VAKBN, DOHOL, TSKB. In terms of MAE, both models have sim-
ilar orders with MSE as expected. In LSTM stocks can be ordered from the best pre-
dicted to the worse as follows: SAHOL, SODA, EREGL, AKBNK, GARAN, VAKBN,
YKBNK, ISCTR, DOHOL and TSKB. In SVR, SODA is the best predicted stock in
terms of MAE. It is followed by EREGL, SAHOL, AKBNK, ISCTR, GARAN, YKBNK,
VAKBN, DOHOL and TSKB. Along with the directional accuracy, these orders are im-
portant in terms of giving an idea about which stocks are the most contributed the success
of the trading strategies. In other words, one can say that the trading system generates

more accurate signals about the stocks with the best rankings.
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5.2 BACKTEST RESULTS

5.2.1 Results of TS- LSTM and TS- SVR

As mentioned above, we construct trading strategies based on the close price predictions
obtained with LSTM networks and SVR. We call these strategies Trading Strategy of
Long Short Term Memory (TS-LSTM) and Trading Strategy of Support Vector Regres-
sion (TS-SVR). If the predicted value of the next day is higher (lower) than today’s actual
value, the system generates a buy (sell) signal. Thus, we buy the stocks if the predic-
tion of the close price for the next day is higher than the close price of today; hold them
until the predicted value is lower than the actual value and; sell the stocks if predicted
value is lower than the actual value. This strategy corresponds to buy the stocks which
provides the expectation that the next day will yield positive returns and, sell it before the
expectation turns to negative. Accordingly, we will able to obtain returns as long as the
price increase continues and avoid from the loss. If the system has not produced a buy
signal for a period of time after generating a sell signal for a stock, we evaluate this period
by investing in a risk-free interest rate. Therefore, we run our capital every trading day

whether the system has produced a signal or not.

We select buy and hold BIST100 Index as our benchmark strategy which simply rests
on the idea that buy BIST100 Index at the beginning of the period and sell it at the end
of the period. By this way, we will be able to comprehend how we perform if we had
adopted a passive trading strategy instead of TS-LSTM and TS-SVR. In order to justify
the performance of active strategy against the passive strategy, we have to make sure that
the transaction costs do not cause any disadvantage for us in terms of performance metrics.
Therefore, in the next stage of our analysis, we consider transaction costs. We apply a
commission cut, fixed with the rate 0.002 for each transaction. Then we evaluate the
performance of each trading strategy in terms of the annualized return, volatility, Sharpe

ratio and maximum drawdown.

Table 8 shows the backtest results of our trading strategies in terms of return, volatility,
Sharpe ratio and maximum drawdown without any consideration of transaction costs. As
it is clear from the table, TS-LSTM and TS-SVR yield higher returns and have lower
volatility than buy-and-hold BIST100 Index. TS-LSTM has the best performance with
29.71% return and 0.1603 volatility. It is followed by TS-SVR with 26.81% return and
0.1823 volatility and BIST100 14.28% return and 0.2207 volatility, respectively.



54

Annualized Performance Measures

Strategy

Return Volatility Sharpe Ratio Maximum Drawdown
TS-LSTM 29.71%  0.1603 1.2031 -10.62%
TS-SVR  26.81%  0.1823 0.8987 -14.78%
BIST100 14.28%  0.2207 0.1748 -20.37%

Table 8: Backtest Results of TS-LSTM and TS-SVR without Transaction Costs

Evaluating the performance of a trading strategy just by examining its return and volatility
does not provide accurate information. Therefore, we also utilize Sharpe ratio which gives
us an idea about whether a trading strategy’s excess returns result from right decisions or
from bearing too much risk. As expected, TS-LSTM and TS-SVR generate significantly
higher Sharpe ratio than the buy-and-hold BIST100 Index since they have higher return
and lower volatility. TS-LSTM exhibits superior performance with 1.20 Sharpe ratio, it
is followed by TS-SVR with 0.89. Buy and hold BIST100 Index strategy has the lowest
Sharpe ratio with 0.17. It is seen that in terms of Sharpe ratio TS-LSTM and TS-SVR
exhibit superior performance compared to benchmark strategy. Sharpe ratio of the TS-
LSTM is seven times as much as the BIST100 index and Sharpe ratio of the TS-SVR
is five times as much as the BIST100 index. All of these explanations indicate that TS-
LSTM and TS-SVR yield higher returns relative to the amount of risk that is exposed than
the passive BIST100 strategy.

We also utilize maximum drawdown, which is a measure capturing the largest percent-
age loss that an investor can face with. As can be seen from Table 8, TS-LSTM and
TS-SVR have much lower maximum drawdown than BIST100 index with -10.62%, -
14.78% and -20.37% respectively. That is, if an investor had invested with the TS-LSTM
strategy, he/she would face the largest decline with -10.62%, whereas; had he/she inves-
ted in BIST100 index and adopt a passive strategy, he/she would experience the largest
decline with -20.37%.

In order to justify the superior performances of our active strategies, we have to make sure
that the transaction costs do not cause any disadvantage for us in terms of performance
metrics. In addition, evaluating the backtest results without considering transaction costs
does not provide a real-life analysis. Therefore, in the next stage of our analysis, we
consider transaction costs. We apply a commission cut fixed with the rate of 0.002 for
each transaction. Table 9 shows the backtest results of our trading strategies with the

transaction costs.
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Annualized Performance Measures

Strategy

Return Volatility Sharpe Ratio Maximum Drawdown
TS-LSTM with commission 20.16%  0.1560 0.6238 -10.93%
TS-SVR with commission 14.05%  0.1820 0.1987 -16.56%
BIST100 with commission  13.90%  0.2211 0.1575 -20.37%

Table 9: Backtest Results of TS-LSTM and TS-SVR with Transaction Costs

As can be seen, even if transaction costs are considered, TS-LSTM and TS-SVR yield
higher returns and have lower volatility compared with buy-and-hold BIST100 Index. TS-
LSTM has the best performance with 20.16% return and 0.1560 volatility. It is followed
by TS-SVR with 14.05% return and 0.1820 volatility and, by BIST100 with 13.90% re-
turn and 0.2211 volatility.

Moreover, TS-LSTM and TS-SVR generate higher Sharpe ratio than the buy-and-hold
BIST100 Index. TS-LSTM exhibit superior performance with 0.62 Sharpe ratio, followed
by TS-SVR with 0.19. Buy and hold BIST100 Index strategy has the lowest Sharpe
ratio with 0.15. It is seen that in terms of Sharpe ratio, TS-LSTM and TS-SVR exhibit
superior performance. Sharpe ratio of the TS-LSTM is more than four times as much as
the BIST100 index and Sharpe ratio of the TS-SVR is 1.26 times as much as the BIST100
index. Moreover, TS-LSTM and TS-SVR have much lower maximum drawdown than

BIST100 index with -10.93%, -16.56% and -20.37%, respectively.
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Figure 15: Portfolio Values of Each Trading Strategy During the Backtest Period
without Considering Commission

Figure 15 and Figure 16 show the portfolio value of each trading strategy during backtest
period. Except for TS-SVR with the commission, all these strategies, especially the TS-
LSTM and TS-LSTM with commission outperform the benchmark strategy according to
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Figure 16: Portfolio Values of Each Trading Strategy During the Backtest Period with
Commission Cuts

their portfolio values. Although, at the end of the period, the portfolio value of LSTM-
SVR with commission is lower than the passive strategy, it performs better than the bench-

mark in terms of all performance metrics.

5.2.2 Results of TTS- LSTM and TTS- SVR

We additionally establish another trading strategy which is based on the idea that the
trading system should generate signals to provide enough return to compensate at least
the transaction costs. In this respect, we determine the threshold as 0.002, which equals
to transaction cost. In this strategy, our trading system will not generate signals unless the
amount of return exceeds 0.002. Table 10 shows the backtest results of trading strategies
with a threshold.

Annualized Performance Measures

Strategy

Return Volatility Sharpe Ratio Maximum Drawdown
TTS-LSTM 30.86%  0.1405 1.4545 -9.36%
TTS-SVR  22.01%  0.1506 0.7686 -12.46%
BIST100 14.28%  0.2207 0.1748 -20.37%

Table 10: Backtest Results of TTS-LSTM and TTS-SVR without Transaction Costs

As can be seen from Table 10, similar with TS-LSTM and TS-SVR, TTS-LSTM and TTS-
SVR yield higher returns and have lower volatility than buy-and-hold BIST100 Index.
TTS-LSTM has the best performance in terms of all performance metrics. Then it is
followed by TTS-SVR. Compared to TS-LSTM, TTS-LSTM yields approximately 1%
higher returns and 0.02 lower volatility. For TTS-SVR, it has 4% higher returns and
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0.03 lower volatility compared to those of TS-SVR. As a result, one can say that in both
strategies Sharpe ratio is improved. The setting threshold is also improved maximum
drawdown. For TTS-SVR, although there is an improvement in terms of risk metrics,

return and the Sharpe ratio is decreased compared to TS-SVR.

Then, we incorporate transaction costs to this strategy:

Annualized Performance Measures

Strategy

Return Volatility Sharpe Ratio Maximum Drawdown
TTS-LSTM with commission 23.14%  0.1043 0.9135 -10.64%
TTS-SVR with commission ~ 13.36%  0.1491 0.1971 -13.29%
BIST100 with commission 13.90%  0.2211 0.1575 -20.37%

Table 11: Backtest Results of TTS-LSTM and TTS-SVR with Transaction Costs

Similar to TS-LSTM and TS-SVR, TTS-LSTM and TTS-SVR exhibit superior perform-
ance in terms of nearly all performance metrics even after transaction costs are con-
sidered. As expected, TTS-LSTM has the best performance in terms of all metrics and it
is followed by TTS-SVR. Compared to TS-LSTM, TTS-LSTM yields approximately 3%
higher returns and has 0.05 lower volatility. For TTS-SVR, it has 1% higher returns and
0.03 lower volatility compared to TS-SVR. Considering the return and volatility results,
it is seen that setting the threshold improves the Sharpe Ratio of TTS-LSTM and worsens
the Sharpe Ratio results of TTS-SVR. The maximum drawdown values of both TTS-
LSTM and TTS-SVR decreased and they are much better than the benchmark strategy.

5.2.3 Evaluation of the Overall Results

The success of trading strategies is directly related to the success of our forecasting mod-
els. TS-LSTM (TTS-LSTM) performs better compared to TS-SVR (TTS-SVR) with and
without transaction costs. The reason behind TS-LSTM’s (TTS-LSTM’s) better perform-
ance in terms of backtest results, can be explained with our dealing with the direction of
stock price movements and LSTM’s superior performance at direction accuracy. Another
reason is that TS-SVR generates more buy and sell signals compared to TS-LSTM, thus
it is more exposed to transaction costs that result in lower sharpe ratio and portfolio value.
Moreover, setting the threshold increases performances of trading strategies in terms of

almost all performance metrics.

Remember that, in our trading strategy, the predicted value of the next day is higher
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(lower) than today’s actual value where our trading system generates a buy (sell) signal.
Also, we don’t invest in every stock every day. If the system did not generate a buy
signal on the day after a sell signal is produced, then we continue to run our capital
by investing in the risk-free rate in the days that we don’t invest in that stock. This is
how the system tells us “do not invest in that stock in those days”. This property of the
trading system might have provided us to yield better returns and also to be exposed to
less risk. For example, our trading system may not have generated a buy signal in high
volatility period. Therefore, it is possible that in such periods investing in the risk free rate
might have protected us from bearing the high risk. Consequently, considering the overall
performance of our trading strategies, TS-LSTM (TTS-LSTM) and TS-SVR (TTS-SVR)
outperform the benchmark strategy in terms of most of the performance metrics even after

considering the transaction costs.

We determine the backtest period as 309 days which corresponds to more than one trading
year. During this period, we consistently beat the market. This reinforces the evidence
that we have not achieved this success by chance, which contradicts one of the main
propositions of EMH advocating that no one can consistently outperforms the market
except by taking more risk, or by chance. It’s all about the success of our forecasting
models and trading systems.
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Chapter 6

CONCLUSION

In this study, we utilize artificial intelligence-based models to predict the next day’s close
price of the stocks. We choose our sample as Borsa Istanbul, inspired by the literature
arguing that emerging markets are less efficient, therefore more predictable and more
exposed to investor sentiment. We randomly select 10 of 45 stocks included in the BIST30
index which are among to the most capitalized and the most actively traded stocks in the
past few years following the approach that investors closely follow these most popular

stocks’ stories.

In this respect, we focus on a regression problem and make use of LSTM and SVR models
which exhibit superior performance in financial forecasting tasks. We feed these models
using a comprehensive dataset, including the technical analysis indicators together with
the investor sentiment variables. Thus, we make predictions by using historical price data
and technical analysis indicators which are the informations that everyone can access
without any costs and as well as using the investor sentiment that contains the market’s
non-rational components. We choose this feature set in response to the EMH’s arguments
about weak-form efficiency and investor’s pure rationality. We use Bloomberg’s news
sentiment scores as a proxy for investor sentiment following the fact that the informa-
tion extracted from news stories form the basis of investors’ sentiment about the relevant
instrument. Moreover, news sentiment carries the irrational components of the markets.
Another reason of including the sentiment factor in our model is that in parallel with the
studies advocating that news sentiment has predictive power on future close prices, we
see news sentiment as an essential element to be taken into consideration in the prediction

models.
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Next, we search for an answer to the question of how an investor can take the advantage
of these predictions in practice and, construct trading strategies by making use of the pre-
dictions produced by the forecasting models. In this respect, we design trading strategies
using the results from both LSTM and SVR models and, compare the performance of
these strategies with buy and hold BIST100 Index strategy. To do so, we establish two
kind of trading strategies. One of these strategies mainly focuses on the direction of the
price movements while the other considers a certain threshold value in generating buy
and sell signals. We take the advantage of dealing with regression instead of classifica-
tion, although we are interested in the movement direction. This allows us the flexibility
to differentiate our strategies. Then, in order to make sure that transaction costs will not
cause any disadvantage for us, we incorporate them into our trading system by making a
fixed commission cut for every transaction. Finally, we evaluate the performance of all

trading strategies in terms of return, volatility, Sharpe ratio and Maximum Drawdown.

Our results show the superior performance of our trading strategies that are constructed
using both LSTM and SVR models compared to simply buy and hold market index in
terms of all performance metrics. We reach similar results even after transaction costs are
considered. This implies active trading strategies outperforms passive strategy in our case.
Further, we determine the backtest period as 309 days which corresponds to a period more
than one trading year. During this period, we consistently beat the market. This reinforces
the evidence that we have not achieved this success by chance, which contradicts one of
the main propositions of EMH advocating that no one can consistently outperforms the
market except by taking more risk, or by chance. It is all about the success of our forecast-
ing models and trading systems. We show that we can make successful forecastings and
construct trading strategies based on these predictions using artificial intelligence-based
models and publicly available information which is the fundamental purpose of this study.
Thus, we provide contradictory evidence with the negatory argument about the asset price
predictability of EMH.

In this study, we construct trading strategies based on the buy and sell signals generated
from the predictions of forecasting models. However, we do not execute a stock selection
process except for choosing the most popular stocks from BIST30 Index. Future studies
can be performed to manage stock selection processes by focusing on the ranking of the
stocks using sophisticated methods such as learning to rank algorithms, and synchron-
ous approaches can be adopted for both stock selection and market timing processes.
Secondly, in order to expand the feature set, fundamental analysis indicators, central bank

statements, global and political news sentiment can be incorporated to the model. In ad-
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dition, periods utilized in technical analysis indicators can be tuned by making use of
the heuristic algorithms such as genetic algorithm. Moreover, firm-level news sentiment
scores can be re-arranged considering the inter-relation of the stocks. Lastly, in order
to enrich the comparison of the performance of the trading strategies, in addition to the

passive strategy, technical analysis and sentiment aware strategies can be involved.

Emerging markets share some common properties including high volatility, rapid growth,
low maturity etc. In addition, emerging markets are less efficient compared to developed
markets which points out that in these markets, stock prices and returns are more pre-
dictable. These characteristics makes these markets special for investors, also give more
chance for them to evaluate these opportunities and increase the potential of making prof-
itable transactions. As an emerging market Borsa Istanbul carries these attributes. At
this point, using artificial intelligence based techniques stand out as one effective way to
capture the patterns ready to be discovered in these markets. Investors should explore and
take the advantage of these methods. In our opinion, increasing usage of these methods
will enhance the market liquidity and enhance financial development through financial
markets’ depth channel. Moreover, this will contribute to economic growth in line with

the phenomenon that advocates that financial development promotes economic growth.

Today, the predictability of asset prices is still open for debate. Our humble endeavor is
all about demonstrating that the stock prices can be forecasted to some degree by making
use of artificial intelligence-based models and one can take the advantage of these pre-
dictions. The interaction between finance and computer science is still in its infancy. In
our opinion, the success of financial forecasting efforts will improve as artificial intelli-
gence techniques evolve and financial data accumulates. We hope this study inspires the

researchers and finance practitioners who want to engage in this field.
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