Available online at www.sciencedirect.com

Applied
SCIENCE DIRECT®
@ Mathematics
Letters
ELSEVIER Applied Mathematics Lettersd (2006) 75-79

www.elsever.com/locate/aml

Improvement in estimating the population mean in
simple random sampling

Cem Kadilaf, Hulya Cingi
Department of Statistics, Hacettepe University, Beytepe, Ankara 06800, Turkey
Received 2 February 2005; accepted 24 February 2005

Abstract

This paper proposes some estimators for the population mean using the ratio estimators presented in [C. Kadilar,
H. Cingi, Ratio estimators in simple random sampling, Applied Mathematics and Computation 151 (2004)
893-902] and shows that all proposed estimators are always more efficient than the ratio estimators. This result is
also supported by a numerical example.
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1. Introduction

Kadilar and Cingi 1] suggested the following ratio estimators for the population méahthe \ariate
of interesty in simple random sampling:
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whereCy and 2(x) are the population coefficient of variation and the population coefficient of the
kurtosis, respectively, of the auxiliary variatgjs the sample mean of the variate of interests the
sample mean of the auxiliary variate and it is assumed that the populationtrafahe auxiliary variate

X is known, andb = % is the regression @fficient. Heresf is the sample variance of the auxiliary

variate andsy is the sample covanmae between the auxiliary variate and the variate of interest.
In [1], mean square error (MSEQuations of these ratio estimators were given by
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resgectively, wheref = % n is the sarple size,N is the population sizeRkc1 = R = % is the
population ratioRkco = %Cx Rkca = m Rkca = % andRkcs = #Cﬁxz(x) S and

852, are the population variances of the auxiliary variate and of the variate of interest, respectively, and
is the population coefficient of correlation between the auxiliary variate and the variate of interest.

Kadilar and Cingi 1] concluded that all ratio estimators, given above, were more efficient than
traditional estimators, presented &3] and [4], under certain conditions. In addition, this result was
satisfied with the aid of a numerical example, whose data will also be used in this paper. Note that
Kadilar and Cingi 5] adapted these traditional estimators in the simple random sampling to the stratified
random sampling and then Kadilar and Cin§] proposed a new ratio estimator that was always more
efficient than these adapted estimators in stratified random sampling.

In the next section, we develop new estimators combining ratio estimatdiandobtain the MSE
equation of these new estimators. We compatre the efficiencies, based on MSE equations, between th
proposed estimators and ratio estimators, theoreticallgeiction 3and also we show this theoretical
comparison numerically iBection 4 In the lastsection, we give a hint to obtain different estimators by
a similar methodpresented in this study.

2. Suggested estimators
We propose the estimator combining ratio estimatéysafd @) as follows:
Y+ b(X —%) Y+ b(X — %
y+ (_ X)X+w2y+_( X)
X X + Cy
wherew1 andwy are weights that satisfy the conditianj + w = 1.

Ypr1i= w1 (X +Cy), (11)
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The MSE of this estimator can be found using the first degree approximation in the Taylor series
method defined by

MSE(Ypr1) = dXd', (12)

where
_[dh@,b) oh(a, b)
_[ da |gx ab v,x]
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(see [1]). Hereh(a,b) = h(y,X) = ypr1. According to this definition, we obtaid for the proposed
estimdor as follows:

d=[1 —w1(B+ R) — w2(B+ R«c2)],

whereB = % = ’)SS‘;" — *% Note hat we omit the differencéa — B [8].
We obtain the MSE of the proposed estimator usibg) @s

1-f
MSE(Ypr1) = ——(§ = 21Sx + °S)), (13)
where
n = 01(B + R) + w2(B + Reca)- (14)

We also propose the estimator combining ratio estimatbraiid @) as

V+b(X—X) - V+b(X—X%) -
#X wm[x-i-ﬁz(x)]- (15)

The MSE ofthis estimator is the same a3} but Rkcz in (14) is replaced with Rkcs.
In addition, we propose the following estimator combining ratio estimatgrar(d @):
¥+b(X—-X) - ¥ +b(X —X)
X XB2(x) + Cx
The MSE of this estimator is again the sameX3) but Rxc2 in (14) is rephced withRkca.
Lastly, we propose the estimator combining ratio estimathrarid &) as
— )_( _ — _ — )_( _ —
y+b(_ X)X+a)2y_+b( X)
XCx + B2(X)
The MSE of ths estimator is also the same d8) but Rcc2 in (14) is replaced with Rqcs.
The opimal values ofw; andw> to minimize (L3) can easily be found as follows:
Rkc2 R
_ and = —-—.
Rkc2 — R 27 R— Rke2

When we use»] andw; instead ofw1 andw, in (14), respectiely, we gety = B. As ) is indgpendent
of Rkc2, dl proposed estimators have the same minimum MSE as follows:

Yprz = w1

Ypr3 = w1 [XB2(x) + Cxl. (16)

Ypra = w1 [XCx + B2(X)]. (17)
(18)

w] =

1—f
MSEmin(Ypr) = ——(§ — 2BSyx + B S).
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Table 1

Data statistics
N = 106 Y = 221259 R =0.0807
n=20 X = 2742170 Rkco = 0.0807
p =0.86 Sy = 1155153 Rkcz = 0.0806
Cy=5.22 Sk = 5746061 Rkca = 0.0807
Cx =2.10 B2(x) = 3457 Rkcs = 0.0806
Syx = 568 176 17610

Table 2

MSE values of estimators
YkC1 2318722.45
Ykc2 2318589.19
Ykcs 2316527.82
YkCa 2318718.59
Ykcs 2317674.08
Proposed 1446 719.34

We can also writehis expession by

O L 2
MSEmin(Ypr) = ——S(1 = p°). (19)

3. Efficiency comparisons

In this section, we compare the MSE of proposed estimatorsdnwith the MSE of ratio estimators
in [1] given in (6)—(10). As we obtain the following condition by these comparisons

RS>0, i=12..,5 (20)

we can infer that all proposed estimators are more efficient than all ratio estimatotf im 4ll
conditions, because the condition given29)is always stisfied.

4, Numerical illustration

We have used the same data, concerning the level of apple production (as the variate of interest) anc
number of apple trees (as the auxiliary variate), asl]rt¢ compare the efficiencies of the proposed
estimators with the ratio estimators numerically.

In Table 1, we observe the statistics about the population. Note that we take the sample size as
n = 20 [9]. Wewould like to recall that sample size has no effect on efficiency comparisons of estimators,
as shown irSedion 3.

In Table 2 values of MSE, wich are computed using equations presenteSeations land2, are
given. When we examin®able 2 we observe that the proposed estimators have the smallest MSE value
among all ratio estimators given 8ection 1 This is an &pected result, as mentioned$edion 3.

From the result of this numerical illustration, we deduce that all proposed estimators are more efficient
than ratio-type estimators that were more efficieatithll traditional estimators for this data set1f [
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5. Conclusion

We havedeveloped new estimators combigirgtio estimators considered iri][ and obtained the
minimum MSE equation for proposed estimators. Theoretically, we have demonstrated that all proposed
estimators are always more efficient than ratio estimators. In addition, we support this theoretical result
numerically using the same data set aslip [

Some other estimators can also be derived combining ratio estimators giver-@®) (n the form
(11, but all these estimators have again the same minimum MSE equation givi).ikive would like
to recall thatR and Rgc2 in (14) and in (L8) should be changed according to ratio estimators that are
combined.
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