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OZET

SAHIN, Ozden. Bilgisayar Cevirisi Kalitesinin Degerlendirmesi Yontemlerinde
Tutarlilik. Yiksek Lisans Tezi, Ankara, 2015.

Bilgisayar ¢evirisi, insan yardimina ¢esitli derecelerde bagvurarak otomatik ¢eviri yapan
programlar i¢in kullanilan genel terimdir. Bilgisayar bilimi, dilbilim ve ¢eviribilimi bir
araya getiren bu disiplinler aras1 alanda heniiz yanitlanmamis pek ¢ok soru vardir. Bu
sorulardan biri de bilgisayar c¢evirisi kalitesinin degerlendirmesidir. Buna ek olarak,
ceviri teknolojileri s6z konusu oldugunda genellikle BCA’ya yonelen ceviribilim
literatiirtinde bilgisayar c¢evirisi konusunda bir bosluk yer almaktadir. Bu ¢alisma
Ingilizce ve Tiirk¢e arasinda ceviri yapan Google Translate, Progeviri ve Sametran
bilgisayar ¢evirisi programlarinin kalitelerini degerlendirerek literatiirdeki bu boslugu

doldurmay1 hedeflemektedir.

Bu calisma  Ingilizce’den  Tiirkce’ye  bilgisayar  gevirisinin  kalitesinin
degerlendirmesinde kullanilan iki farkli yontem olan mikro degerlendirme ve makro
degerlendirme arasindaki tutarliligi arastrmayir amaclamaktadir. Buna ek olarak,
bilgisayar ¢evirisinin farkli metin tiirlerinde gosterdigi farkliliklar ve hatalarin insanlarin
bilgisayar gevirisi kalitesi konusundaki algis1 iizerindeki etkisi de arastirilmistir. Bu
sorulara dort farkli metin tiirii i¢in 6rnek metinleri ¢eviren ti¢ farkli bilgisayar ¢evirisi

programlarinin ¢iktilari izerinde bir inceleme yapilarak cevaplar aranmastir.

Bu calismada betimleme yontemi kullanilmistir. Yapilan karsilastirmali ve karsitsal
inceleme iki basamaklidir. Once, bilgisayar gevirisi programlarmm ¢iktilar1 igin
Flanagan tarafindan tanimlanan hata smiflandirmasi cergevesinde hata incelemesi
yapilmistir. Daha sonra 20 terciimanlik Ogrencisinin katilimiyla bir insan
degerlendirmesi gerceklestirilmistir. Yorumcular c¢iktilar1 anlasilabilirlik, sadakat ve

genel kaliteye gore incelemistir.

Gergeklestirilen incelemelerden elde edilen sonug, bilgisayar gevirisini tutarl bir sekilde
degerlendirmenin miimkiin oldugudur; hata sayilar1 ve yorumcularin derecelendirme ve
siralamalar1 arasinda benzerlikler vardir. Buna ek olarak, anlasilabilirlik ve sadakat

dereceleri ile genel kalite siralamalar1 arasinda da benzerlikler vardir. Incelemeden elde



Vi

edilen en 6nemli sonuglardan biri de bilgisayar ¢evirisi programlarmin kalitesinin temel

olarak citimlenin uzunluguna bagli oldugudur.

Calismanin hem insan hem de bilgisayar cevirisi arastirmasina, terciimanlik
ogrencilerinin katilimiyla gerceklesen kapsamli bir degerlendirme sunarak ingilizceden
Tiirkgeye calisan bilgisayar ¢evirisi programlarmnin ¢iktilar1 {izerinde bir hata

smiflandirmasi sunarak katkida bulunmasi beklenmektedir.
Anahtar Kelimeler

Bilgisayar cevirisi, bilgisayar cevirisi degerlendirmesi, c¢eviri teknolojileri, insan

degerlendirmesi, hata siniflandirmasi, anlasilabilirlik, sadakat.
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ABSTRACT

SAHIN, Ozden. Consistency in the Evaluation Methods of Machine Translation
Quality. Master’s Thesis, Ankara, 2015.

Machine translation is the general term for the programs concerning the automatic
translation with or without human assistance. It is also an interdisciplinary research area
with different questions yet to be answered. One of the fundamental questions of the
area is related to the quality assessment of machine translation outputs. In addition,
despite to its interdisciplinary nature, machine translation is rarely the research topic for
Translation Studies, which focuses more on CAT tools. This study intends to fill this
gap in the literature by focusing the evaluation of quality of MT programs available

between English and Turkish, namely Google Translate, Progeviri and Sametran.

The study aims at exploring the consistency among two evaluation methods of machine
translation quality from English into Turkish: micro evaluation and macro evaluation. In
addition, the differences between MT quality for different text types and the impact of
errors on human perception of MT quality are also sought. These questions are
answered by conducting an analysis of outputs of three machine translation programs

translating samples for four different text types.

Descriptive method is adopten in the study. The comparative and contrastive analysis
conducted is two-fold. Firstly, an error analysis is carried out on the outputs of machine
translation programs within the framework of error categorization defined by Flanagan.
Then, a human evaluation is conducted with the participation of 20 annotators who are
trainee translators. The annotators have evaluated the outputs in terms of intelligibility,

fidelity and general quality.

The conclusion derived from the analyses carried out is that it is possible to evaluate
machine translation consistently; there are similarities between error numbers and the
rankings and ratings of human annotators. In addition, there are also similarities
between intelligibility and fidelity ratings and general quality ratings. One of the most
important results of the analysis is that the quality of machine translation programs

depends mainly on the length of sentence.
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It is expected that the study will contribute both to human translation and machine
translation research by providing a comprehensive evaluation by human annotators and
by providing an error categorization on the outputs of machine translation programs

from English into Turkish.
Key words

Machine translation, machine translation evaluation, translation technologies, human

evaluation, error categorization, intelligibility, fidelity.
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CHAPTER 1

INTRODUCTION

This chapter dwells on a short introduction to machine translation as well as a general
framework of the thesis, importance and aim of the research, problem statement, and
research questions. The assumptions, limitations and abbreviations are also given.

1.1. GENERAL REMARKS

Machine translation (MT), as a term, refers to computerized systems responsible for the
production of translation with or without human assistance. Being one of the earliest
applications for computers, MT is today used by more than 200 million people daily (Och,
2012). However, MT has its own peculiarities and difficulties for each language pair. MT
between Turkish and English has proven to be challenging for users especially in
commercial and academic world for many reasons, such as syntactic differences between

the languages or lack of linguistic and financial resources for Turkish MT, etc.

Machine translation is an interdisciplinary research area in the intersection of computer

science, linguistics and Translation Studies.

Machine translation has its own places in the map of Translation Studies, which was drawn
by Holmes (1988), who has been credited with laying the general framework for
Translation Studies. Holmes has categorized Translation Studies under two general
branches; pure and applied. Pure Translation Studies describe the translation phenomena
and try to establish general principles to understand and predict that phenomena. It has two
subbranches; theoretical and descriptive. Theoretical branch is also divided into two
subbranches; general and partial. General branch tries to account for every type of
translation theory while partial branch tries to establish principles by limiting itself to
certain factors as medium, area, rank, text type, time and problem. Descriptive branch has

three focus points; product, process and function, enabling Translation Studies to establish



general principles. Applied Translation Studies focus on the translator training, translation

aids and translation criticism.

e 4
Translation
Studies
e ———————
e
i '] i A | A | '] 1
. —_— Translator Translation Translation
Theoretical Descriptive o o
Training Criticism Aids

e — | f } 1

2 2 2 2 2
q Product Process Function At
I General } l Partial } ' Oriented ] ' Oriented } I Oriented ’ IT Applications

X
1
2 ——
Problem Translation
Restricted Software

X
2 > o . N
Medium Area Restricted . Text Type . .
l Restricted I l Rank Restricted J l Restricted Time Restricted

Machine vs
Human

Translation

Figure 1: The places of MT in Translation Studies map (Holmes, 1988).

Machine translation has been categorized under both in pure and applied Translation
Studies. In pure Translation Studies, machine translation falls under the medium-restricted
theoretical branch. In applied Translation Studies, it is a research topic under the translation

aids.

The academic interest in machine translation was first aroused by a mathematician, Warren
Weaver, with his famous memorandum written to Rockefeller Foundation (1949): “When I
look at an article in Russian, I say ‘This is really written in English, but it has been coded in
some strange codes. I will now proceed to decode.”” (p. 14). This memorandum has served

as a spark for the academic interest and state and private sector funding in the USA.



Today, MT has many commercial applications, which are available for many language

pairs.

MT has proved to be of social, political, scientific and philosophical importance. Social and
political importance emerges from the necessity to understand the other. Binational or
multinational countries and organizations need to translate great volumes of texts into many
languages in a very limited time. For instance, European Union allocates around €330m a
year to translate from and into 23 official languages. In addition, Union allocates nearly %1
of the annual budget for all the language services (DG Translation official website, 2014).
European Union uses an internal machine translation engine, which has shifted from rule -
based to statistical MT system in the recent years. Commercial importance emerges from
the fact that for each step in international markets, from business agreements to instruction
manuals, translation is a requirement for people to interact with each other. The delays in
translation can be costly, so using MT can help translators and trading parties in the most
efficient ways. Scientifically, MT is an interdisciplinary area at the intersection of
computer science, linguistics and artificial intelligence. It is known to be one of the earliest
non-numerical applications for computers. Philosophically, MT is basically automation of
translation, which requires complex language and world knowledge. The automation of
world knowledge, including common sense, can mark a new epoch in computer science and

computer-human interaction.

Machine translation systems are developed either for a single language pair, called
bilingual systems (for example, SAMETRAN) or for more than 2 languages, called
multilingual systems (for example, Google Translate). They can work either into one

language, which is unidirectional, or into many languages, which is multidirectional.

As far as MT is concerned, there are many different practices and approaches. The different
degrees of human-computer cooperation have resulted in the classification of machine
translation technology. Machine translation (MT) refers to the full automation of translation
process, without human intervention. Machine-aided human translation (MAHT) refers to

the computer -based translation tools, such as term banks, online dictionaries, translation



memories. MAHT is generally referred as CAT, which is computer assisted translation
tools. Human-aided machine translation (HAMT) refers to the machine translation
production with human intervention, i.e. pre-editing and post-editing. These are two notions
which are as old as machine translation itself. They were first proposed in 1950, by E.
Reifler of Washington University (Buchmann, 1987:6). Pre-editing is the process of
ambiguity resolution and determining a single meaning for words with multiple meanings
before the text is submitted to machine translation. Post-editing is the revision of machine
output by a human expert before the distribution of the translated material. Human
translation (HT) refers to the traditional human translation, without any computerization of

translation.

Fully Automatic High
Quality Machine
Translation (FAHQMT)

Machine Aided Human Traditional Human

Translation (HAMT) Translation (MAHT) Translation

Figure 2: Machine and human translation. Mechanization increases in the direction of
arrow (Somers & Hutchins, 1992).

The following figure illustrates different approaches to machine translation:



Machine
Translation

Rule Based Corpus Based Hybrid
Approach Approach Approach
i ) I i )
D“’ecF Interlingua Transfer Statistical BEinpe
[ianslation Approach Approach Approach SRR
Approach PP PP PP Approach

Figure 3: Classification of different machine translation approaches.

As seen in the above figure, there are different approaches to MT which can be classified
under three main branches; rule -based approach, corpus -based approach and hybrid
approach. Rule -based approaches, which are mainly governed by linguistic rules, include
direct translation approach, interlingua approach and transfer approach. In direct translation
approach, translation is direct from source text to target text, with the least possible
syntactic and semantic analysis. The quality of translation mostly relies on a large bilingual
dictionary, and output of the process is usually a word-for-word translation. In interlingua
approach, MT translates source texts into abstract descriptions which are believed to be
language independent and common to more than one language. From these interlingual
representations, texts are generated into other languages. For instance, Esperanto, being an
artificial language, bears more common points with European languages which are marked
by gendered parts of speech, and serves the purpose of establishing an interlingual language
better than natural languages and thus treated within the interlingual approach. Google
Translate uses English as interlingua or bridge language between distant language pairs,
e.g. between Turkish and Swahili; the Turkish input is first translated into English and, the
translated text is then translated into Swahili. Alternatively, logical artificial languages can

also be employed as in the case for Stanford MT Project, which employed predicate



calculus for an interlingual MT system for English — French language pair (Wilks, 2003:
387). Transfer approach has a three-step working flow. Firstly, the texts are converted into
the intermediate representations such as Chomskian tree representations, followed by
disambiguation. Then, these representations are converted into the representations of the
target language. And finally, the target text is generated. Corpus -based approach has two
main applications. In statistical MT large bilingual text corpora are analyzed and
parameters are set for the translation. This approach requires large parallel corpora for
higher quality. Example-based MT (EBMT) assumes that translation involves finding or
recalling how a particular source language expression or a similar expression has been
translated before. And lastly there are hybrid machine translation systems making use of
both statistical and rule-based methods.

Machine translation evaluation is a crucial component of the whole process. According to
Arnold et al., there are various factors to keep in mind while evaluating machine
translation, such as technical environment, organizational changes, engine performance in
terms of quality and speed, etc. (1994: 157). The quality of output can be evaluated in
various ways, either by human or automatic evaluation methods. Human evaluation
methods mainly consist of ranking or rating the output sentences in terms of their usability,
intelligibility, fluency, etc. Automatic evaluation is usually done by text similarity

programs, or by measuring translation editing effort.

1.2. IMPORTANCE OF THE RESEARCH

Machine translation is an old academic discipline. Despite the fact that it has been studied a
lot in computer science departments, specific emphasis to the evaluation of the output has
not been encountered among the studies carried out in translation departments in Turkey.

Thus, this thesis is expected to fill in this gap in this field.



1.3.  AIM OF THE RESEARCH

The aim of this research is to see if consistency can be achieved in the evaluation methods
of machine translation quality by comparing the performance of 3 machine translation
programs working from English into Turkish for translating four different text types
categorized by Reiss.

1.4. RESEARCH QUESTION AND SUBQUESTIONS
Research Question:

Is it possible to evaluate MT quality consistently with different evaluation methods for
different text types?

Subquestions:

1. Is there a difference between micro evaluation and macro evaluation of MT
performance for different texts in Reiss’ typology exemplified with abstract, short story

extract, online advertisement and subtitle?

2. To what extent is the output of an MT system fluent (intelligibility) and faithtful

(fidelity) for the human annotators?

3. Which types of MT errors have the highest impact on the human perception of

translation quality?

4. Does MT output quality change for different text types?

1.5. LIMITATIONS

1. The research is confined to machine translation programs working from English
into Turkish.



2. The research employs three machine translation programs, Google Translate
(February 2015), Progeviri (version 3.2) and SameTech (version 1.04).

3. Human annotators are 20 senior students of English Translation and Interpreting
Department at Hacettepe University in 2014-2015 academic year.

1.6. ASSUMPTIONS

1. Human annotators are assumed to participate in the questionnaires with their full
concentration.
2. Human annotators are assumed to answer questions in the questionnaire and

evaluate their own performances sincerely.

1.7.  DEFINITIONS

In this study, the following concepts and terms are used within the frame of their

definitions.

BLEU: Bilingual evaluation understudy, an algorithm for evaluating the quality of machine

translation output.
Consistency: The agreement between different methods in evaluating the same thing.

Fidelity: The degree to which the meaning of source language translation unit is preserved

in the target language.

Fully automatic high quality translation: A machine translation without any human

intervention, the output of which cannot be distinguished from human translation.

Human-aided machine translation: Translation where human user may post or pre-edit the

machine translation output.

Human translation: Translation performed solely by human, without any computer.



Intelligibility: The degree to which the translated text is read grammatical and natural in the

target language.

Machine-aided human translation: Translation where human user may use computer

supporting tools.

Machine translation: Automatic translation between human languages.

1.8. OUTLINE OF THE STUDY
The outline of the study is as follows:

In this first chapter, an introduction to machine translation and research thereof is
presented. General framework of the study encompassing problem statement, research
questions and importance of the research assumptions as well as limitations and

abbreviations pertaining to this thesis is given.

In second chapter, historical background of machine translation is presented, mostly from a
European point of view, as the literature of machine translation has been mostly provided
by European and American scholars. Turkish MT history and MT systems are also detailed

in this chapter.

Third chapter dwells on the state of art to provide a solid basis to develop an understanding
on the functioning of machine translation. The framework includes linguistic background as

well as processes, methods and resources and basic strategies of machine translation.

Fourth chapter is devoted to the evaluation types and methods of MT. Being one of the
central research areas of machine translation, evaluation is detailed in terms of history,
methods, variables, etc. In addition, text typology outlined by Reiss is explained in this

chapter.

The fifth chapter constitutes the methodology of the research. This chapter includes

samples, design of the research, data collecting materials and data analysis techniques.
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Case studies constitute the sixth chapter. Case studies include the comparison of
translations of 4 texts chosen in accordance with the text typology outlined by Reiss in
1976. Comparison between the translations produced by three different machine translation
systems is drawn which paves the way to develop an understanding for the best machine
translation system for Turkish-English language pair.

Last chapter constitutes the conclusion of the research, where the applicability of
hypotheses is discussed. Some suggestions for training, future action and research are

argued accordingly.

In this chapter, definitions of basic terms and relevant approaches to machine translation
have been introduced. Preliminary information on the research such as research question

and sub questions, importance of research, limitations and assumptions are also elucidated.

In the following chapter, history of machine translation is recounted, including the the

history and present status of MT in Turkey.
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CHAPTER 2

HISTORICAL BACKGROUND

Long history of machine translation, with specific reference to important papers, books,
experiments and researchers in the area, as well the beginnings and recent developments in

Turkish MT, are the main focus points of this chapter.

2.1. BEFORE COMPUTERS

Machine translation was one of the first applications of the computers, and was first
envisaged even before the invention of computers (Hutchins, 1986: 21). The fall of Latin as
the universal scientific language and the supposed inability of natural languages to express
thought unambiguously led thinkers such as Descartes and Leibniz to come up with the idea
of numerical codes for languages. Descartes, in a letter dated 1692, described a universal
language cipher, where the lexical equivalents of the all known languages would be given
the same code (Hutchins, 1986: 21). Such dictionaries were actually published by three
people; by Cave Beck in 1657, by Athanasius Kircher in 1663 and by Johann Joachim
Becker in 1661 (Hutchins, 1986: 22). However, the first involvement of construction of
machines was first proposed in 1933, by two different inventors living in different
countries. The first inventor was a French engineer, Georges Artsrouni. He was granted a
patent for what he called “Mechanical Brain” on 22 July 1933 (ibid.). It was a device
“worked by electric motor for recording and retrieving information on a broad band of
paper which passed behind a keyboard... Each line of broad tape would contain the entry
word (SL word) and equivalents in several other languages (TL equivalents).” (ibid.).
However, the start of Second World War prevented the installation of this device. The
second patent was granted to Petr Petrovich Smirnov-Troyanskii in Moscow on 5

September 1933. What makes this patent interesting for MT is his proposed “logical
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analysis”. In logical analysis, all inflected words were to be transformed into their base
forms and they were to be ascribed their syntactic functions in the sentence. It is
Troyanskii’s foresight on the mechanization of logical analysis that makes him truly
precursor of machine translation (Hutchins, 1986: 23). However, his proposal couldn’t get
the support of Soviet scientists, the unavailability of necessary computer facilities and
technology also resulted in the omission of this patent.

2.2. EARLY STAGES OF MT

The well - documented history of machine translation can be said to have started after the
Second World War. The creation of computers and computer science and the development
of cryptography during the War paved way for machine translation. The first applications
of computers were naturally numerical, such as the calculation of ballistic firing tables, but

after the War, the limits of electronic brains were tested with non-numerical applications.

The use of computers for translation was first suggested by Andrew D. Booth and Warren
Weaver in 1946 (Hutchins, 1986: 26). This is the generally accepted birth date of MT.
Andrew D. Booth was a British scientist interested in constructing computational facilities
in the University of London. He obtained funds from Rockefeller Foundation to visit the
USA in 1946. Warren Weaver was the vice president of Rockefeller Foundation at that
time. Booth explained his intention for building a machine for University of London based
on American Experience. Weaver, according to Booth (Hutchins 1986: 25), saw little
chance in Americans financing British for a computer in numerical applications. Then
Weaver suggested a translating machine, and treating translation as a cryptographic
problem. However, this was not the first time that Weaver proposed mechanization of
translation. In a letter to Norbert Wiener, one of the pioneers of mathematical theory of
communication, Weaver raised his ideas on mechanical translation (Weaver, 1947, quoted
in Weaver, 2003):

| have wondered if it were unthinkable to design a computer which would
translate. Even if it would translate only scientific material, and even if it did
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produce an inelegant (but intelligible) result, it would seem to me worthwhile.
Also knowing nothing official about, but having guessed and inferred
considerable about, powerful new mechanized methods in cryptography—
methods which | believe succeed even when one does not know what
language has been coded—one naturally wonders if the problem of translation
could conceivably be treated as a problem in cryptography. When I look at an
article in Russian, I say: ‘‘this is really written in English, but it has been
coded in some strange symbols. | will now proceed to decode.’’ (p. 14).

However, Wiener, as a linguist, was well aware of the vastness of differences between
languages: “At the present time, the mechanization of language, beyond such a stage as the
design of photoelectric reading opportunities for the blind, seems very premature. . . .”
(Wiener, 1947, quoted in Weaver, 2003). After another failure in interesting another
linguist, Ivor Richards, Weaver wrote a memorandum on 15 July 1949 to some 200 of his
acquaintances who might have an interest in “mechanical translation”. The memorandum

was a success; it launched machine translation as a scientific enterprise in the USA and

consequently other countries.

In the memorandum, Weaver raised four main problems, which should be resolved. The
first problem is meaning and context, which is the problem of multiple meaning. He
suggested that this problem can be solved if a sufficient amount of immediate context (one
or two words before and/or after) is taken into account. The second problem is finding the
logical basis of language. Weaver was optimistic on this issue. After recounting a theorem
which states that a computer is capable of deducing any legitimate conclusion from a finite
set of premises, Weaver states that the problem of translating with a computer is at least
formally solvable. The third issue he raised was on the applicability of communication
theory and cryptographic techniques. Weaver recounted an anectode by R.E Gilmann of
Brown University Mathematic Department. Gilmann was given a 100-word coded text in
Turkish. He didn’t know Turkish, moreover he had no idea in which language the text had
been coded. He successfully decoded message without even having knowledge of the
language (Weaver, 1949). By recounting that anecdote, Weaver put forward his belief that
translation could largely be solved by “statistical semantic studies” (Hutchins, 1986: 29).
The last point Weaver raised was the language universals, or invariants. He presented an

analogy to make his point more clear (Weaver, 1949):
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Think, by analogy, of individuals living in a series of tall closed towers, all
erected over a common foundation. When they try to communicate with one
another, they shout back and forth, each from his own closed tower. It is
difficult to make the sound penetrate even the nearest towers, and
communication proceeds very poorly indeed. But, when an individual goes
down his tower, he finds himself in a great open basement, common to all the
towers. Here he establishes easy and useful communication with the persons
who have also descended from their towers. Perhaps the way is to descend,
from each language, down to the common base of human communication—
the real but as yet undiscovered universal language—and then re-emerge by
whatever particular route is convenient (p. 17).

Weaver’s memorandum received mixed reactions. It was received well by computer
scientists as a new and unexplored study area for computers. However, linguists found its
assumptions on the formalization of language and translation process very naive. Linguists’
insights were found solid when Waever’s approach to translation as a cryptography
problem was widely recognized mistaken. Deciphering is based on the frequency of letters,
pair of letters which can be found in a text of whom context is well-known by the person
who is deciphering; the place of attack or the date of a landing. And after a text is

deciphered, it can be translated to another language (Hutchins, 1986:31).

Although Weaver was mistaken in approaching the problem, his memorandum started MT
as a serious research area and study groups began to be formed with the funding by the
United States government. Weaver tried to take this interest a step further and convened a
meeting at Massachusetts Institute of Technology in January 1950 with scientists from
different backgrounds. The meeting was a success, one year later, in 1951 Yehoshua Bar-
Hillel became the first full-time researcher on MT with two specified task: the possibility of
MT and the planning of future research on MT. After studying the current position, Bar-
Hillel presented a paper. The paper was very influential, the topics mentioned in the paper

set the agenda for the following years in MT research.

The growing interest in MT resulted in a public demonstration on 7 January 1954
(Hutchins, 1986:37). Leon Dostert of Georgetown University collaborated with IBM for an
“actual experiment rather than resolving the problem theoretically” (Dostert, 1955: 125). A

text with a restricted vocabulary of 250 Russian words were translated from Russian into
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English with just 6 grammar rules, without any pre or post-editing. The translated text was
intelligible, which was proved to be enough to convince the general public and the
government to believe that MT was feasible. This experiment started the official support by
the government and also started the exaggerations, which would stop all the funding one
decade later. However, it further stimulated MT research in the United Stated and it started

MT research in the Soviet Union.

After the successful Georgetown experiment, the optimism was widespread. For instance,
Delavenay went on to claim that machine translation programs would even translate poetry:

“Will machine translate poetry? To this there is only one possible reply — why not?”
(Delavenay, 1960, cited in Hutchins, 1986: 151).

Meanwhile, the first academic journal devoted to MT was published by Locke and Yngve
in 1955, under the name of Mechanical Translation. Following Georgetown experiment, 12
research groups established only in the USA. Different research groups approached the
problems differently; but there was a problem which they shared. The computer hardware
was not enough; many groups had no access to computers, and those who had access to the
computer faced with storage problem. The storage available was far away from being
adequate; large dictionaries, obvious prerequisites for even word-for-word translation, were
hard to create and maintain. In addition, the lack of generalised and formalised linguistic
theories was also meant that the research groups were approaching problem still as an
engineering problem. However, the general optimism and the trust in the developments in
the computer science led the MT researches to think that optical character readers and large

storage capacity computers would be invented soon.

The advent of formalised linguistic theories, such as Chomsky’s formal models, Harris’
transformational grammar, etc., led the MT researches to take linguistics aspects of MT
more seriously. The obvious poor quality of word-for-word translation could only be
improved with the syntactic and semantic analysis for the FAHQT. This meant longer

theoretical research for higher quality. However, once widespread optimism started to fade.
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The first person to be appointed as a full time researcher of MT was the first person to
reveal doubts on it. Bar-Hillel’s paper entitled Report on the state of machine translation in
the United States and Great Britain was published in 1959. It was a compilation of his
criticisms of MT research groups. In his paper, he argued that FAHQT was not impossible
just in near future, but it was impossible altogether. His famous example was a short
sentence: “The box was in the pen.” in the context: “Little John was looking for his toy
box. Finally, he found it. The box was in the pen.” (Bar-Hillel, 1959). Bar-Hillel argued
that the homonymy problem in this sentence required world knowledge that “box” had to
be bigger than writing tool “pen”, so the “pen” must have referred to the “playpen”. In
order to solve this problem, “translation machine should not only be supplied with a
dictionary but also with a universal encyclopaedia.” (Bar-Hillel, 1959), which, according to
Bar-Hillel, was hardly deserving of any further discussion. He criticised many of the MT
research groups on their adherence to the aforementioned impossible goal. The optimism
spread by the Georgetown experiment had been criticised for convincing both MT
community and public to believe that operational systems would be on the market in just a
few years. However, this would not happen, so Bar-Hillel advised the MT researchers to
attain “either fully automatic, low quality translation or partly automatic, high quality
translation”. Due to strong adherence to “impossible goal” of FAHQT, many research
groups, in Bar-Hillel’s opinion, wasted the national funds. In many resources the funding is
stated to be around £ 20 000 000 (Hutchins, 1986: 167; Arnold et al., 1994: 13). Despite the
harsh criticism of multi-million affair voiced by Bar-Hillel, MT received another funding
from US House of Representatives, it has been stated in a report that the funding was given
for “the overall importance of MT to intelligence and scientific effort of the Nation, for the
translation of English text for the exchange of cultural, economic, agricultural, technical,
and scientific documents that will present the American way of life to people throughout the
world” (US House of Representatives, 1960). The developments in MT in USSR, and the
current situation of MT in the USA were included in the report. The report also foresaw a
national center for machine translation, and a national machine translation program. Apart
from its monetary importance, the funding was considered to be “official” acknowledgment

of national importance of MT efforts.



17

After the official acknowledgment, national and international conferences were held,
making MT a more mature science. In addition, as an indication of scientific maturity,
Association for Machine Translation and Computational Linguistics was established in
1962. The MT researchers were still quite optimistic for the future, despite the harsh
criticisms of Bar-Hillel.

However, the public started to get impatient. After all the funding and a decade of research,
there was no operative system, not only in the market, but even in research laboratories. A
book by Mortimer Taube entitled Computers and Common Sense (Taube, 1961) put
forward the general perception of MT in the eyes of public. Taube criticised MT
researchers for failing to produce any actual achievements. He held the same strong ideas
with Bar-Hilllel about the impossibility of FAHQMT. Taube insisted that the formalisation
of language was impossible, and computers demanded precise, formalised information. The
work of Noam Chomsky on formal language analysis was criticised as “an aberration,
which cast a mystique over the whole field of MT.” (Taube, 1961, cited in Hutchins, 1986:
162). He saw no point in continuing MT research, for which there wasn’t even a feasibility
study. Taube insisted that the dehumanising venture was doomed to fail. The book had
considerable effect on public perception, which was already impatient due to the slow
progress. The growing impatience led the funding agencies to conduct a survey on the

current MT research.

The director of National Science Foundation requested National Academy of Sciences to
establish a committee to survey MT and advise funding agencies for the future of MT
research and funding. The committee is known as Automatic Language Processing
Advisory Committee and the resulting report has been known as ALPAC report (1966).
The committee included two linguists, one psychologist, two MT specialists and one Al
researcher. MT specialists were David G. Hays and Anthony Oettinger, the writer of the
first doctoral dissertation on MT. The committee mainly approached MT with economic
considerations. It undertook studies on the current market of translation only from Russian
into English, and evaluated the output of MT for just from Russian into English texts. The

committee concluded that supply exceeded the demand in translation market and what the
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translation market was in need was improving speed, quality and consistency. The answer
was not MT, but machine aids for translation (CAT). The committee emphasized the
unavailability of any machine translation for scientific texts, both in the present and in the
future. Raw MT product was in need of post-editing, which was seen as a failure of MT. In
conclusion, ALPAC report advised the funding agencies to reduce the funding because
“there is no immediate or predictable prospect of useful machine translation.” (ALPAC,
1966). Instead, computational linguistics and machine aids for translation were advised to
be supported.

2.3. AFTERMATH OF ALPAC

The ALPAC report started what is known in MT as “dark ages”. The funding stopped in the
United States and the number of research groups immediately decreased. The loss of status
was so severe that the Association of Machine Translation and Computational Linguistics
had to remove “Machine Translation” from title in 1986. However, even an insider,
Hutchins found the reduction of funding quite rightful: “The ALPAC report may have
dismissed solid achievements too readily, but it was quite right to call a halt to
indiscriminate and wasteful expenditure on unrealistic projects.” (Hutchins, 1986:169).
Other researchers disagreed with the report and prepared another report to invalidate it.
Commentary on the ALPAC report approached to MT from a more scientific point. The
main disagreement was over the absence of operational MT systems. Two MT systems
were actually in regular use, those were in IBM Mark Il (used by USAF) and Georgetown
System (used by EUROTAM) (King, 1987). Although the quality was poorer than
expected, they were still operational. However, this report failed to invalidate the ALPAC
report. The damage was done in the United States. The effect was not limited to the United
States, all three British MT research groups ceased their studies, Japan and USSR MT
research groups suffered from reduced funding. However, research continued in the

continent Europe, the result of which would be called as “second generation MT”".
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2.4. RENAISSANCE OF MT

In the aftermath of ALPAC report, research and funding for MT stopped sharply. However,
one decade later the picture was much brighter. The channelling of funding from MT into
computational linguistics and artificial intelligence, led to the improvements in theoretical
issues which were closely relevant to MT. According to Warwick, by 1975, enthusiasm
renewed in MT due to the matured linguistic theories, growing interest from commercial
sector and success of tentative result such as TAUM-METEOQO project, a FAHQT project,
which was considered impossible by Bar-Hillel due to the lack of computers understanding
“meaning” and having “universal encyclopaedia” one decade ago (1987). In addition, the
need to keep up with international developments, especially in technological and military
areas, the need to disseminate the information properly as a result of increasing
international trade and the emphasis on multilingualism especially in the Commission of
European Communities and bilingualism in Canada resulted in a new future for MT
globally. After one decade of “dark ages” (Hutchins, 1986:174), MT enjoyed a new status

with a more realistic view of situation, which can be called a sort of renaissance.

The most visible sign of this renaissance was SYSTRAN, an MT system developed in
Georgetown University. A more developed version of SYSTRAN was sold to Commission
of European Communities for English- French translation in 1976. In addition, the fifth
generation project of Japan helped to restore MT’s status a lot. According to Pugh (1992:
26), MT has a privileged status in Japan, due to the widespread perception of language
technologies as the key technology of the new century. In addition, government,
universities and private sector regards MT as an essential part of information-based society.
Apart from long term benefits, economic considerations also play an important role in the
status of MT. According to a report by Japanese Electronic Industry Development
Association in 1989, the translation market from Japanese into English was around 800
million yen, and of total market, English was either source or target language in 90% of
translated texts. Large Japanese companies such as Mitsubishi, Toshiba, Hitachi, etc. all
invested in MT. In Europe, another sign of MT renaissance was multinational investment of

Commission of European Communities to EUROTRA project, a multilingual MT for each
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of Commission’s member countries’ languages. Studies started in 1979 (Hutchins,
1986:179), and due to being a multinational investment, a national university of each
member country in Commission had been assigned the responsibility of developing that
country’s language system. Being a multinational project from its inception, the studies
covering the languages of member states started simultaneously for EUROTRA (King,
1987: 373). The Commission granted about 12 million dollars according to Hutchins (1986:
264) and demanded “the creation of a machine translation system of advanced design

capable of dealing with all the official languages of the Community” (King, 1987: 374).

When research projects in the 1990s are inspected, the emergence of new techniques can
easily be seen. One technique is incorporating Artificial Intelligence (Al) into MT systems
in order to resolve semantic problems, such as anaphora resolution. Those systems using Al
techniques are known as “knowledge-based MT” (KBMT) (Somers, 1992: 192). Using
sublanguage is another technique, which has proven itself in the most successful MT
system, METEO. METEO is an MT system which was in use starting from 1981 to 2001,
and it was specifically developed to translate weather bulletins of Canada from English into
French, as a result of country’s language equality policy (Melby, 1992: 147). Corpus-based
MT systems use statistical and probabilistic methods to decide the best equivalent for a ST,

by investigating large pre-translated bilingual or multilingual corpora (Somers, 2003: 8).

The quality of MT products has been another important problem of 1990s MT research.
The lack of theories regarding the quality of human translation compelled MT quality
researchers to find their own criteria for quality assessment. For instance, intelligibility,
fidelity, acceptability, revision time are frequently mentioned variables of quality
measurement. In addition, the emergence of personal computers at accessible prices led to
the widespread use of computer assisted translation tools (CAT) by professional translators
(Somers, 2003: 93).
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25.  MT IN THE NEW MILLENNIUM

New millennium witnessed the use of translation technologies spreading worldwide.
Commercialization of MT systems, and more importantly, online MT systems, thus,
became a reality of life. Online MT systems such as Babelfish, Google Language Tools,
etc. use system design developed by SYSTRAN, but they incorporate it with statistical
approaches (Cancedda, Dymetman, Foster & Goutte, 2009). Recently, Google Inc.
announced that Google Translate, online and free machine translation service, is used by
more than 200 million people each month. This equals to 1 million books each day (Och,
2012). In addition, a wider coverage of languages has made online MT systems more
attractive enabling MT to translate between not only the commercially important languages
but also other less commercially attractive languages. However, according to Somers, the
MT systems for some of world’s top 20 most spoken languages such as Hindi, Urdu,
Telegu, Tamil, Cantonese, etc. are still either under developed or have never developed
(2003: 87).

Speech translation (abbreviated as S2S) has also become a more matured research area
since the beginning of the millennium. A speech translation consists of roughly three
modules: speech recognition, machine translation and speech synthesis. However, there are
various problems to overcome for spoken language translation to be widely used. The
spoken language contains ungrammatical sentences which abound in proper names and
colloquial expressions. In addition, the speaker dependency of speech recognition systems
also limits the usage of speech translation technologies. However, there are some websites
and programs capable of speech translation; such as Skype, YouTube (speech recognition

and machine translation for generating subtitles), Bing Translator and Google Translate.

Advent of smart phone technology and emergence of applications for smart phones have
also provided a new ground for machine translation technologies. Some of the applications
for machine translation are Google Translate, Bing Translator, Auto Translation, Babylon,

inter alia for Google Play and Translate VVoice Free, iTranslate and Speak and Translate for
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Apple Store. Google Translate, Bing Translator, Auto Translation and some other

applications use voice, writing, photograph as input.

The increasing number of European Union and European Commission languages has led
European politicians to resort to machine translation systems more in order to protect the
multilingual nature of organizations. There are various machine translation systems and
projects supported and used by European Union and European Commission. Both
organizations use an internal machine translation system, which are statistical. MT@EC,
the translation sytem used by Commission can translate between 552 language pairs
("Machine translation service," 2015).

Apart from these developments, new millennium has also witnessed an increasing number
of corpora for many different and distant language pairs. The multilingual websites such as
Wikipedia, have also served as a corpora for many languages. All these developments have
contributed to machine translation, especially to statistical systems.

2.6. TURKISH MT SYSTEMS

Machine translation systems for Turkish have been developed more recently than many
other languages. Agglutinative morphology and lack of parallel corpora can be the main
reasons for the delay in the development of systems. Both commercial and experimental
systems have been developed in the last two decades. The compilation of METU Turkish
Corpus has resulted in many theses and articles related to MT and computational linguistics
between English and Turkish. In addition, commercial systems have been in the market
since 2000. However, only two commercial systems have been developed so far; these are
Progeviri marketed in 2000, and Sametran in 2006. Google Translate and Bing Translator

are two online MT systems incorporating Turkish.
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2.6.1. Procgeviri

Progeviri is the first MT system developed between English and Turkish. The system
translates from English into Turkish, not vice-versa, which makes it a unidirectional
system. The user can improve the dictionary of system. In addition, by enabling “select
right function”, the system asks for disambiguation in terms of unknown words and their

morphological categories. The system also calculates translating time.

& ProGeviri - [New]

File Edit Translation Help
DEd @9 |shdaaldo
English Text
Machine translation can be described as the computerization of the production of translation, with or without
human assistance. It has been a practice and research area incorporating linguistics, artificial intelligence, and

computer science. The different degrees of human-computer cooperation have resulted in the classification of
machine translation technology.

Turkish Translation 4+ 34

Makine cevirisi ¢evirinin dretiminin bilgisayarll otomasyonunun, insan yardimi ile ya da olmadan olarak
tanimlanabilir. O dilbilimler, yapay zeka ve bilgisayar bilimini birlestirerek bir pratik ve arastirma alani oldu. Farkl
insan-bilgisayar isbirligi dereceleri makine geviri teknolojisi sinflandirmasiyla sonucland.

4:1 ProCeviri English-Turkish Translation System

Figure 4: The user interface of Progeviri 3.2.

2.6.2. Sametran Sametech

Sametran Sametech 1.04 is the second MT system which can translate from English into
Turkish. The system is unidirectional, taking English as the source language. The system
can recognize 1.200.000 words and many more can be added to the dictionary. The system

enables the user to analyze the aligned source and target texts.
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Machine translation systems for Turkish have been developed more recently than many other
langnages due to the scientific and commercial interest. Agglutinative morphology and lack of
parallel corpora can be the main reasons for the delay in the development of systems.
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Figure 5: The user interface of Sametech 1.04.

2.6.3. Google Translate

Google Translate is the multilingual and bidirectional statistical online machine translation
system developed by Google Inc. Since 2009, the system supports Turkish. The system

enables user to edit the translation. In addition, by Google Translator Toolkit, the user can

develop translation memory, specialized dictionaries and can edit and invite others to edit

the raw translations. The system learns from the previously translated parallel corpora and

the dictionaries are constantly updated.
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Figure 6: The user interface of Google Translate in February 2015.

2.6.4. Bing Translator

Bing Translator is an online MT system launched by Microsoft Translator. The system can
make translation between 45 languages. Likewise, Google Translate, Bing Translator is

also statistical. Thus, Bing Translator is not included in the evaluation in this study.
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Figure 7: The user interface of Bing Translator in March 2015.

This chapter has dwelled on the historical development of machine translation, recent
problems and issues in the area, together with the developments in Turkish MT. In the
following chapter, state of art in machine translation is presented. The linguistic
background as well as computational processes and methods are introduced as the

theoretical framework of the research.
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CHAPTER 3

STATE OF ART

This chapter lays the theoretical framework of the research. The linguistic background of
machine translation is explained. Then the chapter dwells on the state of art solutions. In
this context, processes, methods and other kinds of technological developments are
explained.

3.1.  LINGUISTIC BACKGROUND

Machine translation is in the intersection of various disciplines, notably computer science
and linguistics. This intersection is usually called Natural Language Processing. Well-
known applications of this science are machine translation, information retrieval, speech
recognition, etc. The advances in the linguistics, notably in computational linguistics, have

contributed to the machine translation.

Machine translation requires developing the understanding of the problems which can
occur at all the levels of languages and producing appropriate solutions for them. The
problems may be on word, sentence or text level. Below, these levels of language are

explained starting from word level (morphology) to the text level (discourse).

3.1.1. Morphology

Morphology is the very first level of analysis for machine translation programs. It is the

study of internal structure of the forms.

Computational morphology has many notable applications used daily. For instance,

spelling correction in word processing programs such as Microsoft Word is a low-level
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computational morphology application. Spelling correction uses root lexicon, as comparing
input to a list of words would create a never ending job with the coinage of words and

would take up so much memory space.

Morphological analysis has been a component of machine translation systems from the very
beginning. It is considered easy for most of European languages but when agglunitative
languages are involved in the system, the processes get complex. Inflected forms of the
same words (paradigms) can be retrieved very easily by means of morphological analysis,
which reduces the dictionary size and accelerates the computing time.

Words constitute the first analysis level for machine translation programs. The more words
are compiled for that program, the higher the quality is achieved. Word compilation is thus

a very important step of analysis for machine translation programs.

3.1.2. Lexicography

Lexicography is the activity of compiling dictionaries. Lexicon is a list of the lexical items
in that language. Dictionaries have been traditionally the largest component of the machine
translation systems. The scope and coverage of the dictionaries directly limits the quality of
machine translation output. For instance, absent words in the dictionary may lead to the
untranslated words, which is very undesirable for commercial machine translation systems.
However, end users may contribute to the machine translation systems by adding new

words to the dictionary, which is also the case for CAT programs.

Creating automatic dictionaries is the first and most obvious task in a machine translation
project. In the first machine translation systems, dictionary compilation had crucial
importance. This is due to the fact that in the early days of machine translation, a
mechanical replacement of source language words in the text with target language words
was considered to be enough. However, even this compilation process was cumbersome
due to the limited internal memory space of the computers of the time led machine

translation researchers to look for external memory space, such as magnetic drum,
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dielectric stores, vacuum tubes, and various other ways (Hutchins, 1986: 41). In order to
reduce the dictionary size, early researchers included only stems and endings in the
dictionary. In current machine translation systems, thanks to the advent of computers, the
space problem has been resolved.

The quality of machine translation programs depends on the quality of their dictionaries.
However, the extent of dictionaries is not the only deciding factor. In order to produce
intelligible outputs, machine translation programs have to be supplemented with syntactic

rules for analyzing the input sentences.

3.1.3. Syntax

Syntax is the study of the rules or principles by which words can combine and form
sentences. Syntax tries to account for all the grammatically correct phrases and sentences in

whatever language it is analyzing.

Syntax has been one of the core research areas in the MT. First direct systems’ failure is
directly related to the lack of syntactic analysis of the SL (Hutchins, 2003: 163). However,
in parallel with the developments in syntactic theory, MT has also developed and undertook

a more comprehensive approach to syntactic analysis.

A qualified analysis of syntax enables machine translation systems to produce outputs
which are of higher quality than word-for-word translation. However, this is not enough for
many consumers of MT output. In order to attain FAHQMT goal, machine translation
researchers have long understood the importance of “understanding meaning”, which falls

into the domain of semantics.

3.1.4. Semantics

Semantics is the study of the meaning. It aims to model the way in which the meanings of

lexical items contribute to the meanings of the phrases and sentences in which they appear.
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Semantic features are analyzed to understand the meaning. For instance, a common feature
for “boy”, “girl”, “woman” and “man” is “human”. This feature distinguishes “boy” from
“lion”. Another feature like “male” distinguishes “boy” from “girl” or “man” from
“woman”. By analyzing these features, a semantic feature hierarchy can be drawn. This
type of hierarchy allows for generalizations. For instance, “human” and “animal” are
categorized under “animate” heading. So, it can be inferred that “woman” under the
heading of “human” is also “animate”. This generalizations can be extended to the verbs.

For instance, the verb “talk” is specific to “human”. So, a “teacher” under the heading of

“human” can “talk”, but a “bird” under the heading “animal” cannot.

9 13

A semantic representation of “boy”, “girl”, “man”, and “woman” in terms of semantic

features can be (taken from Arnold et al. (1994).):

man = (+HUMAN, +MASCULINE,+ADULT)
woman = (+HUMAN, -MASCULINE,+ADULT)
boy = (+HUMAN, +MASCULINE, -ADULT)
girl = (+HUMAN, -MASCULINE, -ADULT)

This association also contributes to the syntactic analysis by imposing semantic constraints
to the words. For instance the verbs “eat” and “drink” can only take “animate” agents and
“edible” or “drinkable” patients. So, one cannot “eat” or “drink” “keys” or ‘“honesty”
because they are not edible or drinkable. In addition, another constraint for the context can
be added for higher quality translation. For instance, adding a constraint like “economics”
to the verb “supply” will direct the analysis process to the relevant dictionary term “arz
etmek (supply)” in Turkish, rather than “saglamak (provide)” which is also an equivalent
but not for the field “economics”. By imposing these kinds of constraints, ungrammatical or
unwanted analyses are dismissed. However, this imposition also rules out the
metaphorically right analyses such as “This car drinks gasoline.”. In order to avert this
problem, the compilation of a separate dictionary for metaphors and other figures of speech

has been implemented as a solution (Hutchins, 1986: 42).
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Semantics has been seen as the solution to the grave problems in first direct systems in MT.
In order to move beyond the word for word translation, semantic-based MT projects were
developed in parallel with the developments in Artificial Intelligence (Hutchins, 1986: 19).
Interlingual MT systems made use of the analysis of semantic relations, which later became
a standard procedure for MT systems. However, understanding semantic relations is not
enough for FAHQMT, as texts are not just consisted of linguistic relations. Pragmatics, the
study of meaning in context, is thus also an important part of MT research.

3.1.5. Pragmatics

Pragmatics studies the meaning of linguistic messages in terms of their context. It is the
study of how people comprehend and produce speech act in a concrete situation. According
to Yule, “pragmatics is the study of “invisible” meaning, or how we recognize what is
meant even when it isn’t actually said or written.” (2006: 128).The difference between
semantics and pragmatics is their focus point. Semantics studies the linguistic meaning
while pragmatics focuses on the contextual meaning. One famous example to distinguish
semantics from pragmatics is the utterance “It is cold here”. In terms of semantic analysis,
it states the low temperature in the given environment. In terms of pragmatic analysis, it
may be a request for increasing the temperature by, for instance, closing the window or

turning the heater on.

Pragmatics has been a core study area for computational linguistics with the advent of
computational dialogue systems, especially spoken dialogue systems (SDSs). A very
successful example of computational dialogue system is ELIZA, developed in 1960s. Using
keywords, ELIZA program was able to simulate human-machine interaction to the point
that some users took “DOCTOR?” (a script in the program which simulates a psychologist)
seriously (Melby & Warner, 1995: 147).

In the history of MT, pragmatic problems were once considered insurmountable, and

FAHQMT was considered to be unreachable both in theory and practice, even for technical
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texts. In his influential paper, entitled The Present Status of Automatic Translation of
Languages, Bar-Hilllel states the idea to supply MT systems with a universal encyclopedia
is not something that should be taken seriously. Inference “is not at the disposal of
electronic computer” (Bar-Hillel, 1959). The success of human translator lies in ability to
understand the inferences as well as analyse the relations between sentences. Thus, MT
systems also try to understand these relations by means of discourse analysis.

3.1.6. Discourse Analysis

Discourse analysis studies above the sentence level; it focuses on language in use, the
relation between language and context; and relationship between sentences in a text. Yule
states “When we were concentrating on linguistic description, we were concerned with the
accurate representation of the forms and structures. However, as language-users, we are
capable of more than simply recognizing correct versus incorrect forms and structures.”
(2006: 142). As language users, people are able to create discourse interpretations from

fragmented linguistic messages, which cannot be understood by computers.

Discourse creates fundamental problems for MT. Without a proper anaphora resolution,
MT cannot go beyond the boundary of single sentences. Anaphora resolution is especially a
great problem for languages marking gender in pronouns. In addition, when Bar-Hillel
argued that FAHQMT was not only practically, but also theoretically impossible (1959), he
highlighted the real world knowledge, which cannot be understood by machines. However,
with the advent of statistical machine translation and related corpora studies, many

problems related to the discourse can be solved with statistical algorithms.

Machine translation is established on the foundations of linguistics, computer science and
artificial intelligence. The researchers have been developing different processes, methods

and creating resources to improve MT systems, which are explained below.
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3.2. PROCESSES, METHODS AND RESOURCES

Various processes, methods and resources are employed in the MT systems to produce high
quality translations. These processes, methods and resources include text segmentation, part
of speech tagging, parsing, word-sense disambiguation, anaphora resolution, controlled
languages and sublanguages and corpus linguistics.

Like the first part of this chapter, second part also starts with word-level analysis and
gradually continues to text-level analysis.

Let us first define some preliminary concepts which are going to be referred frequently. A
computer, or electronic brain, consists of hardware and software. Hardware is physical
units, such as screen, memory. It also includes input and output devices by means of which
computer can communicate the outside world and humans. These input and output devices
include scanners, keyboards, optical character readers, printers, etc. Software is a type of
data, stored in the memory, which tells computer what and how to do. Software includes
many programs, such as Microsoft Word, prepared for a special type of activity. These
programs are written in logical programming languages. These languages enable human-
computer communication. Programs can be written for various activities, such as word
recognition, misspelling correction, etc. MT is a computer program which consists of many
different programs for segmenting, tagging, parsing, etc. These programs are combined for

the special needs of the MT program.

This part is devoted to explain these programs, starting from the first level of analysis,

which is text segmentation.

3.2.1. Text Segmentation

Text segmentation is the initial stage of MT. Understanding and segmenting the sequence
of characters into linguistics units such as numbers, words, punctuation, etc. is essential for

the quality of MT. Errors in this stage may lead to more errors at the later stages of MT.
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The segmentation process is called tokenization and segmented units are called tokens.
Segmenting tokens is relatively an easier task in designing MT systems for most of the
western languages as the tokens are delimited by blank spaces and punctuation, unlike
many Oriental languages such as Chinese and Arabic, in which there are no explicit
boundaries of tokens.

There are different ways to segment words and segment sentences. Blank space between
tokens is the easiest way to understand the word boundary. Exclamation marks such as a
period or question mark signals the sentence boundary. However, abbreviations and
acronyms may also have periods between each letter. In addition, the different punctuation
systems and hyphenated words may also contribute to the problems.

Abbreviations and acronyms with periods between each letter need to be taken as a token
for the accurate translation. However, if the program accepts the period as the sentence
boundary, the abbreviation and acronym in question are segmented as sentences. In order to
overcome this problem, researchers in MT usually maintain a list of known abbreviations
and acronyms (Mikheev, 2003: 205). Thus, the success of translation of abbreviations and

acronyms is directly determined by the length and coverage of the list.

The main problem with hyphenated words is the ambiguity problem, that is, whether
hyphenated segment is one word or two words. For instance, self-confidence should be
segmented as a single token, but “Ankara-based” should be segmented as “Ankara” and
“based”. If “Ankara-based” is segmented as “Ankara-based”, then at the later stages of MT,
the system would be unable to find “Ankara” in the dictionary. Another problem is the end
of line hyphenated words, which occur due to the formatting of the document. The problem
is solved by reuniting the hyphenated parts and removing the hyphen, then looking up in
the dictionary for the word. If the word is found in the dictionary as a single token, then it is

segmented as reunited.

Problems with numerical expressions and other special expressions such as telephone
numbers, dates, measures, punctuations are also handled at the text segmentation process.

There are many cases where languages use different punctuation. For instance, in order to
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indicate decimal point, Turkish uses comma (3,14) while English uses period (3.14).
Another example is the different date formats of American English and Turkish. American
English uses mm/dd/yy or mm/dd/yyyy format while Turkish uses dd.mm.yy or
dd.mm.yyyy format (d: day, m: month, y: year). In addition to different places for day and
month, two systems also use different punctuation for date format. In the text segmentation,

these differences can be handled by writing a rule to convert them easily.

Sentence segmentation, or sentence boundary disambiguation (SBD), is the process of
determining the sentence boundary accurately. As stated above, the period usually signals
the end of the sentence. However, there are many cases where period may be the part of an
abbreviation, an acronym or a series of numbers. In order to solve this, local context around
periods and other punctuations are analyzed. In addition, determining end of the sentence
may also contribute to identify proper nouns and common nouns. For instance, if a
capitalized word is not preceded by period, then it is a high probability that the word is a

proper noun.

The success and quality of MT is indisputably relies on the correct segmentation of words
and sentences. English is the most researched language in terms of text segmentation, many
SBD programs are written for English. Turkish, on the other hand, cannot enjoy the same
status. However, within the framework of TUBITAK (Turkish Scientific and Technological
Research Foundation) project 105E020 “Building a Statistical Machine Translation for

Turkish and English” segmentation methods for Turkish are analyzed.

After the text segmentation has been completed, the second step in MT analysis is part of

speech tagging.

3.2.2. Part of Speech Tagging

Parts of speech have been first documented by Dionysius Thrax of Alexandria (c. 100 B.C.)
(Jurafsky & Martin, 2006: 137) in Greek grammar book (techne). The parts he proposed

were noun, verb, pronoun, preposition, adverb, conjunction, participle, and article. These
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parts turned into the fundamental description categories for many natural languages. With
the advent of computers and natural language processing applications, these parts started to
be employed by researchers in computer science. The computational application for
describing parts of speech in an electronic document is tagging. A tagger is software that
associates the each word in the corpus with its appropriate part of speech (Bowker, 2003:
60). The tags given by tagger are described as tag sets and are tailored accordingly for the
corpus. For instance, Brown corpus, assembled at Brown University, consists of 1 million
words. An 87-item tag set was employed to tag the corpus, including punctuation, particle,
modal, symbols, copula verb, etc. (Jurafsky & Martin, 2006: 148).

Part of speech tagging serves many important ends. First of all, the reliability of higher
levels depends on tagging. Large tagged corpora are necessary for NLP applications. Many
terms can be extracted from these tagged corpora. Once the tagging of corpus is finished, a
special term extraction software matches tagged items with the specified combinations,
such as noun+noun (Bowker, 2003: 60). By doing so, potential terms can be extracted from
the corpus and dictionary compiling can be fastened. In addition, part of speech tagging can
also contribute to ambiguity resolution. For instance, an article is more likely to precede a
noun than a verb. Thus, when the tagger encounter the token “a convict”, “convict” is more
likely to be tagged as noun. Tagged corpora also have a vital importance for developing
statistical machine translation systems. Statistical knowledge derived from parallel corpora

serve as the basis for this type of MT.

For Turkish, same ends and problems are true for taggers. Agglutinative nature of language
allows for many interpretations of the same lexical item. For instance; “evin” can be
interpreted as ““(your) house)”or “of the house”. Thus, in order to determine the part of
speech, tagger needs to look for contextual clues, such as a preceding possessive pronoun

or following noun.
A special tagger for Turkish has been developed by Oflazer and Kuru6z (1994).

The quality of tagging mostly relies on the extent of the dictionary and training corpus of

MT system. The tagged sentences are the input of the next analysis level, which is parsing.
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3.2.3. Parsing

Parsing can be described as the process of assigning syntactic relations between lexical
items (Melby & Warner, 1995: 25). Without syntactic knowledge representation, MT
systems cannot go beyond word for word translation. Parser is the software that accepts
sentences as input, analyzes them by means of grammar, and produces representations of
syntactic knowledge. These representations can be in the form of brackets, charts and trees,
and they are used for the subsequent processes (Petitpierre, 1987: 111). Grammar can be
defined as the computational linguistic theory of language which indicates the acceptable
sentences and/or phrases. Many systems use phrase structure rules as grammar. For
instance, a simple phrase structure rule for English such as the following one will parse
sentences which have lexical items to fill the specified categories:

S> NPVP
NP = (DET) (ADJ) N
VP > V (NP)

Let us take “Jennifer loves cats.” and parse it by using the above phrase structure rule as

grammar.
1.S > NP VP

2. NP >(DET) (ADJ) N

3.VP > V (NP)

4. N - Jennifer

5.V - loves

6. N - cats

This can be interpreted as follows:

1. A sentence consists of a noun phrase and a verb phrase.
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2. A noun phrase consists of a noun, which may be preceded by a determiner and an

adjective.

3. A verb phrase consists of a verb, which may be followed by a noun phrase.
4. An instance of noun for the noun phrase is “Jennifer”.

5. An instance of verb for the verb phrase is “loves”.

6. An instance of noun for the noun phrase is “cats”.

This can be schematically represented by the following parse tree:

S
/\
NP VP
N
N V NP
\
Jennifer loves N
cats

Figure 8: Parse tree representation.

Scientists working on developing Turkish parser have frequently mentioned free word
order with explicit case marking and complex agglutinative morphology as the main
problems (Bozsahin, 2002; Giingérdii & Oflazer, 1995). However, these problems are
overcome by the implementation of lexical functional grammar parser, which is stated to

parse 82% of the sentences correctly (Glingdrdii & Oflazer, 1995).
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After solving syntactic relations, MT systems analyze sentences for semantic relations,

especially for solving ambiguity problems.

3.2.4. Word-Sense Disambiguation

Ambiguity can be defined as the situation in which a word, phrase or sentence conveys
more than one meaning. This situation creates a bottleneck for many NLP applications. For
MT, this situation becomes even a much graver problem, as two languages mean much

more effort for researchers.

Process of identifying the meanings of words, phrases or sentences in a context is called
word-sense disambiguation. It was first emerged as a distinct task in MT research, when the
quality of first systems didn’t meet the expectations and when research, according to Melby
and Warner crushed into an insurmountable semantic wall (1995: 44).

However, there are some approaches for disambiguation. One of the earliest attempts for
disambiguation was proposed by Wilks (1972). This approach is called preference
semantics. In this approach, each sense in the lexicon has a formula associated with it
which expresses its meaning. Some of the senses are HUMAN, ADULT, ABSTRACT,
AGRICULTURAL PROCESS, etc. Disambiguation is carried out by choosing a formula
for each ambiguous word. For instance, a dictionary entry for ball would resemble the

following:
ball = concrete noun = SOCIAL ACTIVITY = ASSEMBLY - DANCE

ball - concrete noun - PHYSICAL OBJECT - SPHERE
ball - concrete noun - PHYSICAL OBJECT - CANNONBALL (Shann, 1987: 72).

In this approach, verbs in the lexicon are also attached the context expectations in terms of

syntactic and semantic features. For instance, the verb “buy” requires a subject which is
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ANIMATE and HUMAN, and an object which is not HUMAN. By this way, meaningful
reading of a sentence is determined and ambiguity is resolved.

Another approach for word-sense disambiguation derives from the dictionary definition
overlaps. This approach proposed by Lesk (1986) makes use of machine readable
dictionaries. Dictionary definitions of neighboring or close words share similar meanings.
For instance in the phrase “pine cone”, “pine” has two senses (evergreen tree and waste
away from sorrow) and “cone” has three senses (solid body which narrows at a point, shape
and fruit of evergreen tree). The sense both “pine” and “cone” share is “evergreen tree”.

Thus, with a simple dictionary lookup, ambiguity is resolved.

A machine learning technique was also used for word-sense disambiguation. In order to
resolve ambiguities for French-English statistical MT, Brown et al. (1991) studied on the
Hansard, English-French parallel corpus consisting of proceedings of Canadian Parliament.
Different senses of the same word are observed to be translated differently. For instance,
“duty” 1is translated as “droit” when it means “tax” and “devoir” when it means
“obligation”. In their research, Brown et al. (ibid) analyzed first and second words in the
left and right of the ambiguous words. By doing so, a new way of disambiguation was
created without the cost of hand tagging. However, this approach requires a well-aligned,

bilingual corpus, which is not available for most of the language pairs.

Although English is a well studied language for word-sense disambiguation, with lots of
suitable tools and corpora, Turkish cannot enjoy the same situation. Orhan and Altan list
the agglutinative morphology and lack of resources such as language processing tools and
annotated corpora as the main problems for Turkish word-sense disambiguation (2006).
They studied on METU Corpus Project focusing on frequently used verbs such as “al-, bak-
, ¢alig-, git-, gir-, ¢ik- (take, look, study / work, go, enter, exit)” and nouns such as “ara,
bas, el, sira, yan, yliz (interval, head, hand, line, side, face)”. The accuracy of their
disambiguator for verbs is 23 and 62 per cent and for nouns 35 and 75 per cent, for

minimum and maximum values, respectively (ibid).
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After solving problems within the sentence, MT systems then proceed to analyze and solve
problems beyond the sentence. Anaphora, cataphora and other discourse features have to be
understood in order to produce higher quality MT translation output.

3.2.5. Anaphora Resolution

Anaphora is the act of referring back to a previously mentioned item in the text. By using
anaphora, the author creates coherence. Understanding and translating anaphora are
important in NLP applications, especially in MT, as without a proper understanding of the
text; the quality of output is low. This is true especially in languages which mark gender
and number such as French and Russian. Knowledge obtained from previous steps in the
MT analysis, such as parsing, word-sense disambiguation is combined to resolute anaphora.
For instance, antecedent can be determined from lexical information such as gender and

number. By this way, many unsuitable candidates for antecedent are eliminated.

Pronominal anaphora is the most used anaphora type (Mitkov, 2003: 268). Personal,
possessive, reflexive and demonstrative pronouns are varieties of pronominal anaphora in
English. Turkish has six types of pronouns: personal, demonstrative, reflexive, possessive,
interrogative and indefinite. It should be noted that Turkish marks plural in 2™ personal
pronoun (sen, siz) and it doesn’t mark gender in 3" personal pronoun, which is the case for
English (he, she, it).

An automatic anaphora resolution has three main stages. First of all, anaphors are detected.
In this stage, non-anaphoric occurrences such as idiomatic expressions are detected and
eliminated. Some of these idiomatic expressions are “it must be stated / underlined / etc.”
for English and “s6ziim ona (seemingly), saat onda (at ten o’clock), etc.” for Turkish. After
these occurrences are eliminated, remaining anaphoric expressions are analyzed for
locating antecedents. In this stage, all noun phrases in a certain scope are regarded as
antecedent. The scope can range from one or two preceding sentences to previous

paragraphs. Lastly, the program will attempt to compare anaphor and identified candidate
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antecedents. In this stage, constraints and preferences are taken into considerations. Gender
and number agreement are two obligatory constraints in selecting possible antecedents. In
addition, semantic constraints such as animate, human, etc. are also obligatory constraints,
which derive from the dictionary look-up. Preferences include recency (the fact that most
recent noun phrase is most likely to be antecedent), emphasis, theme relations, etc.

Many programs and algorithms were developed for the anaphora resolution in English.
Anaphora resolution for Turkish has also been studied and algorithms have been developed.
In a study conducted on METU Corpus, Kii¢ilk and Turhan Yd&ndem reported to
automatically identify pronominal anaphora with 98 per cent accuracy (2007).

Anaphora resolution has been one of the fundamental problems of MT, especially in the
first systems. The success of these systems couldn’t go beyond the isolated sentences. Most
of the first systems were developed for Russian-English or English-French language pairs,
and due to the gender and number marking in Russian and French, the quality of output was
very low. However, with new algorithms developed for different languages, including
Turkish, the success of anaphora resolution, thus overall MT, has increased. Nevertheless,
before the advent of these algorithms, the researchers had to find other ways to resolve
ambiguity and to increase the quality of MT systems. As a solution to the problems created
by the natural languages, controlled languages and sublanguages have been proposed and

employed successfully in MT research.

3.2.6. Controlled Language And Sublanguage

A controlled language is a set of pre-defined restrictions of a natural language that imposes
some constraints on lexicon, grammar and style. Several different controlled languages
(CL) were developed for making technical language accessible to both non-experts and
non-native speakers (Kittredge, 2003: 441). Some areas where controlled languages are

extensively used are aerospace industry and telecommunication.
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Controlled languages are employed to improve quality and uniformity of documentation.
Reduced number of words and one to one correspondence between words lead to
unambiguous texts, which are easier to understand for MT systems. Lexicon of controlled
languages involves approved words, their syntactic category and examples of their use
(Nyberg, Mitamura & Huijsen, 2003: 245). In addition, by limiting the number of words in
a sentence and noun phrases, controlled languages eliminates complex sentence structures.
Another advantage of controlled language is that the texts can easily be reused when
appropriate due to the uniformity of style and lexicon.

However, there are some disadvantages of controlled languages both for technical writers
and translators. Writers may find it difficult to conform to the rules of controlled language.
In addition, writing with controlled language may reduce the power of expression.
Translators may feel limited by the controlled language constraints. In the long run,
however, the advantages of controlled language such as consistency, uniformity and
reusability outweigh these disadvantages.

Sublanguage is another subpart of language. In contrast to controlled language,
sublanguage is natural. Sublanguage is not imposed by a higher authority, but it occurs
naturally. Sublanguage arises when experts communicate among themselves (Somers,
2003: 283). Lexicon of sublanguage is highly specialized. Apart from technical terms,
everyday words may have different and specialized meaning, such as “mouse” as in
computer science. In addition, sublanguage is consistent and complete in expressing the
statements in the domain. Syntax can also be different from standard language. For
instance, continuing in computer science, “Windows” is singular despite the plural

2

allomorph “-s”, so, it behaves as a singular noun: “Windows is the best operating system.”.
Many domains have their own sublanguage, spoken between experts who share common
knowledge about domain, such as facts, assumptions, etc. Medicine, engineering,

economics, etc. can be given as examples.

The applicability of controlled language and sublanguage to MT has been recognized by

researchers as a solution to ambiguity resolution. Due to restricted lexicon and one to one
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correspondence between words, many fundamental problems of MT such as word-sense
disambiguation and ambiguity resolution, were easily overcome. In addition, according to
Kittredge, languages share a greater similarity in sentence structure and text structure in
scientific and technical writings than standard language (2003: 439). Thus, a greater
success can be achieved when MT systems are designed for sublanguages or controlled
languages. The reusability of texts in controlled languages also leads to a higher success in
MT and CAT programs.

MT system with the highest success rate so far has been developed as sublanguage MT for
the translation of weather reports from English into French. METEO system, developed by
University of Montreal in 1974, and began full-time operation in May 1977 (Somers, 2003:
289). Since then, more than 30 million words translated and less than 5 per cent post-
editing is required (Arnold et al., 1994: 150). METEO is a proof of the success that can be
achieved when MT systems are tailored to the needs and peculiarities of languages and

domains.

3.2.7. Atrtificial Intelligence in MT

Artificial intelligence can be defined as a research area within computer science which aims
to imitate intelligent human behaviour in computers. The application of artificial
intelligence (henceforth Al) techniques to MT emerged from an influential report entitled
The present status of automatic translation of languages published in 1959 by Yeshoshua
Bar-Hillel, who was appointed to plan the future of MT at MIT (Hutchins, 1986: 33). In
this report, Bar-Hillel pointed out the impossibility of FAHQMT even for scientific texts.
He states (1959):

A human translator, in order to arrive at his high quality output, is often
obliged to make intelligent use of extralinguistic knowledge which sometimes
has to be of considerable breadth and depth. Without this knowledge he
would often be in no position to resolve semantical ambiguities. At present no
way of constructing machines with such a knowledge is known, nor of
writing programs which will ensure intelligent use of this knowledge.
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His famous example is a short sentence:
The box was in the pen.
The context is

Little John was looking for his toy box. Finally, he found it. The box was in the pen.
John was very happy.

The two meaning of pen are “writing utensil” and “enclosure where small children can
play”. According to Bar-Hillel, no program can understand and solve this homonym. He
argued that semantic problems can be solved if computers have access to large
encyclopaedias of general knowledge, which was, then, out of question.

After this influential report, MT researchers tried to incorporate Al techniques into MT
systems to cope with semantic problems. Semantic parsing and script theory are two of
these techniques used in Stanford University and Yale University systems.

Semantic parsing was developed by Yorick Wilks for Stanford University French-English
MT system between 1970 and 1974 (Hutchins, 1986: 273). It is based on the recognition of
semantic features either in patterns or in conceptual frameworks. An example of a pattern is
MAN HAVE THING. So, “Ken has a car.” sentence will be analyzed semantically in this
pattern, with semantic implication of OWNERSHIP (Shann, 1987: 77). In conceptual
framework approach, system automatically looks up for semantically compatible items
when a lexical item is occurred. For instance, conceptual framework for “drink” is as

follows:

((*ANI SUBJ)((FLOW STUFF)OBJE)((*ANI IN)((THIS(*ANI(THRU PART)))TO)BE
CAUSE)))))

This is interpreted as “an action, preferably done by animate things to liquids, of causing
the liquid to be in the animate thing and via a particular aperture of animate thing; mouth of
course” (Hutchins, 1986: 274).
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Research in Yale University was based on the assumption that “Modelling human
understanding of language requires the representation of meaning in terms of primitive
semantic relationships which express not only what is explicit in the surface forms but what
is also implied or can be inferred.” (Hutchins, 1986: 276). This requirement was fulfilled by
means of “scripts” about what happens stereotypically in a car accident, in restaurants, in

hospitals, during shopping etc.

The fundamental limitation of Al approaches to MT is extendibility. Application of Al to
full-scale MT systems would require the formation of thousands of script or pattern, the

number of which would be ever-expanding.

This part has been devoted to explaining the processes, methods and resources related to
the MT systems. The next part dwells on the general system design of MT programs.

3.3. STRATEGIES

MT has a long history with different approaches. These approaches are in parallel with the
developments in computer science and computational linguistics. An inclination among MT
researchers to refer to generations of programs started from the beginning of the research.
However, the boundaries of generations are not clear cut. There are third generations for
now. First generation of systems refers to historically oldest, word-for-word translation
systems. Second generation consists of systems which incorporates analysis stages. Third
generation refers to systems with semantic analysis stage. The last generation also consists
of Al approaches (Hutchins, 1986: 334). In addition, it is possible to categorize the system
according to their core technologies. Two core technologies have been developed so far;
rule-based and corpus-based. Some MT systems can make use of these two core
technologies at the same time, thus making themselves hybrid. In this part, these systems

are analyzed in a chronological order to understand the problems and solutions in MT.
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3.3.1. Rule -Based Systems

Rule -based systems systems are the very first MT systems to be developed. They require
explicit formulation of grammatical rules and large dictionaries. It can be said that the
better the grammatical analysis is conducted on the source and target languages and the
larger the dictionary is, the higher the quality of machine translation output. There are three
machine translation strategies developed under this core technology. These are direct,

transfer and interlingua translation strategies.

3.3.1.1. Direct Translation Strategy

Direct translation is historically the oldest strategy. In this strategy, each sentence of the
source text is passed through a series of principal stages. The output of the previous stage is
the input of the next stage. In this strategy, the aim is to go directly from source language to
target language, with the minimal analysis of linguistic structure (Arnold, 2003: 123). The
quality of output is at a word-for-word translation level. Tucker summarizes the stages of

direct translation systems as follows:

=

Source text dictionary lookup and morphological analysis
Identification of homographs

Identification of compound nouns

Identification of noun and verb phrases

Processing of idioms

Processing of prepositions

Subject-predicate identification

Syntactic ambiguity identification

© © N o g ~ w N

Synthesis and morphological processing of target text

10. Rearrangement of words and phrases in target text (1987: 23).
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Many of the direct translation systems relied on large dictionaries and extensive post-
editing for acceptable results (Hutchins, 1989: 4). The dictionary comprised of all lexical
and syntactic information required including a table of all the specific syntactic ambiguities
(Vauquois, 2003: 334). The quality of translations produced by these systems is limited.
Most direct systems were firstly developed for Russian-English language pair due to the
political reasons. Classical example for these systems is Georgetown system (for further
information see 3.4.1). It is the first operational system which has translated hundreds of
pages from Russian into English since 1970 (Tucker, 1987: 29). However, the limitations
of direct translation systems, such as high dependence of post-editing and inability to go
beyond word-for-word translation, have resulted in the emergence of transfer systems.

Source Local Target
language text reordering language text
Lexical Morphological
transfer using generation
bilingual
dictionary

Figure 9: Direct machine translation work flow.

Due to the limited quality of direct translation strategy, the researchers tried to separate
dictionary and grammar data. The resulting strategy has been known as indirect translation

strategy which has two branches, interlingua and transfer.
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3.3.1.2. Interlingua Translation Strategy

In interlingua translation strategy, source language texts are converted into semantic-
syntactic representations common to more than one language. Interlingua is an old notion
dating back to 17" century. Descartes and Leibniz have suggested creating dictionaries
based on universal numerical codes (Somers & Hutchins, 1992: 5). Universal language was
seen as a tool of communication eliminating the misunderstandings. In the later years,
artificial languages for international use were developed, of which Esperanto is the best
known. Warren Weaver, who has been credited as the founder of MT, has also suggested
the idea of universal language in his famous memorandum, which has initiated the research
and funding in MT. He writes (Weaver, 1949):

Think, by analogy, of individuals living in a series of tall closed towers, all
erected over a common foundation. When they try to communicate with one
another, they shout back and forth, each from his own closed tower. It is
difficult to make the sound penetrate even the nearest towers, and
communication proceeds very poorly indeed. But, when an individual goes
down his tower, he finds himself in a great open basement, common to all
the towers. Here he establishes easy and useful communication with the
persons who have also descended from their towers (p. 17).

These ideas were later supported by Chomsky’s deep vs. surface structure notions,
according to which languages share a common “deep structure” while differing greatly on

“surface structure” (Hutchins, 1986: 176).

In the strategy, translation is in two stages, first from source language to interlingua, second
from interlingua to target language. The advantage of this approach is in the fact that the
procedures of source language are not oriented towards any target language, but only
towards interlingua. Thus, in multilingual MT systems, adding a new language would take

less effort.

The main drawback of this approach is the complexity of interlingua itself. In addition,
interlingua approach requires the resolution of all ambiguities of SL text, which may not be

necessary for translation (Hutchins, 1996: 56). For instance, Turkish makes a distinction
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between elder brother and little brother, as well as between elder sister and little sister.
While translating from English into Turkish, this ambiguity has to be solved. However,
French doesn’t make such a distinction, but the interlingua still requires this ambiguity
resolution for English-French translation. In addition, due to the limited expressive power
of representation theories, interlingua translation strategy was later found too ambitious for
its time (Knowles, 1982: 29).

Analysis Synthesis

)

Targetlan X
Source language arget language text

text

eTargetlanguage
eInterlingualexicon

eInterlingua
grammar

eSource language
eInterlingua lexicon
eInterlingua grammar

. J

Figure 10: Interlingua machine translation work flow.

After seeing the low-prospect of interlingua approach, the researchers has been prompted

by the other indirect strategy, which is transfer strategy.

3.3.1.3. Transfer Translation Strategy

Transfer strategy is the other branch of indirect translation strategy. In the transfer strategy,
source language sentence is first parsed into an abstract internal representation (usually a
tree structure). Then, a transfer at both lexical and structural levels is conducted into
corresponding structures in the target language. Then, the translation is generated. A source

language dictionary, a bilingual transfer dictionary and a target language dictionary are
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compiled for transfer strategy. The difference between direct and transfer translation
strategies is that, the previous one employs no structural analysis while the latter uses heavy
structural and lexical analysis for higher quality MT output. The strategy has been adapted
by many important MT projects, such as EUROTRA developed for European Commission,
and TAUM METEO which is one of the most successful MT systems.

Analysis Transfer Synthesis '

Source Target language Target language
language text a Q representation text

eSource eSource eTarget
language language - language
*Word form target *Word form
recognition language synthesis
eGrammar eLexicon eGrammar
eTransfer Rules

Figure 11: Transfer machine translation work flow.

The advantage of transfer strategy over interlingua strategy is the difference of ambiguity
resolution requirements of the strategies. Transfer strategy requires ambiguity resolution
only for languages involved. However, there are also some shortcomings of the strategy. A
bilingual source language and target language dictionary has to be compiled for each new
language added to the system, thus requiring more effort and investment. In addition,
analysis and synthesis are limited to single sentences. As a result, semantic and pragmatic
analysis is not available. The lack of these levels of analyses has given rise to new
strategies which use texts previously translated by human translators. By doing so, the

researchers try to move beyond the sentence and syntax level.
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3.3.2. Corpus-Based Strategies

Two new strategies have recently emerged in an attempt to overcome the shortcomings of
aforementioned strategies. With the advent of statistical approaches in NLP and the
availability of bilingual corpora, research in MT has focused on using statistical approaches
on these corpora to take advantage of previously translated material. These new strategies
are Example-Based Machine Translation and Statistical Machine Translation.

Before explaining these approaches, it is necessary to define and describe corpus. Corpus is
a large body of linguistic evidence of language use. By large, it is meant to be over several
millions of words. A corpus may consist of everyday conversations, news, etc. It needs to
be representative; samples in the corpus should include many different text types by
different language users. (McEnery, 2003: 449).

Corpora may be compiled as either monolingual, comparable or parallel. Monolingual
corpus represents one language. Comparable corpora are two or more monolingual corpora
with a similar sampling frame, including same text types. Parallel corpora are the ones used
for corpus -based machine translation. They include texts in one language with their
translations in either one or more languages. Hansard corpus, consisting of documentation
Canadian parliament proceedings in English and French, and Europarl corpora consisting of
translations of Union’s documents in all official languages of the European Union, are
examples of parallel corpora. For Turkish, monolingual METU Turkish Corpus and
National Turkish Corpus have been compiled. METU Turkish Corpus consists of over 2
million words. It represents 10 different genres. One part of the Corpus has been annotated
for further analysis ("Metu turkish corpus™ ). National Turkish Corpus consists of nearly 50
million words. It represents 5 different text type and 9 subject areas. Transcripted speeches

are also included in the corpus ("Amag," 2015).
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3.3.2.1. Example-Based Machine Translation

Example -based machine translation (henceforth EBMT) is a corpus -based approach to
MT. For developing an EBMT system, a bilingual corpus consisting of domain specific
texts is necessary. This corpus constitutes the knowledge base of system. Work flow of an
EBMT has three stages. In the first stage, a matching algorithm looks up in the bilingual
corpus for the most similar examples to the input sentence. Then, by means of an alignment
algorithm, input sentence is rebuilt in the target language in accordance with the most
similar example. In the last step, input sentence is recombined in the target language in
terms of syntax. In other words, bilingual corpus gives a translation template, which can be
filled in by word-for-word translation (Arnold et al., 1996: 196).

An example can illustrate the process better.
Input: | eat spaghetti.
Matches: | eat waffle.
Ben waffle yerim.
She cooks spaghetti.
O spagetti pisirir.
Result: Ben spagetti yerim.

This approach has many advantages. For instance, the system is bidirectional in nature;
same algorithms are used for the translation from and into the both languages. In addition,
no dictionary compilation is necessary, which is mostly considered to be the most
expensive and time consuming step in MT system design (Somers & Hutchins, 1992: 320).
Furthermore, bilingual corpus can be compiled in accordance with the specific needs of

users, thus a higher quality of output can be achieved.

The principal downside of the approach is the lack of bilingual corpora for most of the

languages. In addition, system requires the annotation of bilingual corpus, which is also
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difficult for many languages due to the unavailability of parsers or low quality of existing

ones.

Different EBMT systems have been developed for different languages, such as Japanese
and English. In addition, an EBMT system was developed for Turkish by N.Deniz
OZTURK in 2007. ORHUN EBMT System (named after the first Turkish epigraph) uses
MS Office Help Documents as bilingual corpus.

Source
language input

Target language

Parsing output

Matching Translation Alignment

SL - TL Bilingual
Corpus

Figure 12: Example-based machine translation work flow.

The advent of statistical methods and large bilingual corpora has led to another corpus -

based approach, which is statistical machine translation.

3.3.2.2. Statistical Machine Translation

Statistical machine translation (henceforth SMT) is a rather new approach to MT. By using
large bilingual corpora, this approach aims to translate automatically without linguistic

data. An SMT system has two stages. First, system aligns every lexical item (from words to
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sentences) in the parallel bilingual corpus, and then calculates the probabilities of
correspondence between aligned words, phrases and sentences. The approach was devised
by IBM research group in early 1990s (Somers, 2003: 516). Machine translation systems,
which have access to large multilingual or bilingual corpora, such as Google Translate,
have implemented statistical methods as their basic strategy. The increasing number of
parallel, bilingual or multilingual corpora has contributed to the success of SMT. In
addition; multilingual webpages are another source for SMT. It can be said that the more
bilingual, aligned texts are fed into an SMT, the higher the quality of output gets. This is
the reason for the higher quality of SMT between many European languages even in free
online SMT systems such as Google Translate. The multilingual policy of many European
and American organization has resulted in many parallel multilingual or bilingual corpora
such as Hansard (Canadian Parliament Proceedings in French and English), Europarl
(consists of official languages of European Union) and many others. However, bilingual
corpora for non-European languages, such as Turkish, are hard to find and compile. This

results in lower quality in SMT for these languages.

3.3.3. Hybrid Methods

Hybrid methods emerged when single approaches failed to give required MT output
quality. The systems combine rule-based, example -based and artificial intelligence

methods to solve problems which cannot be solved with a single approach.

This part has explained the overall design of MT systems. In the next part, milestone MT
systems, which have been considered as the most successful ones, are presented with their

historical and computational backgrounds.
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3.4. MILESTONE MT SYSTEMS

In the long history of MT, many research groups have been set up in universities and
private laboratories. However, most systems couldn’t go beyond experimental stage. The
successful ones, on the other hand, are employed by the large international organizations
and companies. In this section, MT systems, which have been historically and
commercially proven successful, are analyzed in terms of their emergence, system

structure, end-users, etc.

3.4.1. Systran

Systran has been regarded as the living proof of possibility of MT (Wilks, 1992: 166). It is

one of the oldest and commercially most successful systems.

Systran was developed by Peter Toma, who was principal programmer of Georgetown
University Experiment, of which success started the flow of funding to MT research
(Somers & Hutchins, 1992: 175). After setting up his own company, Toma developed and
sold an MT system (SYSTRAN) to the USA Air Force to translate from Russian into
English (Wheeler, 1987: 192). After this success, Toma sold a version of SYSTRAN to
Commissions of European Communities. New pairs of languages were incrementally added
to the system, from English into French, German, Italian, Russian, Spanish, Portuguese,
Chinese, Korean, Arabic, Danish, Dutch, Finnish, Norwegian, Swedish, Greek, and Polish
("Systran 7 premium translator,” ). Other important users of Systran are NASA, American
Navy, General Motors, Xerox Corporation. In addition, Systran is available online for many
language pairs. The majority of translated text is for information gathering and the reported
estimated error is 5 per cent for all the system (Aref, Al-Mulhem & Al-Muhtaseb, 1995).

In the beginning, SYSTRAN was described as a direct translation system, which was
highly criticized for lacking a linguistic theory (Wheeler, 1987: 192). After more than 40
years, SYSTRAN is now a hybrid MT system, incorporating statistical methods
("Corporate profile,").
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3.4.2. Meteo

METEO is an MT system developed by University of Montreal to translate weather
bulletins from English into French. It is considered as “advertisement” of the success of
MT (Somers & Hutchins, 1992: 220).

The development of METEO emerged from the bilingual policy of Canada which requires
every official document to be published in two official languages, English and French
(Nirenburg, 1987: 12). The system began full time operation in 1977, and continued to
translate weather bulletins until it was replaced by another MT system in 2001.

METEO system is usually described as a direct translation system. The lexicon of system
consists of 1, 500 entries, half of which are city and geographic names. The most striking
feature of the system is its use of sublanguage. With comparatively low semantic and
syntactic ambiguity, system has a success rate of 97 per cent in translating five million
words annually (Tucker, 1987: 31). The system has been developed with close cooperation
with the translators of Canadian Weather Service, who used to have low job satisfaction
due to the repetitive and boring nature of translating weather reports (Somers & Hutchins,
1992: 220).

METEO is now working on an SMT system by experimenting on the large corpus of

previously translated weather bulletins (Gotti, Langlais & LaPalme, 2014).

3.4.3. Eurotra

Eurotra is considered as a milestone MT project by many researchers in the area (Hutchins,
1986: 271; Tucker, 1987: 34; King and Perschke, 1987, 373). It is a multilingual MT
system developed for European Commission. The multilingualism policy of European
Commission created huge problems in the administrative processes, each document needed

to be translated into official languages of EC, which were nine (Spanish, Danish, German,
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Greek, English, French, Italian, Dutch and Portuguese) in 1978. The translation cost is
reported to be 35 to 65 per cent of operational expenditure (Eurotra, 1990). The inability to
improve Systran into a multilingual MT system led to the development of Eurotra project.
Eurotra had two important aims. First and foremost was the creation of a prototype machine
translation system capable of dealing with all Community languages (Hutchins, 1986: 264).
Other aim was the creation and support of expertise in MT across Europe (Eurotra, 1990).

Starting from the inception, Eurotra was a collaborative project. The research was spread
among universities all across Europe. Countries were responsible for the development of
linguistic and computational processes relating to their own language.

The project discontinued in 1992. The result was a state-of-art prototype MT system. In
addition, the project contributed to MT and NLP research in European languages. The
compiled terminologies and corpora, together with the language-specific parsers, taggers,
etc., have greatly contributed to other nascent MT and NLP projects for European
languages (Maegaard, 1995).

3.4.4. Google Translate

Google Translate is a free, online translation service developed by Google Inc. Founded on
the rule-based technology of Systran; Google Translate later prepared its own SMT system
in 2007 and the service is now available in 80 languages (Mauser, 2014). Turkish was
added to the supported languages in 2009. The system uses multilingual parallel corpora
consisting of previously translated books, web pages, UN documents, etc. to extract
translation (Tanner, 2007). Google Translate uses bridge languages for higher quality word
alignment. English is the bridge language for most of the languages, that is; most languages
are first translated into English, then into required output language. For some languages,
system uses other European languages as a bridge before the translation into English. For

instance, Belarusian input is first translated into Russian, then into English and then into the
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required output language. Google Translate is also available for smart phones. The official
application can use photograph, voice or handwriting as input.

Apart from Google Translate, Google Inc. also provides a free, online CAT tool, Google
Translator Toolkit. Toolkit uses Google Translate SMT system. The translations completed
in Toolkit are automatically fed into the translation system to improve overall quality (Wu,
2012).

This chapter has presented the state of art in MT research. Linguistic problems, together
with their solutions in computational linguistics have been outlined to understand how an
MT system works. In addition, different MT system designs are introduced to explain the
workflow of MT. Lastly; MT systems considered as “milestone” in the MT history are
given in a chronological order. One of the central research topics of both machine and
human translation, that is the evaluation of translation output, is elucidated in the next

chapter for developing an understanding of the subject which has proven itself complex.
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CHAPTER 4
TEXT TYPES AND EVALUATION TYPES

IN MACHINE TRANSLATION

This chapter presents different evaluation types used in machine translation. In addition,
text types by Katherina Reiss (2000) are explained in order to provide theoretical
background of text sampling used in the study.

41. EVAULATION TYPES

Evaluation of MT has been one of the central problems in the discipline. It is a sine qua non
for researchers, funders, buyers and end-users. The problem of defining a “good”
translation is even a problem per se for translation scholars. Thus, defining a “good” MT

output is even more problematic.

Historically, evaluation of MT was a newsworthy event. In the very first days of MT, the
capability of computers to do human activity was both scary and miraculous for people.
Amazing promises of computers to improve lives of human were published and
broadcasted nationally in the USA (White, 2003: 212). After Georgetown University
experiment conducted in 1954 raised public awareness of MT and started public funding, a
large scale evaluation activity was organized in 1966. This first evaluation, known as
Automatic Language Processing Advisory Committee (ALPAC) report was a comparative
evaluation of then available, publicly funded MT systems. The report used intelligibility
and fidelity as variables and made a humber of suggestions related to the future of MT and
all NLP studies. The suggestion of Committee to shift MT funding to development of Al
and CAT tools ended MT research for nearly three decades (Melby & Warner, 1995: 31).
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Commercial importance of MT evaluation emerges from the fact that developing,
maintaining, and procuring an MT system is both expensive and time-consuming.
Researchers, funders and end-users need to evaluate the system to understand whether their
money, time and effort worth the end product. Researchers also need to evaluate the system
constantly before moving it beyond the laboratory.

The lack of consensus about the ideal translation is a problem per se for MT research. Same
text can be translated differently by different human translators. There are variables such as
fidelity and intelligibility which can help compare the end products. MT researchers also
take advantage of these and many other variables, such as engine performance, error
analysis, etc.

White outlines six types of MT evaluation, which address to different needs of MT buyers,
users and funders (White, 2003: 222).

Feasibility test makes the evaluation as to whether the realization of the idea is possible or
not. Georgetown Experiment (1954) is an example of feasibility test for overall MT in the
USA. By implementing a new linguistic or computational approach on a small scale
experiment, researchers try to provide funding for their project. This type of evaluation is
important for investors, who will financially support the project, and for other researchers,

who will analyze and compare new approach with their own approach.

Internal evaluation is conducted during the research and development stage of a project.
The experimental systems are usually tested on a small corpus, the errors in structural and
lexical levels are amended, and then the system is tested on a larger corpus. By doing so,

researchers test the extendibility of their system.

Declarative evaluation, on the other hand, deals with the overall performance of system. By
employing different variables, such as intelligibility and fidelity, the evaluation measures
the ability of MT system to handle different, unconstrained types of texts. This evaluation

is especially important to investors, end users and developers. ALPAC report is also an
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example of declarative evaluation, the first evaluation activity of MT output, as mentioned
above.

Usability evaluation measures to ability of MT system to handle the needs of end-users.
Two important variables, utility and satisfaction of user groups are measured.

Operational evaluation is the measurement of cost and benefits of MT system. Cost-
effectiveness is measured with the overall cost of human translation. This evaluation is

important for buyers of the MT system.

Comparison evaluation measures the performance of an MT system against other MT
systems. By comparing different MT systems, buyers can purchase the one which fits to
their special needs before procurement, as most MT systems have demo versions, which

can be downloaded for free.

Another important distinction is made between glass-box and black-box evaluation, which

are used synonymously with micro evaluation and macro evaluation.

Black-box or macro evaluation focuses on the output of MT systems, without taking the
translation engine or design into consideration. It aims to describe the performance of MT
systems by analyzing output in terms of adequacy (White, 2003, 217). In addition, it is
employed in comparison of quality between different MT systems. Black-box or macro
evaluation needs to employ different criteria to be adequate and powerful. Various criteria
have been developed for the macro evaluation of MT systems. Some of these criteria are
intelligibility, fidelity, coherence, usefulness, acceptability, reading time, correction time
and translation time as well as automatic metrics. Intelligibility and fidelity have been
widely used in many comparative evaluation and various methods have been developed for
measuring them (Van Slype, 1979: 57; Callison-Burch et al., 2008). They have been proven
the most cost-effective way to analyze and measure MT output quality. Intelligibility has
been defined in various ways. It has been defined by Halliday as the ease with which a
translation can be understood (Halliday in Van Slype, 1979: 62). A more objective and

widely-recognized definition states that intelligibility is related to the grammatical errors,



63

mistranslations and untranslated words (White, 2003: 216). Higher intelligibility means less
post-editing, while lower intelligibility scores mean rewriting the sentence for post-editors.
Fidelity has been defined as measurement of meaning preservation in the output sentence
(White, 2003: 216). It is the measurement of the correctness of the information transferred
from the source language to the target language. Fidelity and intelligibility are closely
correlated. Various methods have been proposed for measuring intelligibility and fidelity
such as cloze-tests, noise tests, multiple choice tests, rating and ranking. The most cost-
effective ones have been proven to be ranking on a five-point scale and simply rating them
(Van Slype, 1979: 106; Callison-Burch et al., 2008).

In addition to fidelity, intelligibility, and other criteria, automatic evaluation metrics have
been developed to overcome human subjectivity and non-reusability as well as to reduce
the cost of large scale evaluation schemas. Various evaluation metrics have been developed
for measuring quality. The common point of them can be said to be their dependence on
reference translations produced by human translators. One of the most frequently used
automatic evaluation metric is BLEU (Bilingual Evaluation Understudy) developed by
Papineni et al. (2002). Its rationality is “The closer a machine translation is to a

professional human translation, the better it is.” (ibid.).

Glass-box or micro evaluation focuses on improvability; it tries to understand how an MT
system can be improved by analyzing the outputs. Grammatical error analysis, calculating
post-editing rates and analyzing the causes of errors are the methods used in micro
evaluation (White, 2003: 216; Van Slype, 1979: 116).

Grammatical error analysis is the identification and classification of individual errors in a
machine translated text. This type of analysis reveals the strong and weak areas in the
machine translation system. It can be used as a descriptive and comparative method for MT
evaluation. Many large MT evaluation schemas, such as the evaluation of SYSTRAN by
Commission of European Communities (Chaumier in Van Slype, 1979: 118), have
employed grammatical error analysis. Different classifications have been proposed for

different language pairs (Vilar et al., 2006 (for Chinese-English); Llitjos, Aranovich &
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Levin, 2005 (for English-Spanish)); however, classifications independent of language pairs
have also been proposed, such as Flanagan (1994). The categories and descriptions are
presented below:

Error Category

Description

Spelling

Misspelled word

Not-found-word

Word not in dictionary

Capitalization

Incorrect upper or lower case

Elision

Wrong elision or elision not made

Verb inflection

Incorrectly formed verb, or wrong tense

Noun inflection

Incorrectly formed noun

Other inflection

Incorrectly formed adjective or adverb

Rearrangement Sentence elements ordered incorrectly
Category Category error (e.g. noun vs. verb)

Pronoun Wrong, absent or unneeded pronoun

Article Absent or unneeded article

Preposition Incorrect, absent or unneeded preposition
Negative Negative particles not properly placed or absent

Conjunction

Failure to reconstruct parallel constituents after conjunction, or failure

to identify boundaries of conjoined units

Agreement

Incorrect agreement between subject-verb, noun-adjective,
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participle agreement with preceding direct object, etc.

Failure to identify clause boundary, or clause boundary unnecessarily

Clause boundary added

Word Selection Word selection error (single word)

Expression Incorrect translation of multi-word expression

Table 1: Error classification by Flanagan (1994).

Post-editing is the revision of machine output by a human expert before the distribution of
the translated material. Higher intelligibility means less post-editing, while lower
intelligibility scores mean rewriting the sentence for post-editors. Thus, rating post-editing
has been an important part of MT evaluation (Van Slype, 1979: 25). Calculation of post-
editing rate has been used extensively in MT evaluation schemas such as evaluation of
SYSTRAN, ALPAC, etc. Various software and metrics have been developed for measuring
correction rate. One of these measures, HTER (Human-mediated Translation Error Rate)
has been proven to have a high correlation with human annotators (Snover et al., 2006). It
is a measurement of edit-distance; that is, the fewest edits required to the MT output so that
it can give the complete meaning of ST in the most fluent way. Each addition, deletion,

modification to the MT output is counted as one edit.

As different evaluation methods have been developed for different needs and different
stakeholders, quality expectations of the MT users may be different for various kinds of

text. Below, a typology for text types in translation is presented.
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4.2. TEXT TYPES BY REISS

Various types of texts are submitted to MT programs and the features of these texts directly
affect the quality of MT systems. As a result of a survey for developing a multilingual
corpus for machine translation evaluation, Elliott, Hartley & Atwell have found that texts
which are most frequently submitted to MT systems are web pages, academic abstracts,
newspaper articles, e-mails, tourist information, scientific and medical documents, business
letters, user manuals and instruction booklets (2003). Many large scale evaluation schemas
such as DARPA and annual EuroMatrix project have used newspaper articles as text
sample for quality evaluation (Callison-Burch et al., 2012). Moreover, METU Turkish
Corpus, which has over 2 million words chosen from 10 genres, include samples from news
as well as novels, short stories, interviews, travel information and memoirs. In addition,
subtitles have been previously studied and used as samples by many researchers such as
Flaganan (2009) and Etchegoyhen, Bywood, Fishel, Georgakopoulou, Jiang, Van
Loenhout, del Pozo & Sepesy Maucec (2014). The texts submitted to MT systems are
usually 250-500 words-length (Knowles in VVan Sylpe, 1979: 162).

Various text typologies have been proposed for categorization of translation strategies for
different texts. Text types by Katherina Reiss (2000) have been widely accepted in the
Translation Studies, thus this typology is chosen to provide the theoretical background for

the evaluation of MT output.

In her book entitled Translation Criticism — The Potentials & Limitations (2000), Katherina
Reiss focuses on the concept of equivalence. The foremost important aim of categorization
is providing a framework for translation criticism. Just like translator, a critic also has to
know what type of text in question before embarking upon criticism. The typological
framework should be same for both the translator and the critic. She takes the three-way
categorization of language functions by Biihler and develops her own theory focusing on
the relationship between language functions and their corresponding language dimensions.
Naturally, language functions are found in combination with each other in the text.

However, the dominant one will be the deciding factor in determining the text type and
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appropriate translation method. Reiss has a fourfold text typology which differentiates her
work from the previous threefold typology frameworks (2000: 24):

First category of her typology is the content-focused text. In this text type, information is
transmitted through logical or referential language dimension. It focuses on the plain
communication of facts. Content or topic is the most important point in communication.
News, lecture, reports exemplify this category. These text types are usually anonymous.
Their aim is generally to provide information rapidly, accurately and comprehensively.
Content-focused texts are assessed in terms of their semantic, grammatical and stylistic
features, which are also reflected in their translation. Translation method should transmit
referential content. “Plain prose” is the recommended translation method. In addition,
additional information may be needed to make the translated text clearer and more target
reader-oriented. For the translation to be regarded successful, the topic should be fully
represented in the translation. In this research, the type of text chosen as sample for this
category is academic abstract. Due to the globalization and the rise of English as the lingua
franca, many researchers are now writing in English in order to attain a wider readership. In
addition, machine translation has been promoted to produce high quality results when
submitted technical texts consisting of little ambiguity. Thus, we have chosen academic
abstract by Oulton (2013) on economy to observe whether machine translation can produce

high quality results for unambiguous technical texts.

The second category of the typology is the form-focused text. Form is related to how an
author expresses himself or herself, in contrast to the content, which is related to what an
author says. In this text type, phonological as well as figurative elements, such as manners
of speaking, proverbs, metaphor are frequently observed. The language dimension of this
type is aesthetic, and it is form-focused. It expresses sender’s attitude. All texts which
express more than they state are in this category. Poem, play and biography are among the
examples of this type. Recommended translation method is identifying method, translator
should adopt the perspective of source text author. The translator should create equivalents
through new forms, by which the text can achieve a similar effect. By doing so, translator

can transmit the aesthetic form. Literary texts have always been a controversial category for
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machine translation researchers. Some researchers such as Delanevay have mentioned their
high hopes for literary machine translations (1960, cited in Hutchins, 1986: 151), while
many others have stated that machine translation is not suitable for literary texts. However,
although limited, there is a growing interest in machine translation community to go
beyond the limits of technical texts, as indicated by the increasing literature related to the
automatic poetry translation (Genzel, Uszkoreit & Och, 2010; Jiang and Zhou, 2008). The
sample chosen for this text type is an extract from the famous story “Rocking-Horse
Winner” by D. H. Lawrence. This short story extract is chosen in order both to see the
quality of machine translation when a literary text is submitted as input and to compare the
quality of different text types.

Third category of Reiss is the appeal-focused texts. These texts not only convey
information in a linguistic form, but also present the information with a particular
perspective, an explicit purpose, and it aims to result in a non-linguistic result. In other
words, it aims to appeal to or persuade the reader to act in a certain way. The linguistic
form is less important than the non-linguistic purpose of the message. Language function
and the text focus are both appellative. Electoral speeches, advertisements, propaganda,
publicity and sermons exemplify this type. Translator should create an equivalent effect by
adapting. Target text should produce the desired response in the reader. The type of text
chosen as sample for this category is tourist information (hotel advertisement). The
language of hotel advertisements is characterized by the frequent use of adjectives and long
sentences to describe the hotel and its facilities. Websites of many international hotels are
translated into different languages such as Arabic, Russian, French, German, Chinese,
Japanese, etc. in order to attract more tourists and to expand market potential. However,
Turkish is frequently not included in the language options of websites, thus, Turkish
speakers usually need to translate and understand English version of the website. The

machine translation programs can be used for understanding these websites.

Last category of the typology is the audio-medial text. In audio-medial text, above three
text types are supplemented with visual or audio texts, such as pictures or music. Audio-

medial texts are dependent on non-linguistics media and on graphic, acoustic, and visual
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kinds of expressions. Films, radio newscasts, advertisements with visual or audio
embeddings are examples of this type. Translation of audio-medial texts requires
supplementing written words with visual images and music. Translation must preserve the
same effect on the hearer that the original has in the source language hearer. The type of
text chosen as sample for this category is subtitle. Due to the globalization and language
policy of European Union, many projects such as EU-funded SUMAT (an online service
for subtitling by machine translation) have focused on machine translation for producing
multilingual subtitles (Fraser, 2013). The language of subtitles are very distinctive from the
previous text samples in that subtitles frequently involve proper names, colloquial
language, and exclamations. Many popular British and American TV series have a high
number of audience in Turkey. Different platforms on internet such as dizimag.com,
dizist.com, etc. provide these TV series with translated subtitles. The episodes of many
popular TV series such as How | Met Your Mother, Dexter, Breaking Bad, etc. are
translated and subtitled in a very short time. Machine translation can be helpful in
translating these texts. The subtitles we have chosen for audio-medial machine translation

is from The Big Bang Theory, Season 13, Episode 1 “The Locomotion Interruption”.

The importance and difficulty of machine translation evaluation have been long
acknowledged and resulted in various studies in the field. In addition, text typology has
been studied in both translation theory and machine translation as an attempt to establish
quality assessment principles. The following chapter presents the methodology of the
research, which is itself another attempt to pin down the “quality assessment” concept for

the machine translation between Turkish and English.
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CHAPTER 5

METHODOLOGY

The methodology used in this study to evaluate machine translation output is further
explained in this chapter by presenting information about the samples, annotators, test
design, data collection instruments, test procedure, software and techniques used to analyze
the related data.

5.1. DESIGN OF THE STUDY

Descriptive and comparative methods are used in this study. Two different evaluation
methods are conducted in order to get data related to the MT performances, which then are

compared with each other.

5.2. TEXT SAMPLES

Text samples are chosen in accordance with the text types by Reiss. The main criterion for

choosing the samples is their “relevance” to the MT end-users (see 4.2).

Text Type Content-focused | Form-focused | Appeal-focused | Audio-

medial
Text Feature

Language Function Informative Expressive Appellative Mixed

Language Dimension Logical Aesthetic Dialogic Mixed
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Main Aim of | Transmission  of | Transmission of | Elicitation of | Mixed
Translation referential content |aesthetic content | desired response

Types of text chosen as | Academic abstract | Short Story | Online Subtitle
sample Extract Advertisement

Number of sentences in |12 25 9 28

the sample

Number of words in the | 265 260 255 259

sample

Table 2: Text samples and their features.

5.3.

Data of this study are collected from different sources.

A) Evaluation Sources

DATA COLLECTING METHODS AND MATERIALS

1) One source is human annotators, who rate and rank sentences translated by MT

programs. For understanding and rating MT outputs, annotators need to have a high level

command of English and Turkish. 20 senior students from Hacettepe University English

Translation and Interpretation Department have participated in a survey which constitutes

human evaluation part of the study.

B) Materials

A questionnaire which consists of three separate tests is prepared by means of

onlineanketler.com, which is a web service that provides online surveys. Two of the tests

are 5-likert type. One of the tests is 3-likert type. The questionnaire is sent to 20 students

and the responses are comparatively analyzed.
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5.4. TEST DESIGN

The study provides a comparative macro evaluation and micro evaluation of three machine
translation programs between English and Turkish to evaluate the quality of MT output
from different aspects.

5.4.1. Micro Evaluation

Micro evaluation focuses on improvability; it tries to understand how an MT system can be
improved by analyzing the outputs. Grammatical error analysis, calculating post-editing
rates and analyzing the causes of errors are the methods used in micro evaluation (White,
2003: 216; Van Slype, 1979: 116). This study has employed grammatical error analysis as

the method for micro evaluation.
5.4.1.1. Grammatical Error Analysis

Grammatical error analysis is the identification and classification of individual errors in a
machine translated text. This type of analysis reveals the strong and weak areas in the
machine translation system. It can be used as a descriptive and comparative method for MT

evaluation.

This study analyzes grammatical errors in the MT outputs within the framework of
classification by Flanagan (1994) and compares MT systems in question. Proper names are
analyzed and categorized under “not-found words” error category, as their translation

indicates a problem with the dictionary features.
The test design for the analysis of grammatical errors is as follows:
1) Sample texts are translated by 3 different MT programs.

2) Outputs of MT programs are analyzed for grammatical errors within the classification of
Flanagan (1994).

3) An error profile is drawn for each MT system.
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4) Error profiles of each MT system is compared and contrasted.

5.4.2. Macro Evaluation

Macro evaluation aims to describe the performance of MT systems by analyzing output and
it has been used extensively in comparative MT evaluation schemes for measuring system
quality. Various methods and criteria have been developed to measure system performance.
Some of these are intelligibility, fidelity, usefulness, translation time, etc. In addition, in
order to prevent human subjectivity and reduce the cost of human annotators, various

automatic evaluation metrics have been developed.

This study employs intelligibility and fidelity criteria as well as ranking of sentences for

human evaluation.

5.4.2.1. Human Evaluation

Human evaluation has been the main method for measuring MT output quality. The
evaluation is conducted by means of tests which aim to measure one aspect of quality such

as intelligibility, fidelity, usefulness, low translation time, etc.

Intelligibility has been defined by Halliday as the ease with which a translation can be
understood (Halliday in Van Slype, 1979: 62). A more objective and widely-recognized
definition states that intelligibility is related to the grammatical errors, mistranslations and
untranslated words (White, 2003: 216).

Fidelity has been defined as measurement of meaning preservation in the output sentence
(White, 2003: 216). It is the measurement of the correctness of the information transferred
from the source language to the target language. Fidelity and intelligibility are closely

correlated.

The human evaluation follows below steps:
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1) Sample texts are translated by 3 different MT programs.

2) An online survey is prepared by using onlineanketler.com. Survey is composed of
following parts:

a) Rating: The source text sentence is given together with the target text sentences produced
by MT systems. Annotators are instructed to assign points in terms of how intelligible and
faithful the target translation sentences produced by MT programs.

(Instruction for fidelity: Please compare the target text sentences with the source text
sentence and assign how much of the meaning in the source text sentence is preserved in
the target text sentences: 5 = All 4 = Most 3 =Much 2 = Little 1 =
None).

(Instruction for intelligibility: Please compare the target text sentences with the source text

sentence and assign how fluent the translation is:
5 = Flawless

4 = Good

3 = Non-native

2 = Disfluent

1 = Incomprehensible).

b) Ranking: The source text sentence is given together with the target text sentences
produced by MT systems. Annotators are instructed to rank the target text sentences
(Instruction for ranking: Please rank each whole sentence translations from Best to Worst

relative to the other choices.)

The 8™ and 9" sentences of subtitle are omitted from the survey as they have been
translated identically by three machine translation programs. (See Appendix for the

complete survey).



3) Annotators are given a short training on intelligibility and fidelity.

4) A pilot test has been conducted with 10 annotators between 27 and 30 March, 2015.

5) After the analysis of results of pilot test, the survey for the real test has been prepared.
6) The survey for the real test has been sent to 20 annotators between 1 and 7 April, 2015.

7) The results are compared and contrasted.

Machine
Translation
Evlauation

Evaluation Micro icro
Type Evaluation Evaluation
Evaluation
M eth Od Error Analysis
Qualitative
Data Type and Quantitative
Quantitative
Evaluation Error Listing Intelligibility -
. . (Flanagan, Fidelity-
Criteria 1994) Ranking
Software - PCE
onlineanketler.
Hardware com
Su bjects Researcher 20 Annotators

Figure 13: The test design of the research.
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The methodology of the research, including research questions, samples and test design has
been presented in the present chapter. The next chapter dwells on the presentation and
discussion of findings via tables and charts.



77

CHAPTER 6

FINDINGS

In this chapter, the samples which are translated by three different machine translation
programs are analyzed and compared in accordance with the methodology presented in the
previous chapter. Micro and macro evaluations are carried out and findings are presented in
tables and charts. The results are discussed in view of the research questions of this study.

In micro evaluation, the source text and three different translations produced by machine
translation programs are analyzed within the framework of grammatical error analysis. The

analysis is carried out on sentence level.

Macro evaluation of machine translation is conducted via a survey, which consists of three
separate tests. The first and second tests consist of five-likert type questions and aim to
understand the meaning preserving and grammaticality of machine translation outputs,
respectively. The last test consists of three-likert type questions, which aims to find the
ranking of machine translation outputs. The survey was completed by 20 senior students,
who have cumulatively spent 25 hours. The survey and the results can be seen at CD

enclosed at the end of thesis.

The results of three separate tests for a sentence are presented below:
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2. The productivity performance of the UK economy in the period 1990-2007 was excellent.

Katimailann sayisi: 20
I Aritmetik ortalama (@)

All Most Much Little None
1) @) @) ) (5) Standard deviation ()
I % I % I % I % z % - * 1 2 3 4 5
doneminde 1990-2007 yiinda ... 1x 5,00 3x 15,00 8x 40,00 4x 20,00 4x 20,00 3,35 1,14 0
Donem 1990-2007inde BK eko... 1x 5,00 10x 50,00 3x 15,00 4x 20,00 2x 10,00 2,80 1,15 <

Belirli bir doneme ait 1990-20... 1x 5,00 Zx 10,00 3x 15,00 11x 55,00 3x 15,00 3,65 1,04

74. The productivity performance of the UK economy in the period 1990-2007 was excellent.

Katiimcilann sayisi: 20

Flawless Good Non-Native Disfluent Incomprehensible Il arimetik ortalama (9)
(1 @) (3) 4) (5) Standard deviation (=)
I % I % I % I % I x BB : 1 o2 s . s
déneminde 1990-2007 yibn... - - Ix 5,00 2x 10,00 11x 55,00 6x 30,00 4,10 0,79 .
Donem 1990-2007inde BK ... 1x 5,00 6x 30,00 9x 45,00 2x 10,00 2x 10,00 2,90 1,02 /
.

Belirli bir doneme ait 1990... - - 3x 15,00 6x 30,00 6x 30,00 5x 25,00 3,65 1,04

146.The productivity performance of the UK economy in the period 1990-2007 was excellent.

Katiimcilann saysi: 20
Best Moderate Worst I Artometik ortaama (@)
1) ) 3) Standard deviation (%)

E%Z%E%-tl 2

déneminde 1990-2007 yilinda ingiltere ... 4x 20,00 8x 40,00 8x 40,00 2,20 0,77
Danem 1990-2007i'nde BK ekonomisinin.., 13x 68,42 6x 31,58 - - 1,32 0,48
Belirli bir doneme ait 1990-2007de UK... 2x 10,00 6x 30,00 12x 60,00 2,50 0,69 5

Figure 14: Results of three separate tests for a sentence.

The macro evaluation and micro evaluation of texts are pieced together, analyzed and
summarized for each sentence via charts. Each chart presents, on the columns, original text
and translations produced by Google Translate, Progeviri and Sametran, respectively.
Then, on the rows, the intelligibility, fidelity ratings, the rank of the sentence, the macro
evaluation (summary for intelligibility, fidelity and ranking) and micro evaluation

(grammatical error analysis) are presented.
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Each text type is analyzed under a separate title. After macro evaluation and micro

evaluation are carried out for all sentences in the text, the summary of two evaluations are

presented.

6.1. CONTENT-FOCUSED TEXT TYPE

For the content-focused text type, the abstract of an academic article entitled “Medium and

Long Run Prospects for UK Growth in the Aftermath of the Financial Crisis” (Oulton,

2013) is chosen. The 265 word-length text includes financial terminology, percentages and

abbreviations.

The macroevalution and micro evaluation of outputs of machine translation programs for

each sentence are presented below:

No. Original Google Proceviri Sametran
Translate
1 The doneminde 1990- | Donem 1990- Belirli bir doneme
productivity 2007 yilinda 2007i'nde BK ait 1990-2007'de
performance | Ingiltere ekonomisinin UK ekonomisinin
of the UK ekonomisinin iretkenlik tiretkenlik yerine
economy in verimlilik performansi getirmesi,
the period performansi miikkemmeldi. miikkemmeldi.
1990-2007 mitkemmel.
was excellent.
Intelligibility Disfluent (55%) Non-Native Disfluent (30%)
(45%)
Fidelity Much (40%) Most (50%) Little (55%)
Rank Moderate (40%) | Best (65%) Worst (60%)
Macro The translation of Google Translate was considered to be disfluent.
evaluation However, as the meaning was preserved more in this translation than in
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Sametran’s translation, it was considered to be moderate.
The translation produced by Progeviri was ranked the best.
The disfluency and low meaning-preserving of the translation by Sametran

made it rank worst.

Micro

evaluation

In translating this short sentence, Google Translate made a capitalization
mistake, in addition to verb inflection and arrangement mistakes.
Furthermore, the abbreviation UK was translated as “Ingiltere”, which
doesn’t denote the same political entity. This can be regarded as a word
selection error.

Progeviri produced the best translation. The sentence needs a
rearrangement.

Translation produced by Sametran also needs a rearrangement. In addition,

the word selection for “performance” is wrong. The abbreviation “UK” was

not translated, which is a not-found word error.

No.

Original

Google

Translate

Proceviri

Sametran

Based entirely
on pre-crisis
data, and
using a two-
sector growth
model, |
project the
future growth
rate of GDP
per hour in the
market sector
to be 2.61%

p.a.

Tamamen kriz
oncesi verileri ve
iki sektor bliylime
modelini
kullanarak
dayanarak, ben
2.61% pa olmak
lizere piyasa
sektoriinde saat
basma GSYIH
gelecekteki
biiylime proje

Tamamen
onceden-kriz
verisinde ve bir
iki-sektOr biiylime
modelini
kullanmak temel
aldi, ben pazar
sektoriinde saat
basma 2.61%!'i
p.a. olmak i¢in
GDP'in gelecek
biiylime oranint

tasarlarim.

Bir iki-kesim
biiylime modelini
tamamen kurulan
kullanmak, ve 6n-
kriz verisinde ,
ben 2.61% p.a'st
olmak ic¢in Pazar
kesiminde GDP
saat basmin
gelecek biiylime

oranini tasarlarim.
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Intelligibility Incomprehensible | Disfluent (30%) Incomprehensible
(60%) (45%)

Fidelity Little (40%) Little (50%) None (45%)

Rank Worst (80%) Moderate (45%) | Moderate 55%)

Macro None of the translations were chosen as the best translation. The ratings of

evaluation intelligibility and fidelity are all very low for all machine translation
programs.

Micro Google Translate failed to inflect two verbs; “based” and “project”. In

evaluation addition, the abbreviation “p.a” which stands for “per annum” was not
recognized. Furthermore, the sentence needs a rearrangement. Although
Google Translate was the only one MT program to translate the “GDP”, it
was considered the worst translation.
Progeviri also made two verb inflection errors; “based” and “using”. The
translation needs a rearrangement. In addition, the abbreviations “p.a” and
“GDP” were not translated.
The abbreviations were not recognized by the dictionary of Sametran,
either. In addition, the expression selection for “based on” is wrong. The
sentence needs to be arranged. Furthermore, the verb inflections of “be” and
“using” are wrong.

No. Original Google Proceviri Sametran

Translate

3 But the Ancak mali kriz Ama bahar Fakat hangi
financial crisis | ve 2008 2008i'nde biiytik Gerileme
and the Great | baharinda baglayan mali kriz | ve mali kriz
Recession baglayan Biiylik | ve biiyiik Spring'in
which began | Resesyon bu durgunluk bu 2008'ininde, bir
in Spring iyimser fotografa | iyimser resme yikic1 darbe bu
2008 have bir yikict bir harap edici bir iyimser resimle
dealt this darbe vurmustur. | riizgar1 dagitti. ilgilendigine




optimistic
picture a
devastating
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basladu.

blow.
Intelligibility Good (45%) Non-Native Incomprehensible
(35%) (60%)
Fidelity All (45%) Little (40%) None (70%)
Rank Best (95%) Moderate (85%) | Worst (90%)
Macro The translation produced by Google Translate was ranked the best by the
evaluation majority of annotators. In addition, it has the highest fidelity rating.
Progeviri has lower intelligibility and fidelity, thus it was ranked as
moderate.
Translation produced by Sametran was ranked the worst. The sentence
structure is incomprehensible, and the meaning is not preserved in the
translation.
Micro The translation of Google Translate can be regarded as the best among the
evaluation three. There is only one extra article.
Progeviri made one expression selection error in translating “deal a blow”.
Sametran has an untranslated word; “spring”. In addition, due to the
incorrect attribution of verb “began”, the sentence needs a rearrangement.
The clause boundary problem due to the “which” and “began” is another
error.
No. Original Google Proceviri Sametran
Translate
4 Both GDP and | Saatte Hem Her iki GDP ve Hem GDP ve
GDP per hour | GSYIH ve GDP saat basina | GDP saat basi,
have fallen GSYIH diismiis diistii ve hala giirlemenin
and are still ve patlamasinin artigin zirvesinde | tepesinde
below the zirvesinde ulastt | ulasilan diizeyin | uzatilmis diizey




level reached

at the peak of

seviyesinin

altinda hala var.

asagisindadir.
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altinda haladwr

distiiler ve.

the boom.
Intelligibility Incomprehensible | Disfluent (40%) Incomprehensible
(50%) (90%)
Fidelity None (60%) Much (30%) None (60%)
Rank Moderate (75%) | Best (100%) Worst (70%)
Macro Google Translate was considered to be moderate by the majority. Although
evaluation the sentence was not comprehensible and the meaning was not preserved,
translation was considered better than Sametran’s translation due to the
better structure.
Progeviri was considered the best by all the annotators.
Micro Google Translate made two verb inflection errors in translating “are” and
evaluation “reached”. In addition, there is a capitalization mistake and sentence needs a
rearrangement.
Progeviri failed to translate abbreviations. Apart from these, the translation
can be regarded the best among the three.
Sametran made two word selection errors “boom” and “peak”. In addition,
the conjunction error leads to an arrangement problem.
No. Original Google Proceviri Sametran
Translate
5 So I discussa | Yani kemer sikma | Boylece ben, Oyleyse sertligin
wide range of | etkisi de dahil sertlik etkisini vurusunu
hypotheses olmak {izere dahil ederek, icermek,
which seek to | verimlilik ¢okuisii | tiretkenlik iretkenlik
explain the aciklamak etmeye | diisiistinii ¢Okmesini
productivity hipotezler genis aciklamayi arayan | agiklamay1 arayan
collapse, bir yelpazede ele. | hipotezlerin genis | hipotezlerin
including the bir sahasini bir¢ok cesitlisi
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impact of tartigirim. tartigirim.
austerity.
Intelligibility Incomprehensible | Non-Native Incomprehensible
(65%) (40%) (40%)
Fidelity Little (50%) Little (45%) Little (65%)
Rank Worst (75%) Best (80%) Moderate (75%)
Macro Google Translate was chosen as the worst translation, as the sentence was
evaluation unintelligible and the meaning was not preserved.
The meaning was also not preserved in the translation produced by
Progeviri, however, as it was more intelligible by others, it was ranked the
best.
Translation produced by Sametran was ranked second. The sentence was
less faitful, but as it was more intelligible, it was considered better than
Google Translate’s translations.
Micro Google Translate made two verb inflection errors in translating “discuss”
evaluation and “seek to explain”. The word selection for the conjunction is also wrong.
Translation produced by Progeviri had a word seletion error; “austerity”. In
addition, the expression selection for “wide range” is wrong.
Sametran made the same word selection errors for “so” and “austerity”. In
addition, the verb inflection of “including” is wrong. The noun inflection of
“wide range” is another problem in the translation.
No. Original Google Proceviri Sametran
Translate
6 Most of the Burada sonuglarm | Sonuglarin ¢gogu | Burada
conclusions en olumsuz burada negatiftir: | nihayetlerin en
here are sunlardir: S0z S6z konusu cogu,
negative: the | konusu agiklama | agiklama olumsuzdur: s6z
explanation in | caligmiyor. calismaz. konusu izah
question calismaz.
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Intelligibility Disfluent (40%) Good (40%) Good (30%)
Fidelity Little (60%) Most (55%) Much (35%)
Rank Worst (70%) Best (90%) Moderate (70%)
Macro Google Translate was again ranked the worst.
evaluation Progeviri was ranked the best, which was parallel to the intelligility and
fidelity ratings.
Sametran was ranked second. The sentence structure rate was very close to
Progeviri’s rate, but the fidelity was much lower.
Micro Google Translate made adjective inflection in translating “most”.
evaluation Progeviri produced the best translation.
Sametran made two word selection errors in translating “conclusions” and
“explanation”. In addition, the adjective inflection of “most” is also wrong.
No. Original Google Proceviri Sametran
Translate
7 | next turnto | Ben bir sonraki Ben sonra mali Uretkenlik, belli
the long run verimlilik, krizlerin uzun baslisinda,
impact of sermaye, TFP ve | vade etkisine ozellikle
financial istihdam donerim, bilhassa | bankacilik krizleri
crises, uzerindeki mali bankacilik uzun kosu
particularly krizler, ozellikle | Kkrizleri, vurusuna sonraki
banking bankacilik uretkenlik, doniis ben, mali
crises, on krizlerinin, uzun | sermayede, TFP | krizlerin, TFP ve
productivity, | donem etKisinin ve ¢alisma. calisma.
capital, TFP agin.
and
employment.
Intelligibility Incomprehensible | Disfluent (30%) Incomprehensible

(65%)

(95%)
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None (55%) Little (40%) None (70%)

Rank

Worst (55%) Best (80%) Worst (60%)

Macro

evaluation

The intelligibility and fidelity ratings were very low for all machine
translation programs.

Google Translate and Sametran were both ranked the worst while Progeviri
was ranked the best.

Micro

evaluation

Google Translate made one category error, translating the adverb “next” as
an adjective. In addition, the abbreviation TFP, which stands for “total
factor productivity”, was not recognized and left untranslated. The verb
inflection of “turn” is also wrong. Furthermore, the sentence needs to be
rearranged.

Progeviri made the same unrecognized abbreviation error. In addition,
inflections of nouns “productivity”, “TFP” and “employment” are wrong.
The sentence needs rearrangement.

Sametran made expression selection error in translating “long run”. In
addition, the word selection of “impact” is wrong. The sentence needs
rearrangement. Furthermore, the verb “turn” was translated as a noun,
which is a category selection error. In addition, the abbreviation “TFP” was

not translated by Sametran, either.

No.

Original Google Proceviri Sametran

Translate
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8 Based on a 1950-2010 askin | 1950-2010'un 1950-2010'un
cross-country | 61 iilkeden bir tizerinde 61 tizerinde 61
panel analysis | cross-country tilkenin agik tilkenin bir kros
of 61 paneli analizine alanda bir panel panel tahliline
countries over | dayanarak, ben analizinde temel | dayanarak , ben
1950-2010, | bankacilik krizleri | aldi, ben uzun kosu
argue that genellikle ama bankacilik biiyiime
banking crises | mutlaka uzun krizlerinin oraniminda
generally have | donem biiylime genellikle muhakkak fakat
a long run orani ilizerinde uretkenlik degil tiretkenligin
impact on the | verimlilik diizeyinde bir diizeyinde bir
level of diizeyinde uzun uzun vade uzun kosulan
productivity donemli etkisi etkisine sahip vurusa sahip
but not oldugunu oldugunu olduklarina
necessarily on | savunuyorlar. tartisirim ama genellikle crisesin
its long run muhakkak para yatirmak
growth rate. onunkinde uzun | tartigirim.
vade bliylime
orani degil.
Intelligibility Disfluent (40%) Disfluent (45%) Incomprehensible
(65%)
Fidelity Little (45%) Little (35%) None (10%)
Rank Moderate (40%) | Worst (45%) Best (40%)
Macro Although translation produced by Sametran had the lowest intelligibility
evaluation and fidelity ratings, it was ranked the best.

Google Translate’s translation was produced grammatically more

acceptable than other translations, but it was ranked as moderate.

Progeviri was ranked the worst in the translation of this sentence.
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The long sentence created many problems for machine translation programs.

Google Translate has two unrecognized words “cross” and “country”. In

addition, the preposition “over” was not correctly translated. Furthermore

the negation “not” was not translated. The verb inflection for “argue” is

wrong, which resulted in an agreement error. The sentence needs to be

rearranged.

Progeviri had one verb inflection error in translating “based”. In addition,

preposition “over” was not correctly translated. The sentence had an

expression selection error in translating “cross-country”. In addition, the

sentence needs to be rearranged.

Sametran had one unrecognized word; “crises”. In addition, expression

selection for “cross-Country” and “long run” are wrong. The word selection

for “banking” is not correct. The sentence needs rearrangement.

No.

Original

Google

Translate

Proceviri

Sametran

| therefore
predict that
the UK will
eventually
return to the
growth rate
predicted
prior to the

crisis.

Bu nedenle
Ingiltere sonunda
kriz 6ncesi
tahmin biiylime
hizia dénecektir

tahmin.

Ben BK'in
sonunda krizden
once tahmin
edilen biiylime
oranina dénecek
oldugunu bu
yiizden tahmin

ederim.

Ben bu ylizden
sonunda UK'un,
krizden 6nce
Ongoriilmiis
biiylime oranina
geri donecegini

ongorun.

Intelligibility

Disfluent (40%)

Non-Native
(45%)

Disfluent (45%)

Fidelity

Much (45%)

Much (30%)

Most (30%)

Rank

Worst (70%)

Best (95%)

Moderate (60%)

Macro

Google Translate’s translation was ranked the worst in each test.
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evaluation Although Sametran’s translation had a higher fidelity rating than Progeviri’s
translation, Progeviri was given higher intelligibility rating, and thus was
ranked the best.

Micro Google Translate made a word selection error in translating abbreviation

evaluation “UK”. In addition, the verb inflection for “predict” is wrong.
Progeviri produced the most successful translation; the sentence just needs a
rearrangement.
Sametran had an unrecognized abbreviation “UK”, in addition to the
incorrect verb inflection.

No. Original Google Proceviri Sametran

Translate

10 This Bu 6ngori Bu tahmin, Bu tahmin, asir1
prediction is Ingiltere, 6zellikle | dzellikle agir1 bir | olarak yiikselise
conditional on | yonetim borg- sekilde hiikiimet borg-
the UK GSYIH orani asir1 | yiikselmek i¢in GDP oranina
continuing to | yiikselmesine izin | hiikiimet borcunu | miisaade etmeyen
follow good vermiyor diger GDP oranna izin | dzellikle, baska
policies in acilardan iyi vermeyen, diger | saygilarda iyi
other respects, | politikalar takip hususlarda iyi ilkeleri izlemek
in particular devam sartina politikalar1 icin devam eden
not allowing baghdir. izlemeye devam | UK'TA kosullara
the eden BK'de baghidir.
government kosullu ciimledir
debt-GDP
ratio to rise
excessively.

Intelligibility Disfluent (30%) Incomprehensible | Incomprehensible

(50%) (45%)
Fidelity Little (30%) Little (40%) None (45%)
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Rank Moderate (45%) | Worst (60%) Moderate (40%)

Macro The long sentence couldn’t get high scores in intelligibility and fidelity

evaluation ratings. Both Google Translate and Sametran were ranked as moderate
while Progeviri was ranked the worst. It is interesting that while Sametran’s
fidelity and intelligibility ratings were lower than Progeviri’s, Sametran was
ranked higher than Progeviri.

Micro Google Translate made one word selection error in translating

evaluation “government” and one expression selection error in translating “follow
policy”. Apart from these, the sentence can be regarded as the most
successful one among three.
Progeviri left “GDP” untranslated. In addition, the word selection for
“conditional” is wrong. The verb inflection for “rise” is another error.
Sametran had two untranslated abbreviations “GDP” and “UK”. In addition,
the word selection for “respects” is wrong.

No. Original Google Proceviri Sametran

Translate

11 Nonetheless Yine kriz Bununla birlikte | Krizden her is¢i
the permanent | kaynaklanan is¢i | krizden sonug sonuc¢lanan
reduction in basina GSYIH veriyor olan is¢i | GDP'sin
the level of diizeyinde kalici | basina GDP'in diizeyinde daimi
GDP per azalma yaklasik% | diizeyinde kalic1 | azalma yine de,
worker 5%, onemli azalma 6nemli 5%2%in hakkinda,
resulting from | olabilir. olabilirdi, saglam olabilirdi.
the crisis yaklasik 5 ¥2%.
could be
substantial,
about 52%.

Intelligibility Disfluent (60%) Disfluent (35%) Incomprehensible

(60%)




Fidelity

Most (40%)

Much (45%)
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None (55%)

Rank

Best (50%)

Moderate (55%)

Worst (65%)

Macro

evaluation

Translation produced by Google Translate was ranked the best, mostly due

to the fact that it got higher rating in terms of fidelity.

Progeviri was ranked second while Sametran was ranked the worst.

Translation produced by Sametran also got the lowest ratings in the

intelligibility and fidelity tests.

Micro

evaluation

Google Translate produced the most successful translation. Apart from the

wrong noun inflection of “crisis”, the sentence is successful.

Progeviri left “GDP” untranslated. The verb inflection of “resulting” is

wrong and the sentence needs to be rearranged.

Sametran also left the “GDP” untranslated. In addition, the preposition

“about” was translated incorrectly. The word selection for “substantial” is

wrong. The adverb inflection for “per worker” is also not correct. In

addition, the sentence needs to be rearranged.

No.

Original

Google

Translate

Proceviri

Sametran

12

The cross-
country
evidence also
suggests that
there are
permanent
effects on
employment,
implying a
possibly even
larger hit to

the level of

cross-country
kanitlar da
yaklasik% 9 kisi
basina diisen
GSYIH diizeyine
bir olasilikla daha
biiyiik hit ima
istihdam kalic1
etkileri var
oldugunu

gostermektedir.

Acik alanda kanit,
9% 'den civar1 kisi
basma GDP'in
diizeyine imkan
dahilinde hatta
daha biiyiik bir
vurusu ima
ederek, calismada
kalic1 etkiler
oldugunu aym

sekilde Onerir.

Kros kanit ayni
zamanda 9%un
hakkindanin kisi
basina diisen
GDP'sin diizeyine
daha biiyiik
vurulmus bir
belki hatta ima
etmek, calismada
daimi etkiler
oldugunu teklif

eder.
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GDP per

capita of

about 9%.
Intelligibility Incomprehensible | Non-Native Incomprehensible

(50%) (26%) (55%)

Fidelity None (50%) Much (40%) None (45%)
Rank Moderate (30%) | Best (50%) Worst (60%)
Macro While Google Translate and Sametran got very close fidelity and
evaluation intelligibility ratings, Google Translate was ranked as moderate and

Sametran was ranked the worst.

Progeviri was ranked the best, which was parallel to its intelligibility and

fidelity ratings.
Micro Long sentence created many problems for machine translation programs.
evaluation Google Translate made a capitalization error. In addition, there are three

untranslated words; “cross”, “country” and “hit”. The verb inflection for
“implying” is wrong. In addition, the sentence needs to be rearranged.
Procgeviri had an expression selection error in translating “cross-country”. In
addition, the abbreviation “GDP” was left untranslated. The word selection
for adverb “possibly” is wrong. The sentence needs rearrangement.
Sametran also left the abbreviation “GDP” untranslated. The word
selections for “possibly” and “suggest” are wrong. In addition, the
expression “cross-country’” was translated as “kros”, which can be regarded

as an expression selection error. The sentence needs to be rearranged.

Table 3: Macro evaluation and micro evaluation of MT programs for content-focused text

type.

Below is presented the table which contains the times a sentence was ranked the best, worst

or moderate, the intelligibility and fidelity ratings:
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Google Proceviri Sametran

Ranking

# Best 2 7 1
# Moderate 5 3 5
# Worst 5 2 6
Intelligibility

Flawless 0 0 0
Good 1 1 1
Non-Native 0 5 0
Disfluent 6 5 2
Incomprehensible 5 1 9
Fidelity

All 1 0 0
Most 1 2 1
Much 2 4 1
Little 5) 6 2
None 3 0 7

Table 4: The macro evaluation of each machine translation program for content-focused

text type.

Content-focused text, which is exemplified with an abstract on economy, was generally
best translated by Progeviri. Number of sentences produced by Progeviri and was ranked
the best by annotators is 7. Google Translate produced 2 sentences which are ranked the
best. Sametran produced the most unsuccessful translations, which are ranked the worst 6

times by annotators.

There is no sentence translation which is considered to be flawless. The highest
intelligibility rating is “good”, and annotators gave this rating to 1 sentence for each

program. 5 sentences translated by Progeviri were rated as “non-native” and “disfluent”.
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“Disfluent” rating was also given to 6 sentences translated by Google Translate. Most of

the sentences translated by Sametran were rated as “incomprehensible”, the lowest

intelligibility rating.

Only one sentence was given the highest fidelity rating “all”, and it was translated by

Google Translate. 2 sentences by Progeviri and 1 sentence by Google Translate and

Sametran were rated as “most”. 4 sentences and by Procgeviri received “much” rating. Most

of the sentences were rated “little” or “none”. Out of the 12 sentences, 7 sentences

produced by Sametran received lowest fidelity rating ‘“none”. Sentences translated by

Progeviri didn’t receive this rating.

The performance of each machine translation program for micro evaluation (grammatical

error analysis) can be seen in the below table:

Error Category Google Translate | Progeviri Sametran
Spelling 0 0 0
Not-found Word 6 8 11
Capitalization 4 4 0
Elision 0 0 0
Verb inflection 11 5 4
Noun inflection 1 3 1
Other inflection 1 0 2
Rearrangement 6 6 8
Category 1 0 1
Pronoun 0 0 0
Article 1 0 0
Preposition 1 1 1
Negative 1 0 0
Conjunction 0 0 1
Agreement 1 0 0
Clause boundary 0 0 1
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Word Selection 4 3 12
Expression 1 4 5
Total 39 34 47

Table 5: The micro evaluation of each machine translation program for content-focused text

type.

While translating content-focused text type, Google Translate made 39 errors. Most of
these are verb inflection errors. In addition, the dictionary-related errors, such as not-found
words and word selection errors are dominant. Furthermore, most of the sentences need
rearrangement. The capitalization mistakes, which are not faced in appeal-focused and
audio-medial text types, are high in number.

Progeviri made the least number of errors, which mostly stemmed from its dictionary. It has
8 not-found words, as well as 7 word and expression selection erros. Apart from these, the

sentences produced by Progeviri need rearrangement.

Sametran made more errors than other MT programs, and the majority of these errors are
the result of its dictionary. It made more not-found word as well as word and expression
selection errors, which total up to 28 errors. Sametran made less verb inflection errors than

others. However, it made more arrangement errors.

Machine translation programs, which were originally created for the translation of foreign
language articles, have displayed different performance in translating content-focused text
type. In the next section, the performances of machine translation programs in translating

form-focused text type, for which the programs were considered unsuitable, are disscussed.

6.2. FORM-FOCUSED TEXT TYPE

The sample chosen for form-focused text type is an extract from the short story “Rocking-

Horse Winner” by D.H. Lawrence. First published in 1926, the story describes the life of a
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young boy, Paul, who bets on horses to get rich and earn his mother’s love. The 260 word-

length extract includes proper names and long sentences. In addition, half of the extract is

description while other half is dialogue between protagonist and his mother, which allows

us to analyze the machine translation performance better.

The macroevalution and micro evaluation of outputs of machine translation programs for

each sentence are presented below:

No Original Google Translate | Progeviri Sametran
1 *1t came Bu, onun ahsap, O hareketsiz- Ahsabi1 kivirmak,
whispering champing kafa sallayan sallama- | at ve hatta
from the biikme, hala atin baharlarindan | ilkbaharlarindan
springs of the | sallanan sallanan | fisildayarak geldi | fisildamaya,
still-swaying at yaylar ve hatta | ve hatta at, imbik-gelen
rocking-horse, | attan fisildayan onunkini ahsap sallanan atmin
and even the geldi duydum. biikerek, basi geldi, kafay1
horse, bending ¢ignemek, onu ¢ignemek, onu
his wooden, duydu. duydu.
champing
head, heard it.
Intelligibility Incomprehensible | Incomprehensible | Incomprehensible
(80%) (75%) (90%)
Fidelity None (75%) Little (45%) None (75%)
Rank Moderate (35%) Best (65%) Worst (65%)
Macro * The extract starts with an ellipsis to the previous sentence “There must be
evaluation more money.”, which is repeated for 12 times in the whole story. It is

whispered by the house itself, which drives the protagonist Paul to earn

money through gambling.

The long sentence was given very low intelligibility and fidelity ratings.
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While translation produced Google Translate and Sametran were given same
fidelity ratings, due to the lower intelligilibity rating, Sametran ranked the
worst of three. Progeviri ranked the best and Google Translate ranked as

moderate.

Micro The long sentence created many problems for machine translation programs.

evaluation Google Translate has one untranslated word; “champing”. In addition,
“bending” and “heard” were not correctly inflected; this resulted in an
agreement problem. The expression selection for “still-swaying” is wrong.
The sentence needs rearrangement.
Progeviri made two expression selection errors in translating “still-swaying”
and “rocking-horse”. In addition, the word selection for “springs” is wrong.
The inflection of the verb “champing” is also wrong. The sentence needs to
be reaarranged.
Sametran made three verb inflection errors in translating “bending”,
“whispering” and “champing”. The word selection for “spring” is wrong. In
addition, expression selection for “still-swaying” is not correct. This sentence
also needs to be rearranged.

No. Original Google Translate | Progeviri Sametran

2 The big doll, Biiyiik bebek, o Biiyiik bebek, Biiyiik oyuncak
sitting so pink | kadar pembe ve pembeye Oyle bebek, oturmak
and smirking onun yeni bebek | oturmak ve onda | dyleyse delin ve
in her new arabasinda zoraki yeni ¢ocuk
pram, could otururken giilimsemek yeni | arabasminda
hear it quite Optiigiinde, ¢ocuk arabasi, siritmak, agikca
plainly, and oldukea agikca oldukga agik¢a olduk¢a onu
seemed to be duymak ve daha | onu duyabilirdi ve | duyabilirdin ve
smirking all bilingli yiiziinden | kendini bilerek onundan dolay1
the more self- | optiigiinde gibiydi | ondan dolay1 kendi halini
consciously olabilir. biitiin daha ¢ok diisiinerek biitiin
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because of it. zoraki daha fazlay1
giilimstiyor siritmak a
olmak i¢in benzedin.
goriiniiyordu.
Intelligibility Incomprehensible | Incomprehensible | Incomprehensible
(75%) (55%) (80%)
Fidelity Little (50%) None (60%) None (70%)
Rank Moderate (40%) Best (50%) Worst (75%)
Macro This sentence was also long and it also got low ratings. All of the translations
evaluation are considered to be incomprehensible, and meaning is also not preserved.
Although Google Translate has been rated better in fidelity than Progeviri,
Progeviri ranked the best.
Micro The long sentence was not correctly translated by any of the machine
evaluation translation programs.
Google Translate made a word selection error for “smirking”. In addition, the
verb inflections of “hear” and “seemed to be” are wrong. The sentence needs
to be rearranged.
Progeviri made the two verb inflection errors while translating “smirking”
and “seemed to be”. In addition, the noun inflection of “pram” is wrong.
Sametran failed to inflect the verbs “sitting”, “smirking”, “hear”, and
“seemed”. There are two agreement problems due to these incorrectly
inflected verbs. Noun inflections of “it” and “pram” are also wrong. The
word selection for “pink™ is not correct. The sentence needs to be rearranged.
No. Original Google Translate | Progeviri Sametran
3 The foolish oyuncak-ay1 Akilsiz kdpek Aptalca kopek
puppy, too, gerceklesti cok yavrusu da, yavrusunda,
that took the aptalca yavrusu, 0 | oyuncak ayi- teddy-ayiymm yer
place of the bagka bir nedenle | ayinin yerini aldi, o bagka
teddy-bear, he | bu kadar aldig1, o hicbir sonuca varmasi




99

was looking so | olaganiistii aptalca | diger sebep yok i¢in fevkalade
extraordinarily | bakiyordu ama o | olmadigi i¢in Gyle | aptalca dyleye
foolish for no | evin her gizli alisilmadik goriinmiiyordu
other reason fisiltilarmi bi¢imde akilsiz oysa ev lizerinde
but that he duydum ki: goriiniiyordu ama | biitiini gizli
heard the onun evin her fisiltiyr duydu:
secret whisper yerinde gizli
all over the fisiltiy1 duydugu:
house:
Intelligibility Incomprehensible | Incomprehensible | Incomprehensible
(70%) (45%) (40%)
Fidelity None (70%) Little (50%) Little (40%)
Rank Worst (70%) Best (45%) Moderate (45%)
Macro The intelligibility results are very low for this sentence. Translations
evaluation produced by Progeviri and Sametran were given the same fidelity ratings.
Google Translate was ranked the worst among three translations, as its
fidelity was also lower than others.
Micro Google Translate had arrangement problems. The expression “took place” is
evaluation not correctly translated. In addition, the negation is missing in the translated

sentence. There is an agreement problem, which is the result of incorrectly
inflected verb “heard”. The preposition “over” is absent. The noun inflection
of “secret” is also wrong.

Progevri made an expression selection error in translating “teddy-bear”. The
inflections of noun “he” and verb “heard” are also wrong.

Sametran had one untranslated word “teddy”. The expression “all over” was
not correctly translated. In addition, there is a category error in “foolish”,
which was translated as an adverb instead of adjective. The word selection
for “reason” is another error in the translation. The noun inflections of

“puppy’” and “bear” are wrong.
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No. Original Google Translate | Proceviri Sametran
4 "There must be | "Daha fazla para | "Orada daha ¢ok | "orada, daha fazla
more money!" | olmali!" para olmal1"! para olmal1"!
Intelligibility Flawless (95%) Good (45%) Good (45%)
Fidelity All (85%) Most (45%) Most (35%)
Rank Best (95%) Moderate (90%) | Worst (80%)
Macro Translation produced by Google Translate was ranked with the highest points
evaluation in all tests.
Translation produced by Progeviri and Sametran were given the same points
for intelligibility and fidelity, but Progeviri was ranked as moderate while
Sametran was ranked the worst among three.
Micro Google Translate and Progeviri produced successful translations.
evaluation Sametran made a capitalization error.
No. Original Google Translate | Proceviri Sametran
5 Yet nobody Ancak kimse Lakin hig¢ kimse Heniiz hi¢ kimse
ever said it yiiksek sesle simdiye kadar simdiye kadar,
aloud. soyledi. yiiksek sesle onu | yiiksek sesle ona
demedi. sOylemedi.
Intelligibility Non-Native Flawless (40%) Non-Native
(40%) (30%)
Fidelity None (45%) Most (45%) Little (35%)
Rank Worst (90%) Best (100%) Moderate (90%)
Macro Translation produced by Google Translate received low ratings in terms of
evaluation intelligibility and fidelity. It was ranked the worst.
Progeviri was given highest intelligibility rating; in addition, all annotators
chose it as the best among three.
Sametran was considered to be moderate and its intelligibility and fidelity
ratings are parallel to its ranking.
Micro Google Translate made a negation error.
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evaluation Progeviri produced a successful translation.
Sametran made a word selection error in translating the conjunction “yet”. In
addition, noun inflection of “it” is wrong in this translation.
No. Original Google Translate | Proceviri Sametran
6 The whisper Fisilt1 her yerde, | Fisilti her yerde Fisilt1, her
was ve bu nedenle hi¢ | idi ve bu yiizden | yereydi, ve bu
everywhere, kimse onu hi¢ kimse onu yiizden hi¢ kimse
and therefore | konustu. konusmadi. ona konugmadi.
no one spoke
it.
Intelligibility Disfluent (40%) Flawless (50%) Non-Native
(45%)
Fidelity Little (40%) All (50%) Much (25%)
Rank Worst (90%) Best (95%) Moderate (85%)
Macro Translation produced by Google Translate was again chosen as the worst.
evaluation Progeviri’s translation received the highest scores in all three tests.
Sametran ranked as moderate.
Micro Google Translate made a verb inflection error in translating “was”. In
evaluation addition, the noun inflection of “it” is wrong.
The noun inflection of “it” is also wrong in the translation produced by
Progeviri.
Sametran made a word selection error in translating “everywhere”. In
addition, noun inflection of “it” is also wrong in this translation.
No. Original Google Translate | Progeviri Sametran
7 Just as no one | Sadece hi¢ kimse | Tam da hi¢ Hi¢ kimse
ever says: dedigi gibi: kimsenin simdiye | simdiye kadar
kadar demedigi sOylemedigi gibi
gibi: simdi:
Intelligibility Disfluent (21%) Flawless (65%) Disfluent (45%)
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Fidelity None (45%) All (60%) Much (50%)
Rank Worst (85%) Best (95%) Moderate (75%)
Macro Google Translate’s translation was ranked the worst, and it was considered to
evaluation be the most unfaithful translation among three.
Translation produced by Progeviri was given the highest ratings in terms of
intelligibility and fidelity.
Micro Google Translate made the same negation error. In addition, the word
evaluation selection for the adverb “just” is wrong.
Progeviri produced a successful translation.
Translation produced by Sametran was also very successful, there is only the
same word selection error with the Google Translate; “just”.
No. Original Google Translate | Proceviri Sametran
8 "We are "Biz nefes!" nefes | "Biz nefes Nefes, bitiin
breathing!" in | geliyor ve her aliyoruz"! Nefesin | zamana gelmek
spite of the zaman olacak geliyor oldugu ve | ve gitmek oldugu
fact that breath | gergegi ragmen. daima gidiyor halde. "biz
is coming and oldugu gercegine | soluyoruz".
going all the ragmen.
time.
Intelligibility Incomprehensible | Good (40%) Disfluent (50%)
(70%)
Fidelity None (52%) Most (40%) Little (40%)
Rank Worst (60%) Best (100%) Moderate (60%)
Macro Translation produced by Google Translate received the lowest ratings and
evaluation ranking again.
Progeviri’s translation was ranked the best by all annotators.
Translation produced by Sametran was again given the second rank.
Micro Google Translate made a category error, translating the verb “breathing” as a
evaluation noun. This resulted in a verb inflection and agreement error. In addition,
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there is another category error in translating “is going”, which was mistaken

as “be going to”, instead of continuous aspect of the verb “go”. Furthermore,

the noun inflection of “fact” is wrong.

Progeviri produced a sucessful translation, there is one capitalization error.

Sametran had an arrangement problem. In addition, the expression “all the

time” was not translated correctly. There is also a clause boundary error, as

the machine translation program divided the sentence into two.

No. Original Google Translate | Progeviri Sametran
9 "Mother," said | "Anne," Birgiin "Anne", bir giin, | Bir giin delikanl
the boy Paul Paul "Biz? Bizim | "Biz bizim Paul'unu soyledi,
one day, "why | kendi arabamiz kendimizin bir Neden daima, ya
don't we keep | yok, neden Neden | arabasini neden da bir taksi
a car of our hep amcami, ya | siirdiirmeyiz? Biz | amcanini
own? Why do | da baska bir taksi | her zaman neden | kullaniriz? "anne"
we always use | kullanabilirim?”, | amcanim oldugunu | "neden,
uncle’s, or else | Dedi kullaniyoruz veya | kendimizin bir
a taxi?" bagka bir taksi?", | arabasmi tutariz"?
oglan Paul dedi
Intelligibility Incomprehensible | Disfluent (55%) Incomprehensible
(60%) (70%)
Fidelity Little (35%) Little (35%) None (55%)
Rank Moderate (55%) Best (44%) Worst (89%)
Macro The translations of the sentence were not given high scores.
evaluation Translations produced by Google Translate and Sametran were considered to
be incomprehensible. But Google Translate ranked as moderate while
Sametran ranked the worst, due to Google Translate’s better fidelity rating.
Progeviri was ranked the best among three.
Micro Long sentence created many problems for machine translation programs.
evaluation Google Translate had made an arrangement error. In addition, there is no
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subject-verb agreement in the second sentence. This is the result of a verb
inflection error. Furthermore, there is a capitalization error.

Progeviri produced the most successful translation among three. The sentence
needs a rearrangement. In addition, the word selection for “keep” is wrong.
Sametran made two noun inflection errors in translating “Paul” and “uncle”.
The conjunction is not analyzed correctly, which resulted in an arrangement

error. In addition, the negation is missing in the translation.

No. Original Google Translate | Progeviri Sametran
10 "Because we're | "Biz ailenin fakir | "Biz ailenin Anneyi soyledi.
the poor tiyeleri Ciinkd," yoksul tiyeleri "¢clinkii biz ailenin
members of dedi anne. oldugumuz i¢in", | fakir tiyeleriyiz".
the family,” anne dedi.
said the
mother.
Intelligibility Non-Native Good (45%) Disfluent (45%)
(45%)
Fidelity Most (40%) All (50%) Little (45%)
Rank Worst (55%) Best (90%) Moderate (45%)
Macro Google Translate’s translation received higher scores than Sametran’s
evaluation translation. But Google Translate was ranked the worst among three.
Translation produced by Progeviri had the highest score in fidelity and it was
ranked the best.
Micro Google Translate made a capitalization mistake. In addition, there is a verb
evaluation inflection error in translating “are”.
Progeviri produced a successful translation.
Sametran made a noun inflection error in translating “mother”.
No. Original Google Translate | Progeviri Sametran
11 "But why are | "Ama neden, anne | "Ama biz nedeniz, | “fakat neden anne,

we, mother?" Biz Kimiz?" anne"? bizsin"?
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Intelligibility Incomprehensible | Incomprehensible | Incomprehensible
(35%) (65%) (75%)
Fidelity None (60%) None (45%) None (50%)
Rank Best (45%) Moderate (35%) | Worst (60%)
Macro Three translations of this short sentence received the lowest points in terms of
evaluation intelligibility and fidelity. Google Translate’s translation was ranked as the
best among three.
Micro The ellipsis between present and previous sentence was not understood by
evaluation machine translation programs.
Google Translate made a word selection error in translating “why”. In
addition, there are two capitalization errors.
Progeviri produced a successful translation, but it was ranked as moderate.
Sametran made verb inflection error in translating “are”, which resulted in an
agreement error.
No. Original Google Translate | Progeviri Sametran
12 "Well - | O yavas yavas ve | "Sey— ben "kuyu". Ben
suppose,” she | ac1 dedi, - "Peki zannediyorum®, o, | varsayirim ,dIr
said slowly ben, herhalde™ "0 senin baban ¢linkii babaniz
and bitterly, "Baban hi¢ sans hi¢bir sansa sahip | sansa sahip
"it's because var ¢iinkii." olmadigi igin", olmaz. "o, agir
your father has yavasca ve ac1 bir | agir ve aci olarak
no luck." sekilde dedi. soyledi".
Intelligibility Incomprehensible | Non-Native Incomprehensible
(65%) (40%) (85%)
Fidelity None (55%) Most (50%) None (70%)
Rank Moderate (75%) Best (90%) Worst (80%)
Macro Although translation produced by Google Translate and Sametran were both
evaluation given the lowest scores for intelligibility and fidelity, Sametran was ranked

the worst.
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Progeviri’s translation was ranked the best, and its intelligibility and fidelity
points are parallel to its rank.

Micro Google Translate made an adjective inflection error in translating “bitterly”.

evaluation In addition, there is a negation error. Furthermore, the verb “suppose” was
not inflected correctly.
Progeviri produced a successful traslation.
Sametran made a category error in translating “well”. In addition, there is an
agreement error. The sentence also needs to be rearranged.

No. Original Google Translate | Proceviri Sametran

13 The boy was Oglan bir siire Oglan biraz Delikanli, birkag
silent for some | sessiz kald1. zaman boyunca zaman igin
time. sessizdi. sessizdi.

Intelligibility Flawless (85%) Good (35%) Non-Native

(40%)

Fidelity All (95%) Most (65%) Much (30%)

Rank Best (100%) Moderate (80%) | Worst (75%)

Macro Translation produced by Google Translate received the highest scores in all

evaluation three test, it was considered to be the best translation by all annotators.
Progeviri was ranked as moderate while Sametran was ranked the worst.

Micro Google Translate produced a successful translation.

evaluation Progeviri made a word selection error in translating the adjective “some”.
Sametran also made the same word selection error for “some”. In addition,
the preposition “for” is translated incorrectly.

No. Original Google Translate | Progeviri Sametran

14 "Is luck "Sans, para mi "Sans parasi O "anne, sans
money, anne?" o ¢cok midir, anne"? O, | parasi midir"
mother?" he cekinerek sordu. oldukca tirkekge, | sordu, iirkerek
asked, rather sordu. oldukga.
timidly.
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Intelligibility Good (35%) Good (45%) Disfluent (45%)

Fidelity Most (55%) Much (25%) Little (30%)

Rank Best (75%) Moderate (50%) | Worst (73%)

Macro Google Translate’s and Progeviri’s translations were both given the same

evaluation intelligibility ratings; however, their fidelity results and, as a result, their
ranking are different.

Micro Google Translate produced a successful translation.

evaluation Progeviri made a noun inflection error in translating “luck”. In addition, there
is a capitalization error.
Sametran made the same noun inflection error in translating “luck”. In
addition, the sentence needs to be rearranged.

No. Original Google Translate | Proceviri Sametran

15 "No, Paul. "Hayir, Paul. "Hayir, Paul. "paul, yok".

Intelligibility Flawless (100%) | Flawless (100%) | Non-Native

(35%)

Fidelity All (95%) All (95%) None (70%)

Rank Best (100%) Moderate (30%) | Worst (75%)

Macro Traslations produced by Google Translate and Progeviri were given the same

evaluation intelligibility and fidelity points, however, all the annotators considered
Google Translate’s translation better than Progeviri’s translation. Sametran
was ranked the worst.

Micro Sametran made a word selection error for “No” and a capitalization mistake.

evaluation

No. Original Google Translate | Progeviri Sametran

16 Not quite. Oldukga degil. Tamamen degil. Oldukg¢a degil.

Intelligibility Non-Native Flawless (80%) Non-Native

(40%) (45%)
Fidelity Little (40%) All (60%) Little (40%)
Rank Moderate (60%) Best (90%) Worst (40%)
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Macro Translation produced by Progeviri was given the highest points in all three
evaluation tests. Google Translate was ranked second despite receiving same
intelligibility and fidelity points with Sametran.
Micro The word selections of Google Translate and Sametran for “quite” are wrong.
evaluation
No. Original Google Translate | Proceviri Sametran
17 It's what Bu para var size O paraya sahip Paraya ne sahip
causes you to | neden budur. " olman igin sana oldugunuz
have money." neyin sebebiyet sebeplerindir.
verdigidir.
Intelligibility Incomprehensible | Disfluent (26%) Incomprehensible
(65%) (65%)
Fidelity None (70%) Most (31%) None (60%)
Rank Worst (65%) Best (90%) Moderate (65%)
Macro Translations produced by Google Translate and Sametran were both given
evaluation the lowest scores in terms of intelligibility and fidelity. Google Translate was
ranked the worst among three.
Progeviri’s translation was given a very low intelligibility point and a very
high fidelity point. Thus, it was ranked the best.
Micro Google Translate made two word selections error for “causes” and “have”.
evaluation Progeviri also made the same word selection error for “causes”.
Sametran made a capitalization error and word selection error for “causes”.
No. Original Google Translate | Progeviri Sametran
18 "Oh!" said "Ah!" Paul belli "Oh"! Belirsizce | Belirsizce Paul'u
Paul vaguely. | belirsiz dedi. Paul dedi. soyledi. "oyle
mi?",
Intelligibility Good (35%) Non-Native Incomprehensible
(40%) (55%)
Fidelity Most (40%) Most (35%) None (40%)
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Rank ‘ Best (75%) Moderate (70%) | Worst (95%)
Macro Translation produced by Google Translate was ranked the best. Sametran was
evaluation given the lowest scores for all three tests.
Micro Google Translate produced a successful translation.
evaluation Progeviri made a capitalization error and the translation needs to be
rearranged.
Sametran made a noun inflection error in translating “Paul”. In addition, the
word selection for “oh” is wrong.
No. Original Google Translate | Proceviri Sametran
19 "I thought "Ben Oscar Amca | "Ben amca "ben Uncle'nin
when Uncle pis lucker bu Oskar1'nin kirli Oskar'ininki
Oscar said paray1 demek luckere dedigi zaman, pis luckeri
filthy lucker, it | dediginde zaman diisindiim, | soyledigini
meant money." | diistindiim." o paray1 demek diisiindim". ", o
istiyordu™. paray1 kastetti".
Intelligibility Incomprehensible | Incomprehensible | Incomprehensible
(55%) (40%) (60%)
Fidelity None (50%) Little (45%) Little (45%)
Rank Worst (55%) Best (65%) Moderate (50%)
Macro All translations were given lowest intelligibility points. Translations
evaluation produced by Progeviri and Sametran were given the same fidelity points, but
Progeviri was ranked higher than Sametran.
Micro The word-play between “filthy lucrer” and “luck” is stylistically very
evaluation important in the story, as it shows the Paul’s innocence as a child and his

misunderstanding between dishonest ways of money earning and luck.

This word play was not recreated by any of the machine translation

programs.

Google Translate left “lucker” untranslated. In addition, the sentence needs a

rearrangement.
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Progeviri also left “lucker” untranslated. This translation also needs to be
rearranged.
Sametran left “uncle” and “lucker” untranslated. In addition, this translation

also needs rearrangement.

No. Original Google Translate | Proceviri Sametran
20 "Filthy lucre "Pis lucre para "Para paray1 Anneyi soyledi.
does mean demek," dedi kastediyor”, anne | "para, paray1
money," said anne. dedi. kastetir".
the mother.
Intelligibility Good (35%) Incomprehensible | Incomprehensible
(50%) (70%)
Fidelity Most (55%) None (50%) None (70%)
Rank Best (80%) Moderate (63%) | Worst (85%)
Macro Although there is an untranslated word in it, translation produced by Google
evaluation Translate was ranked the best among three.
Translations produced by Progeviri and Sametran were given the lowest
points in terms of intelligibility and fidelity. Sametran was ranked the worst.
Micro The word-play continues in the dialoge. However, this time, Progeviri and
evaluation Sametran translated “lucre” as “para (money).
Google Translate left “lucre” again untranslated.
Translation produced by Progeviri needs to be rearranged.
Sametran had a noun inflection error in translating “mother”. In addition, the
verb inflection of “mean” is wrong.
No. Original Google Translate | Progeviri Sametran
21 "But it's lucre, | "Ama lucre, degil | "Ama o, sans "fakat o sans
not luck."” sans." degil, paradir". degil, servettir".
Intelligibility Incomprehensible | Flawless (50%) Good (55%)
(35%)
Fidelity None (55%) Most (30%) Most (25%)
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Rank Worst (100%) Best (70%) Moderate (60%)
Macro The untranslated word “lucre” made the translation produced by Google
evaluation Translate to be ranked the worst by all the annotators. The translation
produced by Progeviri was considered flawless in terms of intelligibility, and
it was ranked the best. Translation produced by Sametran was ranked as
moderate, and it was rated the most faithful among the three translations.
Micro Google Translate left “lucre” untranslated, again. In addition, the sentence
evaluation needs to be rearranged.
Progeviri produced a successful translation.
Sametran made a capitalization error and a word selection error in translating
“lucre”.
No. Original Google Translate | Proceviri Sametran
22 "Oh!" said the | "Ah!" dedi oglan. | "Oh"! Oglan dedi. | Delikanliy1
boy. sOyledi. "6yle
mi?".
Intelligibility Flawless (80%) Non-Native Incomprehensible
(45%) (40%)
Fidelity All (60%) Most (25%) None (40%)
Rank Best (90%) Moderate (90%) | Worst (95%)
Macro The short sentence was best translated by Google Translate, it was rated as
evaluation flawless and faithful. Translation produced by Progeviri was ranked as
moderate. Sametran’s translation was given the lowest ratings in terms of
intelligibility and fidelity.
Micro Google Translate produced a successful translation, without any grammatical
evaluation errors.
Progeviri made a capitalization error.
Sametran made a noun inflection error in translating “boy”. In addition, the
word selection for “oh” is wrong.
No. Original Google Translate | Progeviri Sametran
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23 "Then what is | "Sonra sans, anne | "O zaman neyin "sonra"? "sans ne
luck, mother?" | nedir?" sans oldugu, oldugu, anne"?
"Then what is anne"?
luck, mother?"
Intelligibility Disfluent (60%) Incomprehensible | Incomprehensible
(45%) (75%)
Fidelity Little (50%) None (30%) None (55%)
Rank Moderate (52%) Best (50%) Worst (85%)
Macro The translations of this short sentence were given very low points by
evaluation annotators. Translations produced by Progeviri and Sametran were given
lowest ratings in terms of intellibility and fidelity. However, although
translation produced by Google Translate was given better ratings than
Progeviri, Progeviri was ranked the best among three.
Micro Google Translate made an arrangement problem. In addition, the word
evaluation selection for “then” is also wrong.
Progeviri made a word selection for “what”.
Sametran made the same word selection errors for “then” and “what”.
No. Original Google Translate | Progeviri Sametran
24 "It's what "Bu para var "O paraya sahip "paraya ne sahip
causes you to | neden budur. olman igin sana oldugunuz
have money. neyin sebebiyet sebeplerindir".
verdigidir.
Intelligibility Incomprehensible | Disfluent (30%) Incomprehensible
(75%) (65%)
Fidelity None (75%) Most (30%) None (50%)
Rank Worst (75%) Best (90%) Moderate (63%)
Macro Translations produced by Google Translate and Sametran were given the
evaluation lowest ratings for intelligibility and fidelity, and they were ranked the worst

and as moderate, respectively.
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Progeviri’s was ranked the best for among the three.

Micro The reduplication plays an important role in the story. This sentence is the
evaluation reduplication of sentence 17. The same mistakes are also repeated by
machine translation programs.
Google Translate made two word selections error for “causes” and “have”.
Progeviri also made the same word selection error for “causes”.
Sametran made a capitalization error and word selection error for “causes”.
No. Original Google Translate | Proceviri Sametran
25 If you're lucky | Eger sansliysaniz | Eger sen Eger sen paraya
you have para var. sansliysan, sen sahip oldugun
money. paraya sahipsin. sansliysan.
Intelligibility Non-Native Non-Native Incomprehensible
(45%) (40%) (60%)
Fidelity All (30%) All (45%) None (65%)
Rank Moderate (80%) Best (80%) Worst (100%)
Macro Translation produced by Google Translate was ranked second among the
evaluation three translations, it contained all the meaning of the source sentence.
Progeviri was ranked the best translation.
All of the annotators gave the translation produced by Sametran the lowest
rank. In addition, the sentence was given lowest ratings in terms of fidelity
and intelligibility.
Micro Google Translate made a word selection error for “have”.
evaluation The short sentence was best translated by Progeviri. There is an unneeded

pronoun.
Sametran made an agreement error. In addition, the verb inflection of “are” is

wrong.
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Table 6: Macro evaluation and micro evaluation of MT programs for form-focused text

type.

Below is presented the table which contains the times a sentence was ranked the best, worst

or moderate, the intelligibility and fidelity ratings:

Google

Translate Proceviri Sametran
Ranking
# Best 8 16 0
# Moderate 7 8 10
# Worst 10 0 15
Intelligibility
Flawless 4 6 0
Good 3 5 2
Non-Native 4 4 5
Disfluent 3 3 4
Incomprehensible 11 7 14
Fidelity
All 5 6 0
Most 4 10 2
Much 0 1 3
Little 5 4 7
None 11 4 13

Table 7: The macro evaluation of each machine translation program for form-focused text

type.

Form-focused text type, which is exemplified with an extract of short story, was generally

best translated by Progeviri. Most of the sentences, which were ranked the best by

annotators, were translated by Progeviri. Google Translate translated 8 of the best ranked
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sentences while translations produced by Sametran was not ranked the best, they were
ranked as moderate for 10 times and worst for 15 times. In addition, the sentences

translated by Progeviri were never ranked the worst.

In terms of intelligibility, 10 sentences were given the highest rating “flawless”, 6 of them
were translated by Progeviri while rest of them was translated by Google Translate. “Good”
rating was given to 10 sentences; half of them were translated by Progeviri. 4 sentences by
Google Translate and Progeviri and 5 sentences by Sametran were rated as “non-native”. In
addition, 3 sentences by Google Translate and Progeviri and 4 sentences by Sametran were
rated as “disfluent”. The lowest intellibility rating “incomprehensible” was given to 11

sentences by Google Translate, 7 sentences by Progeviri and 14 sentences by Sametran.

The highest fidelity rating “all” was given to 11 sentences, 6 of them was produced by
Progeviri while rest of them was translated by Google Translate. 10 sentences by Progeviri,
4 sentences by Google Translate and 2 sentences by Sametran were rated as “most”. 3
sentences by Sametran and 1 sentence by Progeviri were rated as “much”. Most of the
sentences produced by Sametran were rated either as “little” or “none". 13 sentences
produced by Sametran and 11 sentences produced by Google Translate were given the

lowest fidelity rating “none”.

The performance of each machine translation program for micro evaluation (grammatical

error analysis) can be seen in the below table:

Google

Error Category Translate Proceviri Sametran
Spelling 0 0 0
Not-found Word 4 1 3
Capitalization 4 5 4

Elision 0 0 0

Verb inflection 10 3 9

Noun inflection 2 3 13
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Other inflection
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Total

Table 8: The micro evaluation of each machine translation program for form-focused text

type.

Machine translation programs have displayed different performances while translating

form-focused text type.

Google Translate made 52 errors, most of these errors were dictionary-related; 12
expression and word selection errors and 4 not-found words. In addition, verb inflection
errors were dominant, and these inflection errors resulted in agreement and arrangement

errors.

Progeviri made the least errors among three MT programs. It made 29 errors, most of which
was word and expression selection errors. In addition, the capitalization errors totaled up to
5, which was higher than that of other MT programs. Arrangement problems were also

encountered by Progeviri.
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Sametran made 64 errors, more than other MT programs. Most of the errors stemmed from
its dictionary; 17 word and expression selection errors, 3 not-found words and 2 category
errors. In addition, Sametran made more noun inflection errors than other MT programs. 9
verb inflection errors and the resulting 4 agreement errors made the translation produced by

Sametran received very low ratings in macro evaluation.

Form-focused text type, for which the machine translation programs were never considered
suitable, has created different results for different programs. In the next section, the
performances of MT programs for appeal-focused text type, another text type for which MT
programs are considered to be unsuitable, are disscussed.

6.3. APPEAL-FOCUSED TEXT TYPE

For appeal-focused text type, an internet advertisement of The Plaza, a luxurious New-York
Hotel. ("The plaza new,") is chosen. Advertisement consists of 9 sentences and 255 words.

The advertisement consists of very long sentences and abounds with adjectives.

The macroevalution and micro evaluation of outputs of machine translation programs for

each sentence are presented below:

No. Original Google Translate | Progeviri Sametran
1 A century Bir yilizyil 6nce, Bir ylizyil 6nce, Bir yiizyil 6nce,
ago, The Plaza liiks i¢in plaza liiks i¢in liikks i¢in
Plaza set the | standart belirledi. | standarti koydu. standart kesin
standard for Plaza.
luxury.
Intelligibility Good (40%) Good (45%) Incomprehensibl
e (60%)
Fidelity All (45%) Most (45%) None (60%)
Rank Best (65%) Moderate (50%) | Worst (100%)
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Macro Annotators chose Google Translate’s translation as best among three

evaluation translations. Google Translate’s translation also received high points in
terms of intelligibility and fidelity. Progeviri was ranked as moderate
while all annotators chose Sametran’s translation as worst. Sametran’s
translation also received the lowest points in intelligibility and fidelity
ratings.

Micro Google Translate made a noun inflection error in translating “standard”.

evaluation The sentence was best translated by Progeviri, although it was ranked as
moderate.
Sametran has a rearrangement problem and a category error, mistaking
verb “set” as adjective.

No. Original Google Translate | Progeviri Sametran

2 Striking a Onun katli gegmis | Onunkinin Ve sinirsiz
balance Ve SInirsiz arasinda bir gelecek ve
between its gelecek arasinda | dengeyi tarihsel Otesinde
storied past bir denge, otel bir | gegmis ve sinirsiz | destansi

and limitless | efsane yapilan gelecege ayirmak, | arasinda bir
future, the tutku ve 6diinsiiz | otele bir efsaneyi | dengeye
passion and hizmet, yeni ve yapan tutku ve garpmak,
uncompromis | ¢agdas bir ruhla uzlasmaz hizmet | uzlasmaz servis
ing service, geri dondii. yeni ve ¢agdas bir | ve tutku, bir
which made ruhla dondi. gosterge oteli
the hotel a yapan, yeni ve
legend, has cagdas bir ruh
returned with ile dondiirdii.
a new and
contemporary
spirit.

Intelligibility Disfluent (40%) Disfluent (35%) Incomprehensibl
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e (50%)

Fidelity

Little (45%) Little (55%) None (50%)

Rank

Best (60%) Moderate (60%) | Worst (90%)

Macro

evaluation

Translation produced by Google Translate and Progeviri were both given
the same intelligibility and fidelity ratings. However, Google Translate
was ranked better than Progeviri. Sametran was given the lowest scores in

all three tests.

Micro

evaluation

Google Translate made a word selection error for “storied”, and it made an
error in verb inflection for “made” which was translated as passive instead
of past tense. In addition, the word selection for “striking” is wrong
Progeviri made a verb inflection error and a word selection error for
“striking”, in addition there is a word selection error in translating
“uncompromising”. The noun inflections of “hotel”, “past”, “future” and
“legendary” are also wrong. The pronoun “its” was inflected incorrectly.
The sentence needs to be rearranged.

Sametran made the same word selection for “uncompromising”.
“Striking” and “legend” were not translated with a proper word. There is a
category error in translating “past”, it was mistaken as preposition instead
of noun. In addition, there is an arrangement problem in the sentence. The
inflections of the verbs “striking” and “returned” are also wrong. There

are also a conjunction error and a preposition error in the sentence.

No.

Original Google Translate | Progeviri Sametran

Plaza oteline bir
$450 milyon

Bir 450.000.000 $ | Plaza otelinin,
102 takimini

Following a

$450 million | yenileme

renovation
The Plaza
Hotel offers
282

distinctive

sonrasinda Plaza
Hotel 102 suit
olmak iizere 282
kendine 6zgii

konuk odalar1

kapsayarak, 282
Ozgilin misafir
odasini sunar, bir

450 milyon $

tamirini izleyerek.

yenilestirmesini
izlemek, 102
paketi icermek,
karakteristik

guestrooms
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guestrooms, sunmaktadir. 282'yi Onerir.
including 102
suites.
Intelligibility Non-Native Disfluent (55%) Incomprehensibl
(30%) e (60%)
Fidelity Most (45%) None (45%) None (65%)
Rank Best (95%) Moderate (70%) | Worst (70%)
Macro Translation produced by Google Translate received higher points in all
evaluation three tests.
Sametran was ranked the worst again, and it also received the lowest
points for other tests.
Micro The sentence was best translated by Google. There is only an adjective
evaluation inflection error for “$”
Proceviri made two word selection errors in translating “suites” and
“following”, and the sentence needs to be rearranged. The noun inflection
of “renovation” and “guestroom” are also wrong.
Sametran failed to recognize “guestrooms”, in addition to three word
selection errors in translating “suites”, “following” and “offers”. The verb
inflection of “following” is not correct. In addition, the adjective “282”
was mistaken as noun.
No. Original Google Translate | Progeviri Sametran
4 From the Kusursuz beyaz Gorkemli Kusursuz beyaz
sumptuous eldiven hizmeti decordan eldiven servisine

decor to the
impeccable
white glove
service, The
Plaza Hotel

returned to

gborkemli dekor,
Plaza Hotel, New
York'un en {inlii
adreste silinmez
anilar olusturmak

icin dondii.

kusursuz beyaz
eldiven
hizmetine, plaza
oteli New
York'un en

bilinen adresinde

masrafli

dekordan, Plaza

oteli Yeni
York'un en ¢ok
kutlanan

adresinde
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create ¢tkmaz anilar1 silinmez
indelible olusturmak igin bellekleri
memories at dondii. olusturmaya
New York's dondiirdii.
most
celebrated
address.
Intelligibility Disfluent (45%) Non-Native Disfluent (35%)
(30%)
Fidelity Much (40%) Most (45%) None (45%)
Rank Moderate (75%) | Best (70%) Worst (95%)
Macro Progeviri was ranked the best. Sametran was again given the lowest points
evaluation for all tests.
Micro Google Translate made two preposition mistakes in this sentence. In
evaluation addition, there is a noun inflection error in “address”.
In the translation produced by Progeviri, there is one word selection error
in translating “indelible”. The noun inflection of “memories” was also
wrong.
Sametran failed to recognize the proper name “New York”. The word
selections of “celebrated”, “sumptuous” and “memories” are wrong. In
addition, the preposition is not translated correctly. The verb inflection of
“returned” is also wrong.
No. Original Google Translate | Progeviri Sametran
5 While Gelenekler gibi Gorenekler Gelenekler
traditions Beaux Arts dekor | kalirken, mesela | kalirken 6zen
remain, such | zengin ihtisam ve | beaus sanatlarinin | gosterilmis

as the opulent
grandeur of

the Beaux

muhtesem bir
ambiyans olarak,

devam ederken

zengin azameti
efsanevi mese

odasi1 ve mese

aydinlatma ve
egzotik yesilligi,

havuzlari




Arts decor
and the
superb
ambience of
the legendary
Oak Room
and Oak Bar,
exciting new
offerings at
The Plaza
Hotel New
York include
the elegant
Champagne
Bar and
stylish Rose
Club, as well
as an interior
Tranquility
Garden with
reflecting
pools,
elaborate

lighting and

exotic foliage.

efsanevi Oak
Room ve Mese
Bar, Plaza Hotel
New York'ta
heyecan verici
yeni teklifleri, sik
Champagne Bar
ve sik Giil
Kuliibii, yani sira
igerir yansitici
havuzlari,
ayrintili
aydmlatma ve
egzotik bitki
Ortiisii ile i¢

Huzur Bahgesi.

barinin decor ve
sahane ortamu,
plaza oteli New
York'ta yeni
teklifleri
heyecanlandirmak
zarif sampanya
bar1 ve sik giil
kuliibiinii icerir, i¢
bir stikunet
bahgesine ek
olarak havuzlar1
yansitmakla,
ayrintili
aydinlatma ve

egzotik yapraklar.
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yansitmak ile bir
i¢c Sakinlik
Bahge'si kadar
iyi, sik giil rengi
Kuliip ve zarif
Sampanya Bar"
Plaza otel Yeni
York Ekle'sinde
yeni teklifler
heyecan-verici,
efsanevi Mese
Oda's1 ve Mese
Bar'mimn
muhtesem
ambiyansi ve
Beaux Sanat'lar
dekorunun
zengin ihtisami

gibi.

Intelligibility Incomprehensible | Incomprehensible | Incomprehensibl
(55%) (50%) e (70%)

Fidelity None (45%) Little (40%) None (65%)

Rank Moderate (40%) | Best (40%) Worst (50%)
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Macro This long sentence, which abounds in adjectives and conjunctions,

evaluation received very low scores. None of the translations was comprehensible,
and the fidelity ratings were also very low. Progeviri received a higher
fidelity rating and it was ranked the best among three translations.
Sametran was again given the lowest points.

Micro The long sentence created a lot of problems for machine translation

evaluation programs.
Google Translate made an arrangement error. In addition, translation
contains five incorrectly inflected nouns; “grandeur”, “ambience”,
“decor”, “Club” and “Garden”.
Progeviri made two category errors in translating “exciting” and
“reflecting”, in addition to conjunction and arrangement errors. The word
selection for “traditions” is also wrong. There is also an article error.
Sametran also had arrangement and conjunction errors. It was unable to
recognize “New York” as proper name. In addition, Sametran made a
category error in “include”, mistaking it for noun. The inflection and
category of “reflecting” are also wrong.

No. Original Google Translate | Progeviri Sametran

6 Old world Eski diinya liiks Eski Diinya liikksii | Eski Diinya liiks
luxury and ve zerafet ve zarafet ve zarafet, oda
elegance are | diiiinceli bir tamamlanir, en ortamint
complemente | sekilde misafirler | son teknolojinin | 6zellestirmek
d by discreet | yiiksek ihtiyatli i¢in ve bir
placement of | ¢Oziiniirlikli yerlestirmesi ile dokunma panel
the latest televizyon, dikkatle ekran1 her room
technology kablosuz yiiksek | konuklara getiren konuklar
thoughtfully | hizda internet yiiksek-tanim yiiksek-tanim

integrated

throughout

erisimi ve bir

dokunmatik panel

televizyonunu

getiren her oda

televizyonu,

kablosuzu




each room
bringing
guests high-
definition
television,
wireless high-
speed internet
access, and a
touch panel
screen to
customize the
room

environment.

ekran oda ortami1
Ozellestirmek igin
getiren her odada
boyunca entegre
son teknoloji gizli
yerlestirme ile
tamamlanmaktadi

r.

boyunca
biitiinlestirdi,
kablosuz yiiksek
hizl1 internet
erigimi ve oda
gevresini
Ozellestirmek icin
bir temas panel

ekrani.
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boyunca
diistinceli
biitlinlesmis en
son teknolojinin
agz1 siki
yerlestirmesi
tarafindan, son
surat Internet
erisimi

tamamlanir.

Intelligibility Incomprehensible | Incomprehensible | Incomprehensibl
(35%) (55%) e (60%)
Fidelity Little (45%) Little (70%) None (40%)
Rank Best (75%) Moderate (50%) | Worst (45%)
Macro Again, all translations of this long sentence received the lowest
evaluation intelligibility points. Translations produced by Google Translate and
Progeviri were given the same fidelity rating, but Google Translate was
ranked higher than Progeviri.
Micro Google Translate had three noun inflection errors; “elegance”, “guests”,
evaluation and “environment”. There is an unnecessary preposition “in”. In addition,

the sentence needs a rearrangement.

Progeviri had also a noun inflection error in translating “elegance” and a
verb inflection error in translating “integrated”. The word selection for
“environment” is another error. The sentence needs to be rearranged.
Sametran failed to recognize the word “room”, and there are two word

selection errors in; “discreet”, and “wireless”. In addition, the noun
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inflections of “elegance” and “guests” are wrong.

No. Original Google Translate | Progeviri Sametran
7 Amenities at | Plaza Hotel'de Plaza otelinde Diinya-simif
The Plaza tesisinde Caudalie | konforlar plazada | Plaza otel
hotel include | Vinotherapie Spa | diinya ¢apinda Ekle'sinde
the world- ve Warren diikkanlar, iyi giizellikler, bir
class Shops at | Tricomi Salon yiyecegin 6zel Caudalie
The Plaza, dahil olmak tizere | butikler ve Vinotherapie
featuring Ozel butikler ve tedarikgilerine yer | Kaplica'si ve
exclusive kaliteli gida vermek kapsar, Tavsani ¢cok
boutiques and | saticilar1 sunan bir Caudalie olan yer Tricomi
purveyors of | Plaza'da diinya Vinotherapie Salon'unu igeren
fine food, as | standartlarinda kaplicas1 ve kuyuluk
well as health | Diikkanlari, yant | tavsan kolonisi olanaklar1 ve
and wellness | sira saglik ve Tricomi salonunu | saglik kadar iyi,
facilities saglikli yasam kapsiyor olan giizel yemenin
including a olanaklar1 saglik ve iyilik 6zel kullanim
Caudalie bulunmaktadir. tesislerine ek butikler ve erzak
Vinotherapie olarak. miiteahhidlerini
Spa and belirtmek,
Warren Plaza'da
Tricomi aligveris yapar.
Salon.
Intelligibility Non-Native Disfluent (45%) Incomprehensibl
(30%) e (65%)
Fidelity Most (35%) None (40%) None (65%)
Rank Best (95%) Moderate (55%) | Worst (70%)
Macro Translation produced by Google Translate received high points in terms of
evaluation intelligibility and fidelity. Most of the annotators ranked it best.
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Progeviri and Sametran received the same fidelity ratings, however, as

Sametran’s intelligibility rating was the lowest, it was ranked the worst.

Micro

evaluation

The long sentence abounding in conjunctions couldn’t be translated
correctly by any of the machine translation programs.

The best of three, translation produced by Google Translate, needs a
rearrangement due to the errors in conjunction translation.

Progeviri failed to recognize proper name “Warren Tricomi”. In addition,
there are two verb inflection errors in translating “featuring” and
“including”. There is a conjunction error, which resulted in an
arrangement error.

Sametran also failed to recognize proper name “Warren Tricomi”. In
addition, there is a category error in “include”, it was translated as noun
instead of verb. Another category error occurred in translating “shops”,
which was rendered as a verb instead of noun. Furthermore, the word
“wellness”, which is not in the dictionary of Sametran, was translated
literally as “kuyuluk”, which can be regarded as a not-recognized word

error. The word selections for “amenities”, “purveyors”, “featuring”, and

“food” are wrong. The sentence needs a rearrangement.

No.

Original Google Translate | Progeviri Sametran

As part of the
lobby to roof
renovation,
the opulent
Grand
Ballroom and
Terrace Room
have been
restored to

their original

Cat1 yenileme
lobi parcasi
olarak, zengin
Biiyiik Balo
Salonu ve Teras
Odasi orijinal
ihtisamina restore

edilmis.

Cat1 tamirine
lobinin pargasinin
oldugu gibi,
zengin bliylik
balo salonu ve
teras odasi onlarin
orijinal azametine
eski haline

getirildi.

Yenilestirmeyi
ustiini
kaplamak i¢in
bekleme
odasmin bolimi
olarak, zengin
Bin Balo salonu
ve Teras Oda's1
orijinal

ithtisamlarmi1




grandeur.
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geri getirildiler.

Intelligibility Non-Native Non-Native Incomprehensibl
(30%) (30%) e (55%)
Fidelity Most (35%) Little (40%) None (50%)
Rank Best (60%) Moderate (60%) | Worst (75%)
Macro Translation produced by Google Translate received high points, it was
evaluation ranked the best.
Sametran’s translation again received the lowest points in all three tests.
Micro The “lobby to roof renovation” phrase was not translated accurately by
evaluation any of the machine translation programs.
Progeviri had a word selection error in translating “as”.
Sametran made two word selection errors in translating “Grand” and
“roof”. “Roof” was rendered as a verb, thus scoring a category error.
There is also a noun infection error in translating “grandeur”, which is the
result of the absence of the preposition “to”.
No. Original Google Translate | Progeviri Sametran
9 Lavish social | Comert, sosyal ve | Bol sosyal ve is Bol sohbetli

and business
events will
continue to be
held in these
historic
landmarks,
which are at
the heart of
The Plaza
Hotel's
legacy.

is etkinlikleri
Plaza Hotel'in
mirasinin kalbi
olan bu tarihi
yerlerde,
diizenlenecek

devam edecektir.

olaylar1 plaza

otelinin mirasmin

kalbinde olan bu
tarihi doniim

noktalarinda

yapilmaya devam

edecek.

toplantis ve is
olaylari, Plaza
otelin eskisinin
kalbinde olan,
bu tarihi doniim
noktalarinda
tutulacak devam

edecek.
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Intelligibility Disfluent (35%) | Good (25%) Incomprehensibl
e (40%)
Fidelity Much (45%) Most (30%) Little (40%)
Rank Moderate (45%) | Best (70%) Worst (70%)
Macro Progeviri’s translation received high points in intelligibility and fidelity,
evaluation and it was ranked the best among three.
Translation produced by Sametran received lowest point for intelligibility,
and it was again ranked the worst.
Micro Google Translate made an error in attributing the conjunction “and”. In
evaluation addition, it has a verb inflection error in translating “will continue to be

selection errors in “lavish” and “events”.

“historic”, “lavish” and “events” are wrong.

The sentence was best translated by Progeviri. There are only two word

Sametran also made a verb inflection error as well as a word selection

error for “will continue to be held”. In addition, the word selections for

Table 9: The macro evaluation of each machine translation program for appeal-focused text

type.

Below is presented the table which contains the times a sentence was ranked the best, worst

or moderate, the intelligibility and fidelity ratings:

Google Translate | Progeviri Sametran
Ranking
# Best 6 3 0
# Moderate 3 6 0
# Worst 0 0 9
Intelligibility
Flawless 0 0 0
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Good 1 2 0
Non-Native 3 2 0
Disfluent 3 3 1
Incomprehensible 2 2 8
Fidelity

All 1 0 0
Most 3 3 0
Much 2 0 0
Little 2 4 1
None 1 2 8

Table 10: The macro evaluation of each machine translation program for appeal-focused
text type.

Appeal-focused text, which was exemplified with an online hotel advertisement, was
generally best translated by Google Translate. Out of 9 sentences, 6 sentences produced by
Google Translate and 3 sentences produced by Progeviri were ranked the best. 3 sentences
produced by Google Translate and 6 sentences produced by Progeviri were ranked as

moderate. All of the sentences translated by Sametran were ranked the worst.

None of the sentences in the appeal-focused text was given the highest intellibility rating.
Only 1 sentence by Google Translate and 2 sentences by Progeviri were rated as “good”. 3
sentences by Google Translate and 2 sentences by Progeviri were rated as “non-native”. 3
sentences by Google Translate and Progeviri and 1 sentence by Sametran were rated as
“disfluent”. 8 sentences produced by Sametran were given the lowest inteligilibity rating.

This rating was also given to 2 sentences produced by Google Translate and Progeviri.

In terms of fidelity, 1 sentence produced by Google Translate was given the highest rating
“all”. 3 sentences produced by Google Translate and Progeviri were rated as “most”. 2
sentences translated by Google Translate was rated as “much”. 2 sentences by Google

Translate, 4 sentences by Progeviri and 1 sentence by Sametran were rated as “little”. The
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lowest fidelity rating ‘“none” was given to 8 sentences by Sametran, 2 sentences by

Progeviri and 1 sentence by Google Translate.

The performance of each machine translation program for micro evaluation (grammatical

error analysis) can be seen in the below table:

Error Category

Google Translate

Proceviri

Sametran

Spelling

Not-found Word

Capitalization

Elision

Verb inflection

Noun inflection

Other inflection

Rearrangement

Category

Pronoun

Article

Preposition

Negative

Conjunction

Agreement

Clause boundary

O O N O | | | N O O 0o ) O O +—| O

Ol O N O &~ O O O W N N O O o o o

Word Selection

(BN
o

N
[

Expression

O| k| O O N O df O O O & & N W O O ol o

(@)

o

Total

N
(6]

w
(6]

(@]
&

Table 11: The micro evaluation of each machine translation program for appeal-focused

text type.
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Micro evaluation results have many parallels to the macro evaluation results.

Google Translate made the least errors, and most of which were inflection errors. Apart

from these, conjunction and preposition errors were dominant.

Progeviri made 35 errors. Dictionary-related errors were in majority; while there were also

inflection errors.

Sametran made 54 errors, 36 of these errors stemmed from its dictionary. There were 9
category errors, and 9 inflection errors.

Appeal-focused text type, which was exemplified with an online hotel advertisement, has
been translated very differently by different machine translation programs. In the next
section, the performances of MT programs for audio-medial text type, which is exemplified

with subtitles, are discussed.

6.4. AUDIO-MEDIAL TEXT TYPE

For audio-medial text type, an extract from the subtitles of “The Big Bang Theory” Season
8 Episode 1 is chosen. The extract consists of 28 sentences and 259 words. Subtitles

include proper names, colloquial language, and idiomatic expressions.

The season premier starts with a scene where two charachers, Leonard and Penny, see off
Sheldon in a terminal, who decides to leave his friends and life after he witnesses lots of
changes in a short time. In the second scene, Sheldon, without any pants, asks people for

help by explaining his situation.

The macroevalution and micro evaluation of outputs of machine translation programs for

each sentence are presented below:

No. Original Google Translate | Progeviri Sametran

1 We were Senin hakkinda Biz senin Biz, senin
worried endiseli. hakkinda hakkinda
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about you. endiseliydik. endiselenildik.
Intelligibility Incomprehensible | Good (55%) Disfluent (35%)
(35%)
Fidelity Little (45%) All (50%) None (35%)
Rank Moderate (70%) | Best (100%) Worst (75%)
Macro All of the annotators ranked the translation produced by Progeviri as best
evaluation of them. The translation produced by Google Translate was ranked as
moderate, as its intelligibility rating was the lowest. Sametran’s translation
ranked the worst, and it was rated with the lowest fidelity point.
Micro The sentence was best translated by Progeviri.
evaluation Google Translate made a verb inflection error, which resulted in an
agreement error.
Sametran also made the same verb inflection error, thus also scoring an
agreement error.
No. Original Google Proceviri Sametran
Translate
2 Don't be Melodramatik Heyecan verici Asir1 duygusal
melodramatic | olmayn. olma. olmayiniz.
Intelligibility Flawless (45%) | Non-Native Flawless (50%)
(30%)
Fidelity Most (45%) None (60%) Most (42%)
Rank Moderate (35%) | Worst (80%) Best (50%)
Macro Translations produced by Google Translate and Sametran were both given
evaluation the same intelligibility and fidelity ratings. However, Sametran was
ranked the best. Translation produced by Progeviri was given the lowest
fidelity point and it was ranked the worst.
Micro The sentence was translated accurately by both Google Translate and

evaluation

Sametran.




133

Progeviri made a word selection error.

No. Original Google Proceviri Sametran

3 I'm just Ben sadece bir Ben sadece bir Simdi ben, bir
getting ona | trene biniyor ve trene biniyorum treniyorum ve
train and sonsuza kadar ve sonsuza dek sonsuza dek
leaving gidiyorum. terk ediyorum. birakiyorum.
forever.

Intelligibility Good (30%) Non-Native Incomprehensible

(35%) (65%)

Fidelity Most (35%) Much (30%) None (55%)

Rank Moderate (50%) | Best (65%) Worst (95%)

Macro Translation produced by Sametran was given the lowest points and it was

evaluation ranked the worst by the majority of annotators. Google Translate’s
translation was given higher ratings in terms of intelligibility and fidelity
than Progeviri’s translation. However, Progeviri was ranked the best
among three translations.

Micro The sentence was accurately translated by both Google Translate and

evaluation Progeviri.
Sametran made a category error and werb inflection error in translating
“getting on a train”

No. Original Google Translate | Progeviri Sametran

4 So a few Yani bir ka¢ sey | Yani birkag sey Oyleyse az sey
things don't | yolunuzu gitmez. | senin yoluna yolunuza
go your Ve en iyi kararm | gitmez. Ve senin | gitmezler.
way. And bir serseri gibi en iyi kararin bir | Parmakliklara
your best raylar siirmektir ? | aylak gibi raylar1 | binmek igin en iyi
decision is stirmektir? kararin ve, bir
to ride the aylaktan
rails like a hoslantyor?
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hobo?
Intelligibility Incomprehensible | Disfluent (35%) Incomprehensible
(50%) (75%)
Fidelity None (45%) None (30%) None (80%)
Rank Best (45%) Moderate (50%) | Worst (100%)
Macro The translations of this sentence were given the lowest fidelity ratings.
evaluation Google Translate’s and Sametran’s translations were also given the lowest
intelligibility ratings. Although Progeviri received a higher intelligibility
result than Google Translate, Google Translate was ranked the best while
Progeviri was ranked as moderate.
Micro The sentence created many problems for machine translation programs.
evaluation Google Translate made an expression selection error for “your way”. In
addition, it translated the expression “ride the rails” literally, thus scoring
another expression selection error.
Progeviri made the same expression selection errors.
Apart from above expression selection errors, Sametran made another
error in translating “like”, thus scoring a word selection error.
No. Original Google Proceviri Sametran
Translate
5 Leonard, I am | Leonard, ben Leonard, ben Leonard, ben alt
overwhelmd. | bunalmisimdir . | ezileniz. edilirim.
Intelligibility Non-Native Incomprehensible | Non-Native
(55%) (65%) (35%)
Fidelity Most (35%) None (70%) None (65%)
Rank Best (80%) Worst (85%) Moderate (60%)
Macro The translation produced by Google Translate was ranked the best by the
evaluation most of the annotators.
Micro The sentence was best translated by Google Translate. It made only a verb

evaluation

inflection error.




135

Progeviri made a verb inflection and a concomitant agreement error.

Sametran made a word selection error.

No. Original Google Translate | Progeviri Sametran

6 Everything | Her sey degisiyor, | Her sey Her sey,
is changing, | ve sadece ¢ok degistiriyor ve 0 | degistiriyor ve
and it is fazla. basit¢e ¢ok ¢ok yalin sekilde
simply too fazladir. 0.
much.

Intelligibility Disfluent (40%) Disfluent (40%) Incomprehensible

(80%)

Fidelity Much (31%) None (35%) None (75%)

Rank Best (80%) Moderate (90%) | Worst (100%)

Macro Translation produced by Sametran was ranked the worst by all of the

evaluation annotators. It also received the lowest intelligibility and fidelity rating.
Google Translate’s and Progeviri’s translations were given the same
intelligibility ratings. As Google Translate’s translation was found more
faithful, it was ranked the best.

Micro Google Translate has an absent pronoun.

evaluation Progeviri made a verb inflection error.
Translation produced by Sametran needs a rearrangement.

No. Original Google Translate | Progeviri Sametran

7 | need to get | Ben uzaklasmak | Ben uzaklagsmak | Ben, deplasman
away and ve diisiinmek ve diistinmeye ve diistinmeyi
think. gerekir. ihtiyag duyarim. | almaya ihtiyag

duyarim.
Intelligibility Disfluent (55%) Non-Native Incomprehensible
(35%) (70%)
Fidelity Little (45%) Most (40%) None (78%)
Rank Moderate (95%) | Best (100%) Worst (95%)
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Macro Translation produced by Progeviri was ranked the best by all of the

evaluation annotators. Most of the annotators ranked Google Translate as moderate
and Sametran as worst. Sametran also received the lowest ratings.

Micro Google Translate made an agreement error.

evaluation Progeviri made a conjunction error, which resulted in a verb inflection
error.
Sametran made an expression selection error, not recognizing “get away”
as a phrasal verb. In addition, there is a conjunction error.

No. Original Google Translate | Progeviri Sametran

8 Sheldon... Sheldon ... Sheldon... Sheldon...

9 Yes? Evet? Evet? Evet?

Macro These sentences were excluded from macro evaluation as they were

evaluation translated identically by MT programs.

Micro Each program recognized the proper name successfully.

evaluation

No. Original Google Translate | Progeviri Sametran

10 I am gonna | Seni ben seni Ben seni Ben, siz gonna
miss you. Ozlerim. Ozleyecegim. bayanlariyim.

Intelligibility Non-Native Flawless (70%) Incomprehensible

(45%) (90%)

Fidelity Much (30%) All (90%) None (95%)

Rank Moderate (95%) | Best (100%) Worst (100%)

Macro All of the annotators ranked Progeviri as best and Sametran as worst.

evaluation Translation produced by Progeviri received highest ratings.

Micro The sentence was best translated by Progeviri.

evaluation Google Translate made pronoun error.

Sametran has a non recognized word “gonna”, which resulted in a
category error for “miss”. The result of these errors is a verb inflection

error.
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No. Original Google Translate | Progeviri Sametran
11 Of course Sen tabii ki . Sen tabiisin. Kursunsun.
you are.
Intelligibility Flawless (35%) Incomprehensible | Incomprehensible
(55%) (95%)
Fidelity Little (55%) Most (30%) None (95%)
Rank Best (100%) Moderate (85%) | Worst (100%)
Macro The sentence, which contains an ellipsis to the previous sentence, was best
evaluation translated by Google Translate and worst translated by Sametran.
Micro The inability of machine translation programs to recognize ellipsis
evaluation between current and previous sentence resulted in failure to translate this
short sentence. Google Translate and Progeviri made verb inflection error,
while Sametran made an expression selection error, failing to recognize
“of course” as an expression.
No. Original Google Translate | Progeviri Sametran
12 You just Sadece kolay Sen sadece onu Sen simdi, o daha
made that yaptin. daha kolay yaptin. | kolay yaptin.
easier.
Intelligibility Disfluent (40%) Good (25%) Disfluent (50%)
Fidelity Little (55%) Most (30%) None (50%)
Rank Moderate (75%) | Best (85%) Worst (80%)
Macro Progeviri’s translation was ranked the best. Translations produced by
evaluation Google Translate and Sametran received the same intelligibility rating, but
as Sametran received the lowest fidelity rating, it was rated worst.
Micro The sentence was translated best by Progeviri.
evaluation Google Translate made an error in inflecting the adverb and there is an
absent pronoun.
Sametran has made a pronoun mistake as well as a noun inflection error.
No. Original Google Translate | Progeviri Sametran
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13 Excuse me. | Afedersiniz. Beni mazur gor. Beni bagislaym.
Intelligibility Flawless (85%) Flawless (55%) Flawless (65%)
Fidelity All (70%) All (60%) All (55%)
Rank Best (100%) Moderate (40%) | Moderate (40%)
Worst (35%) Worst (35%)
Macro This short sentence received the highest ratings in terms of intellibility and
evaluation fidelity. All annotators chose Google Translate’s translation as best among
the three. Progeviri and Sametran were both ranked as moderate and
worst.
Micro The sentence was translated accurately by all programs.
evaluation
No. Original Google Translate | Progeviri Sametran
14 Is it at all Eger bir pantolon | O senin bir Bir ¢ift pantolonu
possible that | 6rme oldugunu pantolonu oriiyor | driiyor oldugun o
you are tim miimkiin mii? | oldugun miimkiin | biitiin olasida
knitting a herhangi bir midir?
pair of sekilde mi?
pants?
Intelligibility Incomprehensible | Disfluent (50%) Disfluent (55%)
(60%)
Fidelity None (65%) None (45%) Little (45%)
Rank Worst (65%) Moderate (40%) | Best (40%)
Macro Translation produced by Google Translate received the lowest ratings.
evaluation Progeviri’s and Sametran’s translation were given the same intelligibility
ratings, but as Sametran was perceived as more faithful, it was ranked the
best.
Micro Progeviri made a noun inflection error for “pants” and the sentence needs
evaluation to be rearranged.

Google Translate made an expression selection error for “at all”. In
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addition, the sentence needs to be rearranged.

Sametran made a preposition error, attributing “at” to “possible”. In

addition, the sentence needs to be rearranged.

No. Original Google Translate | Progeviri Sametran
15 Oh, well, Oh, hayir, sen Oh, sey, hayrr, Oyle mi? ,iyi,
no, you are | anlasilir korkmus | sen anlasilir yok, anlasilir
understanda | durumdasin. sekilde dehsete sekilde sen
bly terrified. diismiissiin. korkutulursun.
Intelligibility Disfluent (40%) | Good (35%) Incomprehensible
(63%)
Fidelity Little (35%) All (40%) None (80%)
Rank Moderate (90%) | Best (90%) Worst (100%)
Macro Translation produced by Sametran was again given the lowest ratings. All
evaluation annotators ranked its translation worst.
Micro The sentence was best translated by Progeviri.
evaluation Google Translate made a mistake in inflecting the adverb
“understandably”.
Sametran made a word selection error for interjection “well”. In addition,
it failed to recognize the expression “be terrified”, translating it as passive
voice, which can be regarded as a verb inflection error.
No. Original Google Translate | Progeviri Sametran
16 But, you Ama, sen Ama, sen Fakat, sen
know, allow | biliyorsun, ben biliyorsun, bilirsin, bana
me to aciklamak i¢in a¢iklamam i¢in aciklamak i¢in
explain. izin verir. bana izin ver. miisaade ediniz.
Intelligibility Disfluent (55%) Good (40%) Good (45%)
Fidelity Little (45%) All (35%) Most (35%)
Rank Worst (90%) Best (75%) Moderate (60%)
Macro Translation produced by Google Translate was ranked the worst.
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evaluation Progeviri’s and Sametran’s translation were given the same intelligibility
ratings, however, as Progeviri was given the highest fidelity ratings, it was
ranked the best among three translations.

Micro The expression “you know” was literally translated by all of the programs,

evaluation which can be regarded as an expression selection error.
Google Translate made a pronoun error as well as a verb inflection error,
which resulted in an agreement error.
Sametran made a verb inflection error for “explain”.

No. Original Google Translate | Progeviri Sametran

17 45 days ago, | 45 giin 6nce, um, | 45 giin 6nce, um, | 45 giin 6nce, um,
um, | ben bir iyilesme ben bir iyilesme ben iyilestirmenin
embarked demiryolu demiryolu bir demiryolu
onarailroad | yolculuguna seyahatine seyahatinde
journey of basladi. giristik. yiikledim.
healing.

Intelligibility Disfluent (45%) Disfluent (40%) Incomprehensible

(75%)

Fidelity Little (35%) None (50%) None (70%)

Rank Best (45%) Moderate (60%) | Worst (85%)

Macro Translations of this sentence received very low ratings. Sametran was

evaluation given the lowest ratings in all three tests.

Micro None of the machine translation programs could translate the sentence

evaluation accurately.
Google Translate made a verb inflection error for “embarked”, and a
concomitant agreement error.
Progeviri made also the same verb inflection and agreement error.
Sametran made a noun inflection error for “healing”, in addition to
expression selection error for “embark on”, and a preposition error.

No. Original Google Translate | Progeviri Sametran
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18 Because my | Benim iiniversite | Benim Clinki
university yapma Ciinkii tiniversitem sicim | tiniversitem
was making | bana sicim teorisini yapmam | teoriyi gerdigini
me do string | teorisini yapmak, | i¢in beni yapiyor | yaptigini beni
theory, and | ve benimen oldugu i¢in ve yapiyordu, ve
my favorite | sevdigim ¢izgi benim favori ¢izgi | favori komik
comic book | roman magaza roman depomun | kitap¢imdan
store burned | yandi. yanip kiil oldugu | asagisinda yazdi.
down. igin.

Intelligibility Disfluent (50%) Incomprehensible | Incomprehensible

(45%) (75%)

Fidelity None (50%) Little (45%) None (80%)

Rank Moderate (45%) | Best (50%) Worst (85%)

Macro Although Progeviri received a worse intelligibility rating than Google

evaluation Translate, it was ranked the best among three as it was rated higher in
terms of fidelity. Sametran was again given the lowest points in each test.

Micro The machine translation programs couldn’t translate the expression

evaluation “making me do”, which can be regarded as expression selection error.
Google Translate made a noun inflection error for “store”.
Progeviri failed to inflect the verb “burned down”.
Sametran made three expression selection errors for “string theory”,
“comic books store” and “burned down”. It has also a preposition error,
not recognizing “down” as a part of phrasal verb “burned down”.

No. Original Google Translate | Progeviri Sametran

19 And when Oda arkadasim Ve benim oda Ve roommatemin,
my nisanlandi zaman, | arkadasimin nisanl aldiginda,
roommate benim kiz nisanlandig1 kiz arkadasim
got engaged, | arkadasim bir zaman, benim kiz | benim gormek

my

manevra sadece

arkadasim benle

icin simdi bir
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girlfriend benim, iyi, benim | ayni eve manevra siiphe
wanted to dil bahane taginmayi olmayant,
move in gormek icin hi¢ istiyordu ki bu benimlede hareket
with me, sliphesiz benim, sadece gormek etmeyi istedi, iyi,
which was ama benim mayo | igin siiphesiz bir | fakat yikama
no doubta | pargalariile hileydi benim, iyi, | dilek boliimlerim
ploy justto | tasimak istedi. mazeret benim dilimi bagiglaymn.
see my, lisanim ama
well, excuse benim mayo
my kisimlarim.
language,
but my
bathing suit
parts.
Intelligibility Incomprehensible | Disfluent (40%) Incomprehensible
(75%) (40%)
Fidelity None (80%) Little (55%) None (80%)
Rank Moderate (50%) | Best (50%) Worst (60%)
Macro Google Translate and Sametran were both given the same intelligibility
evaluation and fidelity ratings, but Google Translate was ranked as moderate and
Sametran was again ranked the worst among three.
Micro The long sentence, with an embedded sentence, created lots of problems
evaluation for machine translation programs.

Google Translate made a verb inflection error for “got engaged”. In
addition, the expression selections for “excuse my language” and “move
in with” are wrong. There is a noun inflection error in “parts”. The
sentence needs to be rearranged.

Progeviri also made the same expression selection error for “excuse my

language”. There are two noun inflection errors in “roommate” and
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“parts”. The sentence needs to be rearranged.

Sametran has an untranslated word “roommate”. It made two expression

selection errors “got engaged” and “move in with”. Word selection for

adverb “just” is also wrong. In addition, there is a preposition error in

“with me”. The sentence needs to be rearranged.

No. Original Google Translate | Progeviri Sametran

20 Uh, sir, may | Ah, efendim, ben | Uh, efendim, ben | Uh s6r?,
| use your senin telefonunu | senin telefonunu | telefonunu
phone? kullanabilir kullanabilir kullanabilirsin?

miyim? miyim?
Intelligibility Non-Native Good (40%) Incomprehensible
(40%) (73%)

Fidelity All (35%) Most (40%) None (90%)

Rank Best (85%) Moderate (80%) | Worst (100%)

Macro Sametran received the lowest points in all three tests. In addition, while

evaluation Progeviri was given a better intelligibility rating then Google Translate,
Google Translate was ranked the best.

Micro The sentence was accurately translated by both Google Translate and

evaluation Progeviri. Sametran made a subject-verb agreement error as well as word
selection error in translating “sir”.

No. Original Google Translate | Progeviri Sametran

21 | don't think | Ben oyle Ben Ben, dyleyseyi
S0. diisiinmiiyorum. diisiinmiiyorum diistinmem.

yani.
Intelligibility Flawless (75%) Non-Native Incomprehensible
(35%) (65%)

Fidelity All (70%) None (50%) None (90%)

Rank Best (100%) Moderate (85%) | Worst (90%)

Macro The sentence was best translated by Google Translate, it received the
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evaluation highest ratings in all three tests. Sametran was again given the lowest
points.

Micro The expression “I don’t think so” was translated literally by machine

evaluation translation programs, thus each scored another expression selection error.

No. Original Google Translate | Progeviri Sametran

22 Yeah, well, | Evet, ben yar1 Evet, sey, ben Evet, iyi, ben yar1
| understand | ¢iplak oldugumu | benim kismen ispatsiz oldugumu
that I'm half | anliyorum, ama ciplak oldugumu | anlarim, fakat bir
naked, but makul bir anliyorum ama makul izah vardur.
there is a aciklamasi var. makul bir
reasonable aciklama vardir.
explanation.

Intelligibility Good (40%) Non-Native Incomprehensible

(40%) (50%)

Fidelity Most (35%) Most (45%) None (60%)

Rank Best (75%) Moderate (80%) | Worst (95%)

Macro Translations produced by Google Translate and Progeviri received the

evaluation same fidelity ratings. Google Translate was ranked the best as its
intelligibility rating was higher than Progeviri’s.

Micro The sentence was best translated by Google Translate.

evaluation Progeviri made a noun inflection error in “explanation”.
Sametran made a word selection error for “naked”. In addition, it made the
same noun inflection as Progeviri.

No. Original Google Translate | Progeviri Sametran

23 While | Benim uyuyan Ben benim Uykucu arabamda
slept inmy | arabada yattim uyuyan Kisi uyuyurken biitiin
sleeper car, | iken, tim vagonumda iyeliklerim,
all my esyalarmi ¢alindi. | uyurken, benim ¢alind1.

possessions

biitiin mallarim
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were stolen. ¢alind1.
Intelligibility Incomprehensible | Non-Native Incomprehensible
(40%) (35%) (60%)
Fidelity Little (35%) Little (40%) None (70%)
Rank Moderate (50%) | Best (57%) Worst (90%)
Macro The sentence was best translated by Progeviri. Google Translate was
evaluation ranked as moderate thanks to its higher fidelity rating.
Micro The “sleeper car” was not translated accurately by machine translation
evaluation programs, which can be regarded as expression selection error.
Apart from this error, Google Translate made a verb inflection error for
“slept”. In addition, the noun inflection for “possessions” is wrong.
Progeviri has an unnecessary pronoun.
Sametran also made a word selection error in translating “possessions”. In
addition, the verb inflection for “slept” is wrong.
No. Original Google Translate | Progeviri Sametran
24 Now, Simdi, tipik, ben | Simdi, tipik Simdi, tipik
typically, 1 pijama giyer, ama | olarak, ben olarak, ben,
wear son zamanlarda pijamay1 giyerim | pajamasi giyerim
pajamas, but | bir berdus yasam | ama ben fakat Man
| recently tarzi benimsemis | gecenlerde bir Adas'inin uyku-
adopted a ve pijama insanin | aylak yasam pantolonu bir
hobo uyku-pantolon. tarzini aylak yasam
lifestyle and benimsedim ve bigimi ve pajamas
pajamas are pijama adamin are'si son
the sleep- uyku- zamanlarda evlat
pants of the pantolonudur. edinilen ben.
Man.
Intelligibility Incomprehensible | Disfluent (30%) Incomprehensible

(70%)

(89%)
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Fidelity Little (45%) Most (35%) None (90%)
Rank Moderate (84%) | Best (85%) Worst (100%)
Macro The sentence was best translated by Progeviri. All of the annotators ranked
evaluation translation produced by Sametran as the worst among the three.
Micro The sentence was best translated by Proceviri. There is only an extra
evaluation pronoun.
Google Translate made an error in inflecting the adverb “typically”, and
three verb inflection errors and concomitant agreement errors “wear”,
“adopt” and “‘are”.
Sametran failed to recognize the word “pajamas”, “are” and “the man”,
rendering “the man” as “Man Adas”. In addition, the word selection and
verb inflection for “adopt” is wrong. Verb inflection for “pajamas are” is
also wrong. The sentence needs to be rearranged.
No. Original Google Translate | Progeviri Sametran
25 I'll have you | Ben biliyorum Ben yapacagim, Ben senin
know, gerekir, Mahatma | sen biliyor bildigine sahip
Mahatma Gandhi higbir muydun, olacagim
Gandhi pantolon giydi ve | mahatma Gandhi | Mahatma
wore no bir ulus arkasinda | hi¢bir pantolon Gandbhi'si, hig¢
pantsand a | yiridii! giymedi ve bir pantolonu
nation ulus onun giymedi ve bir
rallied arkasinda millet onun
behind him! toplandi! arkasinda bir
araya geldi!
Intelligibility Disfluent (42%) Disfluent (45%) Incomprehensible
(50%)
Fidelity None (40%) Little (35%) None (50%)
Rank Worst (50%) Best (55%) Moderate (50%)
Macro Google Translate and Sametran received the lowest ratings in terms of
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evaluation fidelity. Sametran was also rated with the lowest point in terms of
intellibility. However, Sametran was ranked as moderate while Google
Translate was ranked the worst.
Micro Expression “I’ll have you know” couldn’t be translated accurately by
evaluation machine translation programs.
Apart from this error, Google Translate also made a negation error in
“wore no pants”. In addition the pronoun “him” is absent in the
translation.
Progeviri made a capitalization error for “Mahatma”.
Sametran made two noun inflection errors in “Mahatma Gandhi” and
“pants”.
No. Original Google Translate | Progeviri Sametran
26 My good Benim iyi bir Benim iyi Iyi adamim...
man... adam ... adamim...
Intelligibility Incomprehensible | Flawless (35%) Good (50%)
(45%)
Fidelity None (57%) All (30%) Most (30%)
Rank Worst (100%) Best (60%) Moderate (50%)
Macro Google Translate was given the lowest ratings in terms of intelligibility
evaluation and fidelity. All annotators chose its translation as worst among three.
Micro The expression was literally translated by all machine translation
evaluation programs, which can be recognized as expression selection error.
No. Original Google Translate | Progeviri Sametran
27 Now, before | Simdi, 6nce Simdi, sen Deplasmani
you walk yuriylp ... yiriimeden yiriimeden once,
away... once... simdi...
Intelligibility Incomprehensible | Good (40%) Incomprehensible

(40%)

(65%)

Fidelity

None (65%)

All (42%)

None (90%)
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Rank Moderate (85%) | Best (100%) Worst (100%)

Macro All annotators ranked Progeviri as best and Sametran as worst translaton.

evaluation Google Translate was ranked as moderate despite receiving the same
intelligibility and fidelity ratings with Sametran.

Micro All machine translation programs failed to translate this short sentence.

evaluation Each program made an expression selection error for “walk away”.
Apart from this, translation produced by Sametran also needs a
rearrangement.

No. Original Google Translate | Progeviri Sametran

28 | know that | | Ben dengesiz Ben benim Ben diizenini
may appear | goriinebilir bozulan bozulan
deranged, biliyorum, ama goziikebildigimi | sanabilecegimi
but I am, in | ben aslinda, bir biliyorum ama bilirim, fakat
fact, a diinyaca tinlii ben, aslinda, benim bir diinya-
world- fizikgi, diinya-iinlii bir unli fizikgisi,
renowned duyuyorum. fizik¢iyim. gergekte.
physicist.

Intelligibility Incomprehensible | Disfluent (35%) Incomprehensible

(45%) (60%)

Fidelity Little (35%) Little (35%) None (70%)

Rank Moderate (65%) | Best (90%) Worst (75%)

Macro Translations of this sentence were given very low intelligibility and

evaluation fidelity ratings. Sametran again received the lowest points in all three
tests.

Micro Google Translate made a word selection error for “I am”, rendering it as

evaluation “duyuyorum”.

Progeviri made a word selection error for “deranged”. In addition, the

expression selection for “world-renowned” is also wrong.

Sametran made the same word selection and expression selection errors as
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Progeviri. In addition, there is an agreement error and a pronoun error in

its translation.

Table 12: The macro evaluation and micro evaluation of MT programs for audio-medial
text type.

Below is presented the table which contains the times a sentence was ranked the best, worst
or moderate, the intelligibility and fidelity ratings:

Google

Translate Proceviri Sametran
Ranking
# Best 9 15 2
# Moderate 13 9 5
# Worst 4 3 20
Intelligibility
Flawless 4 3 2
Good 2 6 2
Non-Native 3 6 1
Disfluent 8 8 3
Incomprehensible 9 3 18
Fidelity
All 3 7 1
Most 4 6 3
Much 2 1 0
Little 10 5 1
None 7 7 21
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Table 13: The macro evaluation of each machine translation program for audio-medial text

type.

Audio-medial text type, which was exemplified with subtitles, was generally best translated
by Progeviri. 15 sentences by Progeviri, 9 sentences by Google Translate and 2 sentences
by Sametran were ranked the best. 13 sentences by Google Translate, 9 sentences by
Progeviri and 5 sentences by Sametran were ranked as moderate. The majority of sentences

translated by Sametran was ranked the worst.

In terms of intelligibility, 9 sentences were given the highest rating , 4 sentences by Google
Translate, 3 sentences by Sametran and 2 sentences by Sametran. 2 sentences by Google
Translate and Sametran, and 6 sentences by Progeviri were rated as “good”. 3 sentences by
Google Translate, 6 sentences by Progeviri and 1 sentence by Sametran were rated as “non-
native”. 8 sentences by Google Translate and Progeviri, and 3 sentences by Sametran were
ranked as “difluent”. The majority of sentences translated by Sametran was given the
lowest intelligibility rating, 18 sentences were ranked as “incomprehensible”. 9 sentences
by Google Translate and 3 sentences by Progeviri were also given the lowest intelligibility

rating.

There were 11 sentences rated with the highest fidelity rating. 7 of these sentences were
produced by Sametran. 4 sentences by Google Translate, 6 sentences by Progeviri and 3
sentences by Sametran were rated as “most”. 2 sentences by Google Translate and 1
sentence by Progeviri were rated as “much”. 10 sentences by Google Translate, 5 sentences
by Progeviri and 1 sentence by Sametran were rated as “little”. The majority of sentences
produced by Sametran was given the lowest fidelity rating. 7 sentences by Google Translate

and Sametran were also given the lowest fidelity rating “none”.

The performance of each machine translation program for micro evaluation (grammatical

error analysis) can be seen in the below table:

Error Category Google Translate | Progeviri Sametran

Spelling 0 0 0
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Not-found Word 0

Capitalization 0

Elision 0

Verb inflection 10

Noun inflection

Other inflection

Rearrangement

Category

Pronoun

Article

Preposition

Negative

Conjunction

Agreement

Clause boundary
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Nl O N | O O O N O N O o o ol | o
O O W | O & O N | Ol O] Ol O O o o

I\JO\lol—‘o

Word Selection

-
[N
-
©

Expression 12

Total 44

w
o
(o)
N

Table 14: The micro evaluation of each machine translation program for audio-medial text

type.

Machine translation programs displayed different performances in translating subtitles.
However, their common weakness was their inability to select the right word and

expression.

Google Translate made 44 errors, most of which was expression and word selection errors.
In addition, there were 10 verb inflection errors, which resulted in 7 agreement errors.

Google Translate also made more pronoun errors than other MT systems.




152

Progeviri made the least errors. Out of 30 errors, 13 errors were expression or word

selection errors. In addition, Progeviri made 11 inflection errors.

Sametran made 62 errors, more than other MT systems. Most of these errors were
dictionary-related. There were 19 expression selection and 9 word selection errors, and 5
not-found words. In addition, Sametran made more preposition error than others.

Furthermore, there were 13 inflection errors in the sentences translated by Sametran.

6.5. DISCUSSIONS AND COMMENTS ON MACRO EVALUATION

A comparative and contrastive macro evaluation of three different machine translation
programs was conducted. Text samples which were chosen in accordance with the Reiss’
typology (2000) were translated by three different machine translation programs. Then, the
translations were rated and ranked in terms of fidelity, intelligibility and their general

quality by 20 annotators. The ratings and rankings were sentence-based.

Content-focused text type was exemplified with an academic abstract. The text contained

many abbreviations, financial terminology and long sentences.

e Google Translate’s translations were ranked generally as “moderate” or “worst”.
Most of its translations were given two lowest intelligibility ratings. In terms of
fidelity, its translation received all ratings, from the highest to the lowest. However,
most of its translations received two lowest fidelity ratings.

e In terms of general quality, Progeviri was ranked the best more than others. The
intelligibility ratings of its translations were generally “non-native” and “disfluent”.
In terms of fidelity, it generally received “much” or “none” ratings. Its translations
were never given the lowest fidelity rating.

e Sametran’s translations were generally ranked as “moderate” or “worst”. In terms of
intelligibility, most of its translations were rated as “incomprehensible”, which was
the lowest rating. Its translations were mostly given the lowest ratings in terms of
fidelity.
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Form-focused text type was exemplified with an extract from a short story. The text
included long sentences, short questions and a word-play.

e In terms of general quality, Google Translate’s translations were rated as best 8
times, as moderate 7 times and as worst 10 times. The intelligibility and fidelity
ratings of its translations ranked from highest to the lowest, but majority of them
were given the lowest ratings.

e Progeviri was generally rated best; none of its translations was ranked the worst. In
terms of intelligibility and fidelity, its translations were usually rated with the
highest two ratings, but they were given the lowest ratings; 7 times in intelligibility
and 4 times in fidelity.

e In terms of general quality, the translations produced by Sametran were rated as
moderate 10 times and as worst 15 times; none of its translations was ranked the
best. In terms of intelligibility and fidelity, most of its translations were given the
lowest ratings.

Appeal-focused text type was exemplified with an online hotel advertisement. The text

included many long sentences and adjectives describing the hotel and its facilities.

e Translations produced by Google Translate were mostly ranked the best, they were
never ranked the worst. In terms of intelligibility, the sentences produced by Google
Translate received mostly “non-native” and “disfluent” ratings. The fidelity ratings
differed greatly; its translation received the highest and lowest ratings, but the
majority of them were rated as “most”, “much” and “little”.

e Progeviri’s general quality was mostly considered as moderate. The translation
received similar fidelity and intelligibility ratings; they didn’t get the highest ratings
but they were given the lowest ratings.

e All of the sentences translated by Sametran were ranked the worst. In terms of

intelligibility and fidelity, they were mostly given the lowest rating.

Audio-medial text type was exemplified with subtitles of a comedy serial. The text included

many colloquial expressions and proper names.
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e In terms of general quality, Google Translate was mostly ranked as “moderate”. Its
translations were also given the worst and best ranks. Intelligibility ratings of
Google Translate differed greatly, but most of the time, its translation were given
two lowest ratings. In terms of fidelity, they were also mostly given two lowest
ratings.

e Translations produced by Progeviri were mostly ranked the best. In terms of
intelligibility, the translations mostly received “good”, “non-native” and “disfluent”
ratings. Its translations were rated as “all” 7 times, as “most” 6 times and as “none”
7 times in fidelity rating.

e Sametran was mostly rated worst. In terms of intelligibility and fidelity, its

translations were generally given the lowest ratings.

It can be easily said that, the performances of MT programs remained same while

translating different texts.

6.6. DISCUSSIONS AND COMMENTS ON MICRO EVALUATION

A comparative and contrastive micro evaluation of three different machine translation
programs was conducted. Text samples which were chosen in accordance with the Reiss’
typology (2000) were translated by three different machine translation programs. Then, the
translations were analyzed and evaluated in accordance with Flaganan’s Grammatical Error

Analysis categories (1994). The analysis was sentence-based.

Content-focused text type was exemplified with an academic abstract. The text contained
many abbreviations, financial terminology and long sentences. The most common errors for

machine translation programs were not-found words and arrangement.

e Translation produced by Google Translate had 11 verb inflection errors which
resulted in mostly unintelligible sentences. Apart from these, many sentences

needed to be rearranged to be understood.
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Progeviri made the least errors among three machine translation programs.
However, the dictionary capacity of Progeviri when it came to abbreviations was
very limited. In addition, the dictionary continued to be a problem in chosing right

words and expressions.

Sametran made the most errors among three machine translation programs. There
were 11 not-found words, 12 word selection errors and 5 expression selection errors

in 265 words long abstract.

Form-focused text type was exemplified with an extract from a short story. The first part of

the extract was description while the second part of it was a dialouge. The text included

long sentences, short questions and a word-play. The most common errors for machine

translation programs were verb inflection and word selection.

Google Translate made 10 verb inflection errors. Besides, there were 4 not-found

word errors and 10 word selection errors.

Progeviri produced the translation with the least errors. There were 6 word selection

errors. In addition, there were 5 capitalization errors and 5 arrangement errors.

Translation produced by Sametran had the most errors. There were 15 word

selection errors, 13 noun inflection errors and 9 verb inflection errors.

Appeal-focused text type was exemplified with an online hotel advertisement. The text

included many long sentences describing the hotel and its facilities. The performances and

errors of machine translations differed greatly for this text type.

Translation produced by Google Translate had the least errors. Noun inflection and

arrangement were its main problem areas.

Progeviri had 5 arrangement and 10 word selection errors.
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e Translation produced by Sametran contained the most errors. Its errors were mainly

due to dictionary; there were 6 not-found words, 9 category errors, and 21 word

selection errors.

Audio-medial text type was exemplified with subtitles of a comedy serial. The text included

many colloquial expressions and proper names. The most common error to three machine

translation program was expression selection.

e Google Translate made 12 expression selection errors. In addition, there were 10

incorrect verb inflections.

e Translation produced by Progeviri had the least errors. There were 11 expression

selection errors.

e Sametran continued to suffer from its dictionary; there were 19 expression selection

and 9 word selection errors. In addition, again due to the dictionary, there were 5

not-found words.

In conclusion, although the text types changed, MT systems made the same errors

persistently and displayed similar performances.

Google
Translate | Progeviri | Sametran | Total error for text type
Content-Focused 39 34 47 120
Form-Focused 52 29 64 145
Appeal-Focused 25 35 54 114
Audio-Medial 44 32 62 138
Total error of MT system 160 130 227

Table 15: Total errors of MT systems for each text type.
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In content-focused, form-focused and audio-medial text type, Progeviri made the least
errors. In appeal-focused text type, Google Translate made the least errors. Sametran

produced more errors than other two MT systems in each text type.

The most errors were made in form-focused text type and the least errors were made in

appeal-focused text type.

This chapter has dwelled on the case studies, which comprise the analysis part of the study.
In the next chapter, these case studies are discussed within the light of research questions,

and answers to these questions will be given.
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

This thesis has provided an evaluation of machine translation quality, with its multifarious
dimensions including history, state-of-art, Turkish MT systems and different kinds of
evaluation. Two different evaluations were conducted on four different text types in order
to understand the quality of three different MT systems working from English into Turkish.
The performance of these three different MT systems were compared and constrasted in the
previous chapter with tables and charts.

This chapter focuses on the conclusions drawn from the analysis of MT systems; and it
presents some recommendations regarding the MT and further research. Responses to main
and sub research questions are given within the framework of analysis which has been

presented in the previous chapter.

7.1. CONCLUSIONS REGARDING THE RESEARCH QUESTIONS

The main and sub research questions are provided with answers, successively. The

conclusions are drawn based on these answers.

7.1.1. Main Research Question

(RQ) Is it possible to evaluate MT quality consistently with different evaluation

methods for different text types?

Yes, it is possible. Quality of MT programs can be evaluated with different methods for

different text types, and the results will be same. Findings of different evalution methods
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conducted in this study reveal that the quality of MT programs doesn’t differ greatly from
one text type to another, or from one evaluation method to another.

Among the three machine translation programs, Sametran made more errors than other
programs in all text types, according to the results of micro evaluation. The sentences
translated by Sametran were also ranked as worst. Among 74 sentences translated by
Sametran, 50 were ranked the worst compared to the translations produced by Google

Translate and Progeviri.

Among the three machine translation programs, Proceviri made less error than other
programs in three text types, except for appeal-focused text type. Human annotators also
ranked its translations best for most of the sentences. Among 74 sentences translated by
Progeviri, 41 were ranked the best and 26 were ranked as moderate.

Only one deviation was encountered in this study, which was the micro evaluation of MT
performance for appeal-focused text type. Although the translations contained the least
errors among other text types, the sentences received low ratings from human annotators.
When the number of sentences which received two highest ratings in terms of intelligibility
and fidelity and the times sentences were chosen as best are added up, it is seen that the

translations of appeal-focused text bring up the rear among four text types:

Google Translate Proceviri  |Sametran Sametech

Intelligibility (# of 2 Highest Points)

Content-Focused (12 sent.) 1 1
Form-Focused (25 sent.) 7 11
Appeal-Focused (9 sent.) 1 2

Audio-Medial (28 sent.) 6 9
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Fidelity (# of 2 Highest Points)

Content-Focused (12 sent.) 2 2
Form-Focused (25 sent.) 9 16
Appeal-Focused (9 sent.) 4 3
Audio-Medial (28 sent.) 7 13
Ranking (# of ""Best'" Rating)
Content-Focused (12 sent.) 2 7
Form-Focused (25 sent.) 8 16
Appeal-Focused (9 sent.) 6 3
Audio-Medial (28 sent.) 9 15

Table 16: The added up numbers of sentences which received two highest ratings from

human annotators in terms of fidelity and intelligibility and the times of translations chosen

best in ranking.

The findings reveal that although it is possible to consistently evaluate the machine

translation quality with different methods, human assessment remains to be the gold

standard of quality. The number of errors encountered in a translation may not be parallel

with the translation quality perceptions of humans.
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7.1.2. Sub Research Questions

(SRQ1) Is there a difference between micro evaluation and macro evaluation of MT
performance for different texts in Reiss’ typology exemplified with abstract, short

story extract, online advertisement and subtitle?

No, the results of micro evaluation and macro evaluation are parallel to each other in each
text type.

Content-focused text type, exemplified with an abstract, was best translated by Progeviri. In
micro evaluation, Progeviri made 34 errors, Google Translate mad 39 errors and Sametran
made 47 errors. In macro evaluation, Progeviri was ranked the best 7 times, Google
Translate was ranked the best 2 times and Sametran was ranked the best only 1 time. In
terms of intelligibility, Progeviri was generally considered to be “non-native” and
“disfluent”, while Google Translate was considered to be “disfluent” and
incomprehensible”. Sametran was generally considered as “incomprehensible”. In terms of
fidelity, Progeviri was generally considered to preserve “much” and “little” of the source
text meaning. While Google Translate was considered to preserve “little or “none”,

Sametran was generally considered to preserve “none” of the meaning.

Form-focused text type, exemplified with an extract from a short story, was best translated
by Progeviri. In micro evaluation Progeviri made 29 errors, Google Translate made 52
errors and Sametran made 64 errors. In macroevolution, Progeviri was ranked the best 16
times, Google Translate was ranked the best 8 times and Sametran was never ranked the
best. In terms of intelligibility, Progeviri was generally considered to be “flawless” and
“good”, but it also received “incomprehensible” rating. Google Translate and Sametran
were generally considered to be “incomprehensible”. In terms of fidelity, Progeviri was
generally considered to preserve “most” of the source text meaning. While Google
Translate was considered to preserve “little or “none”, Sametran was generally considered

to preserve “none” of the meaning.
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Appeal-focused text type, exemplified with an online advertisement, was best translated by
Google Translate. In micro evaluation Google Translate made 25 errors, Progeviri made 35
errors and Sametran made 54 errors. In macro evaluation, Google Translate was ranked the
best 6 times, Progeviri was ranked 3 times while all of the sentences translated by Sametran
were ranked the worst. In terms of intelligibility, Google Translate was geneally considered
to be “non-native” and “disfluent”, Progeviri was considered to be “disfluent” while
Sametran was mostly considered to be “incomprehensible”. In terms of fidelity, Google
Translate was considered to preserve “most” of the source text meaning. Progeviri was
considered to preserve “most” and “little” of the source text meaning while Sametran was

mostly considered to preserve “none” of the meaning.

Audio-medial text type, exemplified with subtitles, was best translated by Progeviri. In
micro evaluation, Progeviri made 32 errors, Google Translate made 44 errors and Sametran
made 63 errors. In macro evaluation, Progeviri was ranked the best 15 times, Google
Translate was ranked the best 9 times and Sametran was ranked the best 2 times. In terms
of intellibility, Progeviri was generally considered to be “good”, “non-native” and
“disfluent”. Google Translate was considered to be “disfluent” and “incomprehensible”
while Sametran was mostly considered to be “incomprehensible”. In terms of fidelity,
Progeviri was considered to preserve “all”, “most” but sometimes also “none” of the
meaning. Google Translate was considered to preserve “little” or “none” of the meaning

while Sametran was mostly considered to preserve “none” of the source text meaning.

(SRQ2) To what extent is the output of an MT system fluent (intelligibility) and

faithtful (fidelity) for the human annotators?

It mainly depends on the length of the input sentence. The shorter the sentence, the better
the translation, thus more intelligible and faitful. The ability of machine translation
programs to resolve ambiguities and accurately inflect the verbs is still severely limited.
The findings of the macro evaluation conducted in this study revealed that human

annotators gave the sentences in question the lowest and highest ratings in terms of
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intelligibility and fidelity. The highest scoring sentences in terms of intellibility and fidelity
in all text types and their translations are given below:

Content-focused text type:
Sentence number 3:

But the financial crisis and the Great Recession which began in Spring 2008 have dealt this

optimistic picture a devastating blow.

Google Translate: Ancak mali kriz ve 2008 baharinda baslayan Biiyiikk Resesyon bu iyimser
fotografa bir yikici bir darbe vurmustur. (Intelligibility: Good, Fidelity: All)

Form-focused text type:

Sentence number 4:

"There must be more money!"

Google Translate: "Daha fazla para olmali!" (Intellibility: Flawless, Fidelity: All)
Sentence number 6:

The whisper was everywhere, and therefore no one spoke it.

Progeviri: Fisilti her yerde idi ve bu yiizden hi¢ kimse onu konusmadi. (Intellibility:
Flawless, Fidelity: All)

Sentence number 7:
Just as no one ever says:

Progeviri: Tam da hi¢ kimsenin simdiye kadar demedigi gibi: (Intellibility: Flawless,
Fidelity: All)

Sentence number 10:

"Because we're the poor members of the family," said the mother.
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Progeviri: "Biz ailenin yoksul iiyeleri oldugumuz i¢in", anne dedi. (Intellibility: Good,
Fidelity: All)
Sentence number 13:
The boy was silent for some time.
Google Translate: Oglan bir siire sessiz kaldi. (Intelligibility: Flawless, Fidelity: All)
Sentence number 15:
"No, Paul.
Google Translate: "Hayir, Paul. (Intelligibility: Flawless, Fidelity: All)
Progeviri: "Hayir, Paul. (Intelligibility: Flawless, Fidelity: All)
Sentence number 16:
Not quite.
Progeviri: Tamamen degil. (Intelligibility: Flawless, Fidelity: All)
Sentence number 21:
"But it's lucre, not luck."
Progeviri: "Ama o, sans degil, paradir". (Intelligibility: Flawless, Fidelity: Most)
Sentence number 22:
"Oh!" said the boy.
Google Translate: "Ah!" dedi oglan. (Intelligibility: Flawless, Fidelity: All)
Sentence number 25:
If you're lucky you have money.

Google Translate: Eger sansliysaniz para var. (Intelligibility: Non-native, Fidelity: All)
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Progeviri: Eger sen sansliysan, sen paraya sahipsin. (Intelligibility: Non-native, Fidelity:
All)
Appeal-focused text type:
Sentence number 1:
A century ago, The Plaza set the standard for luxury.

Google Translate: Bir yilizy1l 6nce, Plaza liiks igin standart belirledi. (Intelligibility: Good,
Fidelity: All)

Audio-medial text type:

Sentence number 1:

We were worried about you.

Progeviri: Biz senin hakkinda endiseliydik. (Intelligibility: Good, Fidelity: All)
Sentence number 2:

Don't be melodramatic.

Google Translate: Melodramatik olmayin. (Intelligibility: Flawless, Fidelity: All)
Sametran: Asir1 duygusal olmaymiz. (Intelligibility: Flawless, Fidelity: Most)
Sentence number 10:

| am gonna miss you.

Progeviri: Ben seni 6zleyecegim. (Intelligibility: Flawless, Fidelity: All)
Sentence number 11:

Of course you are.

Google Translate: Sen tabii ki. (Intelligibility: Flawless, Fidelity: Little)
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Sentence number 13:

Excuse me.

Google Translate: Afedersiniz. (Intelligibility: Flawless, Fidelity: All)
Progeviri: Beni mazur gor. (Intelligibility: Flawless, Fidelity: All)
Sametran: Beni bagislayin. (Intelligibility: Flawless, Fidelity: All)
Sentence number 15:

Oh, well, no, you are understandably terrified.

Progeviri: Oh, sey, hayir, sen anlasilir sekilde dehsete diismiissiin. (Intelligibility: Good,
Fidelity: All)

Sentence number 16:
But, you know, allow me to explain.

Progeviri: Ama, sen biliyorsun, acgiklamam i¢in bana izin ver. (Intelligibility: Good,
Fidelity: All)

Sentence number 20:
Uh, sir, may | use your phone?

Google Translate: Ah, efendim, ben senin telefonunu kullanabilir miyim? (Intelligibility:
Non-native, Fidelity: All)

Sentence number 21:
I don't think so.
Google Translate: Ben dyle diisiinmiiyorum. (Intelligibility: Flawless, Fidelity: All)

Sentence number 26:
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My good man...

Progeviri: Benim iyi adamim... (Intelligibility: Flawless, Fidelity: All)
Sentence number 27:

Now, before you walk away...

Progeviri: Simdi, sen yiirlimeden once.. (Intelligibility: Good, Fidelity: All)

The common thread to these highest scoring sentences is their length. It is also interesting
to note that the highest two points in terms of fidelity and intelligibility were mostly given
to the sentences in audio-medial text type. This can be again explained by their short
length.

(SRQ3) Which types of of MT errors have the highest impact on the human
perception of translation quality?

The micro evaluation was carried out in accordance with Flaganan’s machine translation
error classification. In this classification, there are 18 error categories. To understand which
of these categories have the highest impact on the human perception of translation quality,
the sentences which were ranked the worst by more than 85% of the human annotators are

chosen and analyzed.
Content-focused text type:
Sentence number 3:

But the financial crisis and the Great Recession which began in Spring 2008 have dealt this

optimistic picture a devastating blow.

Sametran: Fakat hangi biiyiik Gerileme ve mali kriz Spring'in 2008'ininde, bir yikic1 darbe
bu iyimser resimle ilgilendigine basladi. (Intelligibility: Incomprehensible, Fidelity: None,
Ranking: Worst (90%))

Form-focused text type:
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Sentence number 5:
Yet nobody ever said it aloud.

Google Translate: Ancak kimse yiiksek sesle soyledi. (Intelligibility: Non-native, Fidelity:
None, Ranking: Worst (90%))

Sentence number 6:
The whisper was everywhere, and therefore no one spoke it.

Google Translate: Fisilt1 her yerde, ve bu nedenle hi¢ kimse onu konustu. (Intelligibility:
Disfluent, Fidelity: Little, Ranking: Worst (90%))

Sentence number 18:
"Oh!" said Paul vaguely.

Sametran: Belirsizce Paul'u soyledi. "oyle mi?". (Intelligibility: Incomprehensible,

Fidelity: None, Ranking: Worst (95%))
Sentence number 21:
"But it's lucre, not luck."

Google Translate: "Ama lucre, degil sans." (Intelligibility: Incomprehensible, Fidelity:
None, Ranking: Worst (100%))

Sentence number 22:
"Oh!" said the boy.

Sametran: Delikanly1r soyledi. "oyle mi?". (Intelligibility: Incomprehensible, Fidelity:
None, Ranking: Worst (95%))

Sentence number 25:

If you're lucky you have money.
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Sametran: Eger sen paraya sahip oldugun sansliysan. (Intelligibility: Incomprehensible,

Fidelity: None, Ranking: Worst (100%))
Appeal-focused text type:

Sentence number 1:

A century ago, The Plaza set the standard for luxury.

Sametran: Bir ylizyil 6nce, liiks i¢in standart kesin Plaza. (Intelligibility: Incomprehensible,

Fidelity: None, Ranking: Worst (100%))
Sentence number 2:

Striking a balance between its storied past and limitless future, the passion and
uncompromising service, which made the hotel a legend, has returned with a new and

contemporary spirit.

Sametran: Ve simirsiz gelecek ve 6tesinde destansi arasinda bir dengeye carpmak,uzlasmaz
servis ve tutku, bir gésterge oteli yapan, yeni ve ¢agdas bir ruh ile dondiirdii. (Intelligibility:

Incomprehensible, Fidelity: None, Ranking: Worst (90%))
Sentence number 4:

From the sumptuous decor to the impeccable white glove service, The Plaza Hotel returned

to create indelible memories at New York's most celebrated address.

Sametran: Kusursuz beyaz eldiven servisine masrafli dekordan, Plaza oteli Yeni York'un en
¢ok kutlanan adresinde silinmez bellekleri olusturmaya dondiirdii. (Intelligibility: Disfluent,
Fidelity: None, Ranking: Worst (95%))

Audio-medial text type:
Sentence number 3:

I'm just getting on a train and leaving forever.
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Sametran: Simdi ben, bir treniyorum ve sonsuza dek birakiyorum. (Intelligibility:

Incomprehensible, Fidelity: None, Ranking: Worst (95%))
Sentence number 4:
So a few things don't go your way. And your best decision is to ride the rails like a hobo?

Sametran: Oyleyse az sey yolunuza gitmezler. Parmakliklara binmek icin en iyi kararin ve,
bir aylaktan hoslantyor? (Intelligibility: Incomprehensible, Fidelity: None, Ranking: Worst
(100%))

Sentence number 6:
Everything is changing, and it is simply too much.

Sametran: Her sey, degistiriyor ve ¢ok yalin sekilde o. (Intelligibility: Incomprehensible,
Fidelity: None, Ranking: Worst (100%))

Sentence number 7:
| need to get away and think.

Sametran: Ben, deplasman ve diisiinmeyi almaya ihtiyag duyarim. (Intelligibility:

Incomprehensible, Fidelity: None, Ranking: Worst (95%))
Sentence number 10:
| am gonna miss you.

Sametran: Ben, siz gonna bayanlartyim. (Intelligibility: Incomprehensible, Fidelity: None,

Ranking: Worst (100%))
Sentence number 11:
Of course you are.

Sametran: Kursunsun. (Intelligibility: Incomprehensible, Fidelity: None, Ranking: Worst
(100%))
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Sentence number 15:
Oh, well, no, you are understandably terrified.

Sametran: Oyle mi? ,iyi, yok, anlasilir sekilde sen korkutulursun. (Intelligibility:
Incomprehensible, Fidelity: None, Ranking: Worst (100%))

Sentence number 16:
But, you know, allow me to explain.

Google Translate: Ama, sen biliyorsun, ben aciklamak icin izin verir. (Intelligibility:
Disfluent, Fidelity: Little, Ranking: Worst (90%))

Sentence number 20:
Uh, sir, may | use your phone?

Sametran: Uh sor?, telefonunu kullanabilirsin? (Intelligibility: Incomprehensible, Fidelity:

None, Ranking: Worst (100%))
Sentence number 21:
| don't think so.

Sametran: Ben, Oyleyseyi disiinmem. (Intelligibility: Incomprehensible, Fidelity: None,
Ranking: Worst (90%))

Sentence number 22:
Yeah, well, I understand that I'm half naked, but there is a reasonable explanation.

Sametran: Evet, i1yi, ben yar1 ispatsiz oldugumu anlarim, fakat bir makul izah vardur.

(Intelligibility: Incomprehensible, Fidelity: None, Ranking: Worst (95%))
Sentence number 23:

While | slept in my sleeper car, all my possessions were stolen.
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Sametran: Uykucu arabamda uyuyurken biitiin iyeliklerim, ¢alindi. (Intelligibility:
Incomprehensible, Fidelity: None, Ranking: Worst (90%))

Sentence number 24:

Now, typically, | wear pajamas, but I recently adopted a hobo lifestyle and pajamas are the
sleep-pants of the Man.

Sametran: Simdi, tipik olarak, ben, pajamas1 giyerim fakat Man Adas'min uyku-pantolonu
bir aylak yasam bi¢imi ve pajamas are'si son zamanlarda evlat edinilen ben. (Intelligibility:

Incomprehensible, Fidelity: None, Ranking: Worst (100%))
Sentence number 26:
My good man...

Google Translate: Benim iyi bir adam ... (Intelligibility: Incomprehensible, Fidelity: None,
Ranking: Worst (100%))

Sentence number 27:
Now, before you walk away...

Sametran: Deplasmani yiirimeden once, simdi.. (Intelligibility: Incomprehensible,
Fidelity: None, Ranking: Worst (100%))

Machine translation programs made a total of 85 errors while translating these sentences.
Out of these 85 errors, 16 were verb inflection errors. Word selection and expression
selection errors were 11 and 9, respectively. Apart from these, there were 7 not-found word

errors.

The findings reveal that these errors, namely, verb inflection error, word and expression
selection errors and not-found words have the highest impact on machine quality

perception.

(SRQ4) Does MT output quality change for different text types?
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Yes, it does change. The total number of errors made by three different machine translation

programs for each text type is counted and presented in figures in the below table.

Google Total error for text
Translate Proceviri | Sametran | type
Content-Focused 39 34 47 120
Form-Focused 52 29 64 145
Appeal-Focused 25 35 54 114
Audio-Medial 44 32 62 138
Total error of MT system | 160 130 227

Table 17: Total errors of MT systems for each text type.

Machine translation programs made most of the errors in translating form-focused text

type. Most of these errors were word selection errors. The least errors were made in

translating appeal-focused text type, and most of these errors were word selection, noun

and verb inflection errors.

Google Translate made most errors in form-focused text type; it was unable to select right

words or expressions and it was unable to inflect the verbs accurately. Progeviri made most

errors in appeal-focused text type; its dictionary was limited. Sametran made most errors in

form-focused text type; its dictionary and inflection capacity were limited.

7.2. ADDITIONAL CONCLUSIONS, OBSERVATIONS, RECOMMENDATIONS

Other than the answers to main and sub research questions, this study has also provided

additional conclusions, observations and recommendations pertaining to future research,

which are presented in this section.
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7.2.1. Additional Conclusions And Observations

Additional and noteworthy observation and conclusions drawn from the study can be

enlisted as follows:

a)

b)

d)

9)

h)

There exists a higher level of consensus in ranking the worst translations than in
ranking the best translations.

The statistical machine translation system, Google Translate, produced mostly
worse results than rule-based machine translation system, Progeviri.

It was expected for Google Translate to produce best results in audio-medial text
type, as the subtitles were translated many times by different translators and they
were available online. However, Google Translate produced best results in appeal-
focused text type.

The occurance of the times when human annotators gave highest two intelligibility
and fidelity ratings was in form-focused text type and then in audio-medial text
type. This occurance can be explained by the high number of short sentences in
these texts.

The rank of a sentence is proportionate to its fidelity and intelligibility rating, except
for a small number of sentences. Thus, it can be said that ranking can replace rating
in human evaluation.

Content-focused text type, for whose translation MT programs were originally
developed and which is said to produce better results, were actually not given the
highest ratings in terms of fidelity and intelligibility. Dictionary-related errors; that
is, not-found words, word and expression selection errors were frequent in the
translation of content-focused text type.

Statistical machine translation system, Google Translate made more verb inflection
than other machine translation systems.

Spelling and elision errors were not encountered in the micro evaluation of machine

translation systems.
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7.2.2. Recommendations

Machine translation and human translation show great differences from each other.
However, just like the fact that no two human translators translate in the same way, no
machine translation programs translate in the same way. This can be the biggest similarity

between human translation and machine translation.

However, dissimilarities need to be reconciled and optimized in a way to benefit human
translators in the most efficient way. The research for optimizing human-machine
interaction in translation has been in progress. For the last two decades, a great deal of
machine translation research has oriented towards either statistical machine translation or

machine translation with post-editing.

Statistical machine translation has been proven to be effective between morphologically-
poor languages like English and French, and although not very successful, SMT systems
for Turkish have already been developed, like Google Translate and Bing Translator. The
main requirement of statistical machine translation, bilingual or multilingual corpora, can
be built to improve statistical machine translation, and to improve the understanding related
to the human translation. The Translational English Corpus is such an initiative to develop
understanding related to the translation universals ("The translational english,”). Compiled
at the Centre for Translation & Intercultural Studies in Manchester University under the
management of Mona Baker, the corpus aims to understand stylistic variations between
individual translators and differences between non-translated and translated texts
(translation universals). Apart from these, a multilingual corpus can be developed to
understand differences between experienced and inexperienced translators for different
languages. In addition, a spoken corpus can be compiled for understanding the development

of trainee interpreters’ performance over years.

Machine translation with post-editing has been the most-effective way for using machine
translation output. The post-editing has also been one of the most important ways to
evaluate the machine translation quality. There exist two main types post-editing for

machine translation: light post-editing and full post-editing. Light post-editing denotes the
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minimal intervention for the translation of information-only documents while full post-
editing means a greater intervention. Another new area of research is regarding post-editing
as a feedback mechanism and feed MT systems with the post-edited versions to increase
quality. There are many post-editing guidelines which are usually company or institution-
specific, such as KANT and European Commissions, inter alia. These post-editing
guidelines can be integrated into the curricula of translation departments, and especially to
the syllabus of MT and/or CAT lectures for developing students’ post-editing skills.

Another recommendation can be on the issue of MTranslatability, the degree of
translatability of a text for MT programs (Bernth & Gdaniec, 2001). There are various
linguistic and cultural features which affect the MTranslatability. The most obvious one can
be said to be the length of a sentence; very long and very short sentences are not translated
fluently. The sentences which include many embedded sentences or having an ellipsis to
the previous sentence create ambiguity for MT systems which are very hard to resolve. In
addition, the verb inflection is a very complex issue for MT systems; gerunds and passive
verbs are usually not inflected correctly. Idiomatic expressions, slangs and metaphors are
mostly translated literally. Controlling the input sentence can be a very useful and effective

way to improve machine translation quality.

7.2.3. Future Research

Machine translation research has recently been oriented towards statistical machine
translation and evaluation methods. In addition, spoken language translation and crowd-
translation has been prominent research areas. The increasing number of new language-
pairs in machine translation can be regarded as an indicator of the expanding coverage of
MT.

This thesis has shed some light to machine translation evaluation, which is one of the
promising research areas in MT. Future research can be conducted to answer the following

questions:
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What is the quality of machine translation programs working from Turkish into
English?

What are the possible reasons for different success rates of machine translation
programs working from Turkish into English and from English into Turkish?

Is it possible to use post-editing effort as an evaluation method of MT performance?
What do translators think about machine translation programs?

What is the place of MT in the workflow of a professional translator?

Is it possible to create a corpus for automatic subtitle translation from the available
multilingual subtitles?

Does the use of controlled language increase the practicality of MT in terms of the
pre- and post-editing efforts?

Is it possible to find a schema for reusing the human assessments in one MT
evaluation schema for another MT evaluation schema?

What are the differences between monolingual and bilingual human annotators

evaluating the same texts?
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