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Sentiment analysis has a great necessity to classify sentences like review, news, 

blog, etc. in order to hold the overall sentiment (i.e. negative, positive or neutral) 

embedded in them. The vast majority of studies focused on sentiment analysis for 

English texts, while there is small number of researches has focused on other texts 

such as Arabic, Turkish, Spanish and Dutch. In this study, we aimed at improving 

the performance results of Arabic sentiment analysis in the level of document by: 

firstly, investigating the most successfully Machine Learning (ML) methods to 

classify sentiments, at the same time rules have been implemented to create new 

vector formats for representation of inputs with ML based modeling process. 

Secondly, applying Lexicon Based (LB) approach in both term and document levels 

by using different formulae based on aggregating functions like maximum, average 

and subtraction. However, the rules have been applied in the experiments. 

Performance results of LB approach have been used to identify the best formulae 

can be used with term level and document level of lexicon based SA at Arabic 

Language, also the effectiveness of using rules in both levels has been illustrated. 
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As a final point, employed methods of the two different approaches (i.e. ML and LB) 

have been tried to create a combined method with considering rules. 

The OCA corpus was used in the experiments and a sentiment lexicon for Arabic 

sentiments (ArSenL) was used to resolve the challenges of Arabic Language. 

Several experiments have been performed as followed: Firstly, features have been 

selected for both term and document levels of the OCA corpus independently. 

Secondly, different linear ML methods such as Decision Tree (D-Tree), Support 

Vector Machine (SVM), and Artificial Neural Network (ANN) have been applied on 

both of OCA corpus levels with considering applying and not applying rules on both 

levels of the corpus. Thirdly, LB approach have been applied on the document level 

with considering applying rules to each term in a document. And finally comparisons 

between the results have been done to identify the best way to classify sentiment 

Arabic documents. 

The most successful results in the study are as follows: (i) In ML approach, ANN 

classifier has been nominated as best classifier in the term level and in the document 

level of Arabic SA. Furthermore, the average of F-score achieved in the term level 

for positive testing classes is 0.92, and also in negative classes is 0.92, however, in 

the document level, the average of F-score for positive testing classes is 0.94, while 

in negative classes is 0.93. (ii) In the LB approach, it is concluded that the best 

results have been achieved by applying rules for each term, then computing each 

sentence score by DMax_Sub formula, and finally, using first sentence score formulae 

for document score computing. In general, the results of the ML approach are better 

than the results of the LB approach. 

 

Keywords: Arabic sentiment analysis, Opinion mining, Machine learning approach, 

Lexicon based approach, Rules.
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Duygu analizi yorum, haber, blog gibi türlerde gömülü olan genel duyguyu (yani 

olumlu, olumsuz veya tarafsız) belirlemek için tümcelerin sınıflandırılması işi olarak 

tanımlanabilir. Bu alanda yapılan çalışmaların büyük çoğunluğu İngilizce metinler 

için duygu analizi üzerine yoğunlaşırken; Arapça, Türkçe, İspanyolca ve Hollandaca 

gibi diller için de yapılmış sınırlı sayıda araştırma bulunmaktadır. Tez çalışmasında 

duyguları sınıflandırmak için sıklıkla kullanılan makine öğrenme (ML) yöntemlerini 

araştırarak, Arapça belgeler üzerinde duygu analizinin performans sonuçlarının 

iyileştirilmesi amaçlanmıştır. Aynı zamanda ML ile modelleme sürecinde girdilerin 

temsilinde yeni vektör biçimleri oluşturulmuştur. İkinci olarak maksimum, ortalama 

ve çıkarma gibi toplama işlevlerine dayalı farklı formülleri kullanarak terim ve belge 

düzeylerinde sözcük tabanlı yaklaşımın uygulanması amaçlanmıştır. Sözcük tabanlı 

yaklaşımın performans sonuçlarındaki en iyi yaklaşımların, Arapça‘da sözcüğe 

dayalı duygu analizinin terim ve belge seviyesi ile birlikte kullanılabileceğini 

göstermek için kullanılmıştır. Ayrıca, her iki seviye için kuralların kullanım etkinliği 

de gösterilmiştir. Son olarak, kuralların ML yöntemlerine entegre edildiği hibrid bir 

yöntem önerilmiştir. 
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Deneylerde OCA derlemi ve Arapça duygular için Arapça'nın zorluklarını 

çözümlemede geniş kapsamlı bir duygu sözlüğü olan (ArSenL) kullanılmıştır. 

Deneylerin ilkinde, modellemede kullanılan özellikler OCA derlemininden hem terim 

hem de doküman düzeyleri için bağımsız olarak seçilmiştir. İkincisinde ise, derlemde 

Destek Vektör Makinesi (SVM), Karar Ağacı (D-Ağacı) ve Yapay Sinir Ağı (ANN) 

gibi farklı ML yöntemleri hem tek başlarına ve hem de kurallarla birlikte 

uygulanmıştır. Üçüncüsünde ise, bir belgedeki her terim için kuralların 

uygulanabilmesi için belge seviyesinde sözcük temelli yaklaşım uygulanmış ve 

sonuçlar arasında karşılaştırmalar yapılmıştır. 

Bu çalışmada elde edilen en başarılı sonuçlar şöyledir: (i) makine öğrenimi 

kullanımında, ANN sınıflandırıcısı, pozitif test sınıfları için terim ortalamasında elde 

edilen F-skorunun ortalaması 0.92 olan Arapça duygu analizinde terim düzeyinde 

ve belge düzeyinde en iyi sınıflandırıcı olarak adlandırılmıştır ve negatif sınıflarda 

da 0.92’dir. ANN modellinin belge seviyesinde, pozitif test sınıfları için F-skor 

ortalaması 0.94, negatif sınıflarda ise 0.93'tür. (ii) Sözcüğe dayalı yaklaşıma göre, 

en iyi sonucun her terim için kurala dayalı yöntemler uygulayarak, sonra her cümle 

skorunu DMax_Sub formülüyle hesaplayarak ve son olarak, belge skoru hesaplaması 

için ilk cümle puanı formülü kullanılarak elde edildiği sonucuna ulaşılmıştır. Genel 

olarak makine öğrenimi yaklaşımı sonuçları sözlük kullanımı yaklaşımına göre daha 

iyi sonuçlar vermiştir. 

 

Anahtar Kelimeler: Arapça Duygu Analizi, Düşünce Madenciliği, Makine 

Öğrenmesi Yaklaşımı, Sözlük Tabanlı yaklaşım, Kurallar.
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1. Introduction 

1.1 Sentiment Analysis Importance and Definition 

The widespread of using social networks, forums and personal blogs enabled 

millions of people to post and share their comments or reviews on the web. These 

reviews can cover several topics including products, films and others. This actuality 

encouraged many companies, governments, customers and other parties to make 

analysis of theses opinions.  

Whereas, companies follow customer interests and comments in products, 

governments also track people opinions to make decision about them. However, 

customers are interested in collecting information from other online people, to know 

their opinions regarding any product they intend to buy [23]. Manually collecting of 

people opinions through huge amount of reviews or comments is time consuming 

and it could be impossible, especially with the speed growth of e-commerce. 

Therefore, the effective solution for this problem is sentiment analysis.   

Sentiment Analysis (SA) is a task of defining polarity (negative or positive) of 

opinions, emotions or evaluations. However, sentiment analysis tends to extract the 

stance of a person automatically toward some topic or a document [39]. Processing 

the hug number of reviews and comments is a challenge that faced researchers in 

the fields of text mining and information retrieval. This processing task is included 

inside sentiment analysis or opinion mining field, at the same time, it is sub task of 

text mining [23]. However, the expression of sentiment analysis and the expression 

of the opinion mining (OM) are the same [1]. 

1.2 Sentiment Analysis General Tasks 

In general, SA is a field that includes important tasks presented in Fig. 1. Whereas, 

the reviews of products, movies, tweets or others are normally including subjective 

(opinioned) words. On the other hand, they may include numbers, punctuations and 

other unnecessary information. However, the first process of SA is sentiment identi
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fication, which tends to extract all opinion words or phrases from a review. Another 

interesting task is feature selection; this task can be applied by using LB methods 

or statistical methods in [1]. Another popular task is sentiment classification, 

whereas ML or LB approaches or a combination of them (i.e. hybrid approach) can 

be applied on the features from the previous process to decide if the document is 

positive or negative. However, there are many ML classifiers can be used in text 

classification including Key Nearest Neighbor (KNN),  Support Vector Machine 

(SVM), Naïve Bayes(NB), Decision Tree (D-Tree) and others, while the LB approach 

depends on a list of sentiment terms. 

 

 

Figure 1 Sentiment analysis general tasks 

1.3 Study Tasks 

In our study, we are focusing on sentiment analysis (SA) at multi-level (i.e. term and 

document levels) in Arabic Language. The experiments of Arabic SA have been 

done in several interesting tasks. In the first task, an Arabic data set called OCA 

produced by Rushdi-Saleh et al. [23] was selected. It is composed of 500 films 

reviews; 250 of them are positive and the rest are negative, however, preprocessing 

of OCA corpus was made by omitting unnecessary terms like numbers and 

    Reviews or Comments 

Identifying Sentiment 

Words 

Selecting Features 

 Sentiment Classification   
 Sentiment Polarity 
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punctuations, then the high quality of the OCA corpus was ensured by using Zipf’s 

law measure.  

The opinion terms have been decided from the corpus by firstly, stemming all terms 

in OCA by using Standard Arabic Morphological Analyzer (SAMA) [38]. Then 

sentiment scores have been given for each term root in OCA  by comparing term 

roots placed in OCA with the large scale Arabic sentiment analysis lexicon (ArSenL) 

created by Badaro et al. [27]. Whereas, each word root (lemma) in the lexicon has 

many senses or scores which are rated in the interval of [-1...1]. At this stage, one 

positive or negative score (prior polarity) was computed from many scores (posterior 

polarities) for each opinion word in OCA by creating different aggregation formulae, 

then the ML approach was used to nominate the best formula for computing prior 

polarity for each Arabic word, more details for prior polarity computing are in the 

later fourth chapter. 

The second task is selecting features in two levels of SA, the term level and the 

document level. In the term level total eight features have been created for each 

document in OCA, in which the features have been ordered as: count of positive 

scores, count of negative scores, summation of positive scores, summation of 

negative scores, average of positive scores, average of negative scores, first score 

in the document and last score in the document. While in the document level total 

seven features have been created, the order of features is: count of positive 

sentences, count of negative sentences, maximum score of positive sentences, 

maximum score of negative sentences, first sentence score, middle sentence score 

and last sentence score. Whereas, two versions of the features have been made for 

both of the term level and the document level. However, the first version includes all 

features have been created by applying intensification and negations tools (i.e. 

rules) on each term placed in OCA, for example, the negation tools “ليس، لم، لن، لا” in 

Arabic have the same usage of “not” word in English. While in the second version 

of features the rules have been not applied on each term placed in OCA. In the third 

task, ML and   LB approaches have been used to classify all OCA documents, and 

the classification results can lead us to nominate the best approach regarding to SA 

in Arabic Language.  
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In the case of applying ML approach, three encouraging ML classifiers have been 

used from SA literature, which are ANN, D-Tree and SVM. The performance was 

shown in the previous related studies encouraged us to select these classifiers. 

In the term level of SA, the three classifiers have been applied on total eight features 

and total six features (i.e. by omitting last two features) of each document of OCA. 

However, the results of the three classifiers are used to (i) prove the efficiency of 

our features by proving that, decreasing the number of features decreases the 

classification results, and (ii) to nominate the best formula can be used for computing 

prior polarity from posterior scores in the term level of SA for Arabic Language. On 

the other hand, LB approach was applied in both term and document levels by using 

different formulae based on aggregating functions like maximum, average and 

subtraction. However, the intensification and negations rules have been applied in 

the experiments. The LB approach results have been used to identify the best 

formulae can be used with term and document levels of LB SA for Arabic Language, 

also to illustrate the effectiveness of using rules on both of the two levels.  

1.4 Study Objective and Motivation 

Further to the previous summary about what we do, our objectives in this study are: 

firstly, enhancing term level sentiment score by creating new successful formula to 

compute one prior polarity score for each sentiment term. Secondly, improving the 

performance results of both term and document levels at Arabic sentiment analysis 

by investigating the most successfully ML classifier to classify opinion documents. 

Thirdly, creating new successful LB formula to classify Arabic opinion documents. 

Finally, implementing rules tools with both of ML approach and LB approach to 

identify the tools effectiveness on both approaches results. 

 

Several factors motivated us to carry out a research in SA in the Arabic Language. 

The first factor is the consideration of a large number of Arabic audience, in that the 

Arabic language is evaluated as one of the most widely used languages on the 

Internet according to the statistic carried out by the Internet World Stats [49] and it 

has the fourth rank. Secondly, the Arabic Language has an interesting historical 

relationship with its people and the region they lived in. Lastly, the large-scale use 
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of the Internet, social media and social networks plays a great and important role on 

the Arabic Language. 

1.5 Study’s Originality 

There are many studies conducted in SA in the literature but the vast majority of 

these studies are dedicated to English Language and not directly applicable to 

Arabic or any other languages as well. Indeed, critical stage of a typical SA is the 

specification of the polarity, and according to our best knowledge, there is no 

research work in Arabic SA that interests the computing of the prior polarity from 

posterior polarities. Actually proposed SA steps are creating of formula for 

computing prior polarity, applying ML and LB based classifications and taking into 

account negations and intensifications. In other words, we consider polarity of term 

at first and polarity of document at last. 

1.6 Organization of the Study 

The rest of this dissertation is ordered as the following: Chapter 2 presents and 

discuss previous studies in SA with respect to this study. Chapter 3 discusses the 

background including ML approach, LB approach and Arabic Language. Chapter 4 

illustrates in details SA in Arabic Language methodology including applying ML 

approach in term and document levels, applying LB approach in both levels, 

applying rules in both of the approaches, and the study experimental results and 

evaluations. Chapter 5 shows the conclusions of the study and its future work.
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2. Literature Review 

SA task tends to classify the polarity, which can be positive or negative in three 

common levels: aspect-level, document-level and sentence-level [1] and [55]. There 

is no difference between sentence and document level classifications because short 

documents are just sentences [2]. The vast majority of studies are for English 

Language and not directly applicable for other languages such as Arabic. For this 

reason, there are other studies interested in other languages. The main objective of 

any study related to sentiment analysis is to indicate the opinion of reviews or 

comments in any web content. In this part of the study, we highlight the studies was 

applied to English, Arabic and other languages, at the same time are beneficial to 

our study. Then we generally make discussion about them 

2.1 Sentiment Analysis in English Language 

In publications, there are many works interested in SA of English Language. Li and 

Jain [3] used four methods for document classification: decision trees classifier, 

naive Bayes classifier, nearest neighbor classifier and subspace method. The data 

set was selected from different groups of yahoo news. Features were represented 

using standard bag of words (BOW). They indicated that naive Bayes classifier and 

the subspace method give better results than decision trees and nearest neighbor 

classifiers on the same data sets. They also studied the combination of the three 

classifiers that did not always enhance the accuracy of classification compared to 

the best individual classifier. The best classification accuracy achieved is 

approximately 83%, which was comparable to the other similar previous studies. 

NB classifier was applied by Janyce et al. [4] to make classification for documents 

collected from the journal of Wall Street. They used linguistic features such as 

pronouns, adjectives and verbs. The average accuracy of the classifier reaches to 

81.5%, which is strong performance. 
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Pang et al.  [5] used ML methods such as ME, NB, and SVM to define the polarity 

of movie reviews. They downloaded the data from Internet Movie Database (IMDb). 

The reviews were divided to 700 positive and the other 700 reviews are negative. 

They applied ML classifiers and standard bag of features (BOW) on documents. 

They also considered the effect of adding negation “not”. The position of word and 

the part of speech were also treated. They performed many experiments using n-

grams approaches, and according to the results they concluded that using of 

unigrams is the most effective method, and the SVM classifier outperforms the other 

classifiers used in their work. 

Hong Yu and Vasileios Hatzivassiloglou [6] used NB classifier with features contain 

words, bigrams, and trigrams, as well as the parts of speech in every sentence to 

classify documents to actual and sentimental. The documents were collected from 

wall street journal. The archived results were encouraging with very high precision 

and recall (F-score of 97%). 

Mullen and Collier [7] worked in the same corpus used by Pang et al. [5]. They used 

the average rating to classify the reviews, were as the reviews above the average 

rating were classified as positive and those under this average rating were classified 

as negative. They also treated with many features such as word unigrams. 

Moreover, they used another movie corpus, in that situation they extracted same 

features and additional features based on the range of the movie. They applied SVM 

as ML classifier. Finally, they accomplished that using the collection of word 

unigrams and their lemmas outperforms the other models that did not use this kind 

of information. 

Chesley et al. [8] applied SVM classifier on linguistic features such as pronouns, 

adverbs, verbs and adjectives, to discover polarity in reviews from blog spots. The 

classifying results were encouraging in spite of the noisy nature of the data in blog 

spots. 

Jia et al. [9] built a system that can classify a document as sentimental if there is an 

opinion sentence in the document at least. They used SVM classifier with both of 

unigrams and bigrams features, which were chosen using Chi-square test to specify 
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orientation of opinion in the sentence level. Then a decision tree classifier was used 

to determine the polarity of opinionated documents.  

Prabowo and Thelwall [10] used several classifiers such as SVM, Statistics Based 

Classifier (SBC), General Inquirer Based Classifier (GIBC) and Rule Based 

Classifier (RBC) to classify reviews from different corpora. They used hybrid 

classification, whereby one classifier send the document to the next classifier when 

it fails in the classification process, and the passing process continue until no 

classifier remains. They concluded that the effectiveness of SBC and SVM 

classifiers is improved in the hybrid classification. 

SVM was applied by Li and Li [11] as a sentiment polarity classifier. They debated 

that sentimental subjectivity and expresser credibility should also be taken into 

account. A framework that gives a compact numerically summarization of opinions 

on micro-blogs platforms was proposed in their work. The topics mentioned in the 

opinions shared with the queries of users were extracted, and then SVM was used 

to classify them. They used twitter posts for their experiment. They found out that 

aggregating micro-blog opinions essentially needs consideration of user credibility 

and sentimental subjectivity. They proved that the proposed mechanism could 

effectively detect market intelligence (MI) for supporting decision-makers. 

Moraes and Valiati [12] made experimental comparison between ANN and SVM 

classifiers in the document level of sentiment analysis because in the literature of 

sentiment learning ANN classifier has little mentioned, while SVM classifier has 

widely used by the researchers in successful way. They have used the adoption of 

a criterion evaluation context with common supervised methods for selection of 

feature and weighting in a classical bag of words (BOWs) model. Their work 

indicated that the experiments results of ANN outperform experiments results of 

SVM for some unbalanced data contexts. Their testing included three types of data 

sets including Films, GPS, Camera and Books documents from amazon.com. In the 

experiments of film reviews data set, they indicated that ANN outperformed SVM by 

a statistically significant difference. They confirmed some limitations that have been 

seldom discussed in the SA literature which are the cost of computation of SVM at 

running time and the training time of ANN. They concluded that the reducing of 
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computational effort of both classifiers can be achieved by using Information gain (a 

computationally inexpensive feature selection Method) without significant affecting 

the resulting classification accuracy. 

On the other hand, there are many studies interested in LB (semantic orientation) 

approach. Hatzivassiloglou et al. [13] focused on word orientation in their study. 

They used 1987 Wall Street Journal corpus in their experiments. They detected the 

text orientation by using adjectives as an effective indicator. Additionally, they 

supposed that at the level of phrase, if the adjectives linked with a conjunction such 

as “but” are likely express opposing opinions, whereas, if the conjunctive such as 

“and” connects two adjectives probably indicates the same semantic orientation. 

They used log-linear regression model to predict whether two conjoined adjectives 

are of same orientation or not. In this task 82% accuracy was achieved.  

Turney and Peter [14] detected document sentiment based on adjectives or adverbs 

phrases by using proposed an unsupervised learning algorithm. Then, they 

computed the semantic orientation by using Point Mutual Information (PMI). They 

assigned a class of “recommended” or “not recommended” to the sentences based 

on the average semantic orientation of the phrases. Finally, the achieved average 

of accuracy is 74% when the data were taken from different domains (410 reviews 

of banks, films, automobiles and travel destinations). While the accuracy is 84% for 

automobile reviews and 66% for film reviews. 

Another technique was proposed by Hu et al. [15] for predicting opinion at the 

sentence level to summarize the costumer’s reviews of a product. First, they 

extracted features by investigating frequent words. Then, they realized the 

sentiment sentences, which include at least one adjective and one feature. The 

prediction of the orientation of an sentiment sentence depends on the sentiment 

word in that sentence. The determination of the orientation of the sentence is based 

on whether most sentiment words tend to be positive or negative. If the number of 

positive and negative sentiment words is the same, the orientation of the nearest 

sentiment sentence is taken. 
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Thet et al. [16] focused on the clause level of sentiment analysis. They used Mean 

formula to clculate the average of positive and negative scores for all given scores 

of words lemma to derive polarity from SWN. They have experimented with a 

dataset of movie review sentences. They made a system that generates 

dependency and splits sentences into clauses. Then this system can compute the 

sentiment score of each clause taking into account the word prior polarity score 

derived from SWN, grammatical dependencies of the word and negations. The 

result of experiments described the effectiveness of this approach on short 

documents such as message posts. 

Guerini et al. [17] used sentiwordnet (SWN) [18] to derive prior polarity sentment 

score from term posterior polarities, thus they tested many formule that compine 

posteior polarites in diffirent ways. They compared the previsoly most used 

techniques to thier proposed ones and icoperated all of them to test whether mixing 

them can make more improvment to the computing of prior polarity scores. They 

established motivating basises in computing prior polarity scores. 

Moreover, there are many studies applied hybrid approach. Kouloumpis et al. [19] 

have constructed a model of two classifiers for classifying the sentiment tweets in 

Twitter of English. One classifier uses n-grams, while the other applies both n-grams 

and features of lexicon. Three features for each tweet were created according to the 

existence of any words from the lexicon. They have assigned prior polarity to each 

word by using MPQA subjectivity lexicon [20], which includes a list of English words 

that are labeled with their prior polarity: negative, positive, or neutral. According to 

the outcomes of both classifiers, it was remarkable the accuracy results of second 

classifier (n-grams and lexicon features) is better than the first one (n-grams only).  

2.2  Sentiment Analysis in Arabic Language 

Some studies have covered the idea of Arabic sentiment analysis. Almas and 

Ahmad [21] described a method that can automatically extract specialist terms for 

different languages such as Arabic, English and Urdu. However, they applied their 

method on financial news texts. Regarding the method performance, their result was 

good in the part of precision which is (88.1 %), but the recall result is very low which 

is (17.2 %). 
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A. Abbasi et al. [22] applied sentiment classification on forum that posts were posted 

in English and Arabic languages, there approach based on using stylistic and 

syntactic features linked to entropy weighted genetic algorithm (EWGA) feature 

selection method. The achieved result of using EWGA with SVM indicated high 

efficiency, with accuracy of over 91% on the data set. EWGA has better results than 

other feature selection methods, indicating the usefulness of these features and 

methods of document level sentiment classification. 

In the case of applying ML approach for Arabic Language, Rushdi-Saleh et al. [23] 

generated new Arabic corpus called OCA, the data of OCA corpus are reviews of 

movies were collected from several movie blogs, having a total of 500 reviews (250 

positive and the remaining are negative). Some experiments were also exeuted to 

evaluate the classifiers used to determine the polarity of a review. The best result is 

achieved by using SVM classifier. They observed that the best result is 90 % 

accuracy measure using 10 fold cross validation. 

Shoukry and Rafea [24] investigated ML classifiers (SVM and NB) to Arabic 

sentence level SA using 1000 tweets from twitter. They used unigram and bigram 

as features. However, they found that the SVM classifier outperforms the NB 

classifier in all result metrics. 

For the LB approach in Arabic, Farra et al. [25] used a list of Arabic words’ roots 

which are selected by using stemmer application. To classify each word in the 

sentence, they were checked against the list of words’ roots. If the root is found in 

the list, its polarity is selected as positive, negative, or neutral. Else, the user will 

add the root of the absent word to the list of learned roots. This study also tried to 

benefit from the advantages of both LB and ML approaches by combining them 

together (i.e. hybrid approach). They used an approach that combining both 

syntactic and semantic features to classify sentiment of Arabic sentence level. They 

used many features such as frequency of negative, positive, and neutral terms in 

each document, with applying the semantic list (dictionary) they have constructed, 

frequency of contradiction words, frequency of negation tools like “ليس، لم، لن، لا” which 

are negation tools in Arabic and have the same usage of “not” word in English and 

other features are also used. El-Halees [26] also developed a mechanism for Arabic 
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documents to be classified as positive or negative. His experiments were applied to 

1143 posts contains 8793 Arabic Statements. Firstly, the documents were entered 

to a classification model that is based on lexical resources. Most of the documents 

were classified at this part. Secondly, Maximum Entropy (ME) method used the 

classified documents by the previous model as training set, and then it classifies 

some other documents. Finally, the classified documents from the previous two 

models were entered to k-nearest method to classify the remaining documents. In 

average, his system achieved an accuracy reached to 80%, and the f-measure of 

positive documents has better results than f-measure of negative documents. 

Badaro et al. [27] created a large sentiment lexicon for Arabic (ArSenL) by using 

Arabic and English resources: (i) English SentiWordNet (ESWN) [18]; (ii) English 

WordNet (EWN) [36]; (iii) Arabic WordNet (AWN) [37] ;(iv) Standard Arabic 

Morphological Analyzer (SAMA) [38]. The English synsets were connected to the 

lemma entries in the Arabic resources. ArSenL provides number of positive and 

negative scores for each word. Their results show that ArSenL lexicon outperforms 

all lexicons in all measures without exceptions. 

Regarding the comparison studies, Nawaf et al. [28] addressed two  approaches to 

sentiment analysis in Arabic: corpus based and LB. They built manually annotated 

data set and then they built a lexicon. They carried out experiments to note the 

improvements obtained from the accuracy of the system and compare them to the 

corpus based approach. They observed that the hıghest accuracy was achieved 

when SVM classifier was used for classifying a light stemmed data set. Additionally, 

they perceived that there is a direct proportion between size of the lexicon and the 

accuracy of the LB tool. 

2.3  Sentiment Analysis in Other Languages  

Some studies have concentrated on sentiment analysis for non-English. Denecke 

[29] used machine translation software to translate a German review into English. 

She used three classifiers to predict polarity of the English version of the review. 

The used classifiers are SWN with ML, SWN with classification rule and Ling Pipe. 

Sentiment classification was also applied by Zhang et al. [30] to Chinese reviews. 
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Agić et al [31] applied sentiment analysis on financial news in Croatia by using 

annotated corpus. Ghorbel and Jacot [32] assessed the polarity of classified French 

film reviews by using ML and SWN. 

MartíN-Valdivia et al. [33], used the parallel translation of a Spanish movie reviews 

corpus into English. They proposed new method for polarity classification of these 

reviews. They joined three models produced by supervised and unsupervised 

learning methods to prepare a meta-classifier. The first and the second models were 

created by applying a ML algorithm to Spanish corpus and its parallel translated 

version. The third model was generated for the English version of the corpus using 

SWN. Lastly, they have combined various features of the two supervised models 

and of the third unsupervised model into meta classifier. The outcomes of using 

combination techniques were hopeful. 

Akba et al. [34] used corpus includes Turkish film reviews as data set. They aimed 

to use small number of features that extracted from each film reviews. For this 

reason, information gain and chi-square methods have been used for extracting 

features to decrease costs of calculations and to increase success rate. In their 

work, they employed support vector machine and naïve bayes classifiers for 

classification purpose. For performance evaluation, F-score was used. They noted 

that, in case of classifying film reviews in to two (positive and negative) categories, 

the SVM classifier have achieved 83.9% performance value, but in case of 

classifying film reviews in to three categories, the SVM classifier have achieved 

63.3% performance value. 

Dehkharghani et al. [35] proposed a comprehensive sentiment analysis system that 

cover multi-level sentiment analysis of Turkish such as aspect, sentence, and 

document levels. They also considered some linguistic rules such as intensification 

and conjunction in Turkish sentiment analysis. The data used for evaluation are 

Turkish movie reviews. The resulted accuracies range from sixty percent to seventy-

nine percent in binary and in ternary classification tasks at different levels of 

analysis. 

According to Pai and Chu [51] study, semantics of electronic word of mouth (eWOM) 

content is used to test eWOM content analysis. Both of positive and negative 



27 
 

evaluations were extracted and their customers were helped in decision-making. 

Their proposed approach can be used as assisting tool for companies to understand 

the evaluations of products and services, then converting these sentiments into 

business intelligence to be applied in the improvement of service or product. The 

data set used is reviews of Taiwanese Fast food. Their outcomes presented that 

their approach is effective in producing eWOM evaluations related to products and 

services. 

Yan and Bing [52] used graph-based Approach for Chinese Language. They 

incorporated the inside sentence feature (intra-document evidence) and outside 

sentence feature (inter-document evidence) by presenting a propagation approach. 

They suggested that there is a need to more than features inside the sentence to 

be classified. Camera reviews have been used as a data set in their experiments, 

and their method was compared to NB and SVM as supervised approaches and 

also compared to unsupervised approach. The results of their proposed approach 

outperforms the results of both supervised and unsupervised approaches in case of 

not using outside sentence features. 

The work presented by Maks and Vossen [53] for Dutch Language is based on using 

semantic approach to build lexicon model that describes adjectives, nouns and 

verbs to be used in SA task. The subjectivity relations between the actors in a 

sentence that express about attitudes for each actor was illustrated in their model. 

These subjectivity relations among the actors are labeled with information related to 

both the orientation (positive vs. negative) of the attitude and the identity of the 

attitude holder. A categorization into semantic categories related to SA was included 

in their model. It also provided the polarity of the attitude, means for the identification 

of the attitude holder and the sentiments discerption of the different actors contained 

in the text. Dutch WordNet was used in their work. From their study results, it is 

concluded that the subjectivity of the speaker can be identified and also the 

subjectivity of the actor sometimes can be identified. 
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2.4  Literature Discussion 

As can be seen we mostly summarize the studies that are related with Arabic 

Language and when we compare our approach with these studies, we are 

contributing them by proposing a general formula to aggregate the posterior 

polarities of the terms and assigning one polarity for one Arabic term. Additionally, 

we clearly define employed and proposed vectors while usage of ML methods. 

Finally, we propose the clear way that is interpretable and repeatable to find out 

sentiments of documents in Arabic Language. 

Moreover, we discuss the main entities of recent SA studies including SA levels, SA 

algorithmic approaches and text domains of SA experiments. Firstly, there are two 

main SA levels: term (word) level and document level. Term level SA aims to classify 

the word to positive, negative or neutral with considering some aspects of the word 

such as score, location in the document, part of speech, negation and intensification 

tools. On the other hand of document level, sentences are just short documents, 

whereas, there is no difference between document and sentence level of SA. 

However, document level aims to divide the whole document to subjective 

sentences or subjective words, and then classify the opinion or sentiment of the 

document to positive or negative. It is obviously that term level of sentiment analysis 

can be considered as the basis of document level in sentiment analysis task. 

However, our study characterized by calculating the prior polarity for each sentiment 

term. Secondly, there are three algorithmic approaches in SA, which are ML 

approach, LB approach and hybrid approach. The ML approach can be used with 

many classifiers such as ANN, SVM, D-Tree, NB or ME.  

However, these classifiers can be applied on aggregation features or linguistic 

features of targeted text. The LB approach depends on sentiment word list (i.e. 

sentiment lexicon), which may include a collection of sentiment words with their 

posterior scores. Both ML and LB approaches can be used together in one approach 

which call hybrid approach to enhance sentiment results of each other. However, 

these approaches can use aggregated features, linguistic features or standard bag 

of features (BOW) from the targeted text. However, in literature part of our study, 

we found that the frequent usage of the three approaches by researchers during last 
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years is the same frequent of which was presented in Fig. 2, that we borrowed from 

Medhat et al. [1]. Whereas, the researchers are using the LB approach more than 

using the ML approaches. However, the hybrid approach is little used. 

 

 

Figure 2 Statistics of articles with respect to the approach over years, Medhat et al. [1]. 

Thirdly, the mostly used data by researchers in SA task are reviews of products or 

reviews of movies, whereas, the rest of data such as social media, web Blogs and 

news texts are frequently used by researchers over recent years. It is noted that 

most of the studies did not measure the quality of related data sets, in which we did 

in this study. Finally, most of SA researchers have used evaluation measures 

including precision, recall, F-Score or Accuracy to present their experiment results. 

Otherwise, some of them used both of Accuracy and F-Score metrics to satisfy their 

results.
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3. Background 

Sentiment analysis can be considered as a classification task which developed by 

many researchers in recent years to detect sentiments related to a given text of web 

page. ML and LB approaches are two main directions of SA focused by researchers. 

The ML approach applies different classifiers and uses linguistic features [1], while, 

the LB approach depends on known sentiment terms or their roots. The relation 

between ML, LB approaches and SA is summarized in Fig. 3, whereas the detail 

methodology of both approaches has been discussed in next chapter. 

 

 

Lexicon Based Approach 

  Sentiment Analysis 

Decision Tree 

Classifier 

Machine Learning Approach 

Linear Classifiers 

Support Vector 

Machines 

Neural Network 

Term level and Document level 

Figure 3 Applied Sentiment Analysis approaches in this study 
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3.1 Machine Learning Approach 

If we have unlabeled data that were needed to be classified, we should build 

classification model for classification problem, trained with a set of labeled data and 

their target classes. Two types of classification problems which are binary 

classification and multiclass classification. If we have two target classes that means 

binary classification problem, for example, positive or negative target class for text 

document. Else, if there are more than two target classes that mean multi-class 

classification. This model can be trained with target vectors; each victor represents 

a set of features were selected with considering the target class.  

In text classification, each vector of features represents document or sentence and 

includes extracted features values from these documents. For example, the 

classification model can classify a document to positive if the result value of its 

included function greater than or equal zero, otherwise the document can be 

classified as negative. In this section, we theoretically talk about SVM, ANN, and D-

Tree, which have been used in our study. 

3.1.1 Support Vector Machine Classifier (SVM) 

SVM is a supervised learning algorithm with many popular specialties that motivated 

many researchers to use it. Moreover, it is widely applied in text classification and 

SA problems due to its superiority over other classifiers [12]. The main idea of SVM 

is based on the best separation of different classes by using determined linear 

separator. According to Joachims [40], text data can be classified by using SVM 

because of the sparse nature of the text, however, some of the text features can be 

irrelevant but they tend to be organized into categories that can be linearly 

separated. In SA field, Li and Li [11] used SVM as a sentiment polarity classifier. In 

this study, we used LIBSVM software package [47] with its default parameters 

values as implemented in the Matlab software. Moreover, the usual nonlinear kernel 

Redial Basis Function (RBF) which is used by Moraes et al. [12], is also used to 

train all the SVM models, as it has better performance than other kernel functions 

performance in the experiments of our study. 
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3.1.2 Artificial Neural Network Classifier (ANN) 

ANN includes a collection of artificial neurons in which the neuron is the basic unit 

of ANN. There are input and output for ANN, the inputs are represented by the vector

iA  . Each neuron has a set of weights that are represented by W. The ANN can be 

represented by the linear function: Pi = W * iA  .  In binary classification, the sign of 

predicted function (Pi) yields Bi, which represents the class label of iA  

According to [1], multilayer ANN is more complex and the training process is difficult, 

because, in back propagation process, errors back-propagated throw different 

layers, though, multilayer ANN is still used for nonlinear boundaries. For the ANN 

classifier applied in this study, traditional feedforward network with single hidden 

layer that includes 15 neurons was applied. The training process for each model is 

repeated more than three times to avoid the problem of convergence to a 

satisfactory solution [46]. Additionally, gradient descent with momentum and 

adaptive learning rate back-propagation (traingdx) has been applied as 

implemented in Matlab software. 

3.1.3 Decision Tree Classifier (D-Tree) 

D-Tree classifier has a hierarchical structure that includes attributes or nodes which 

represent training data space, each condition on the attribute value is used to 

partition the nodes or the data [41]. In text classification field, the condition can be 

about the absence or the presence of the word.  The division of nodes is continued 

in recursive fashion until certain minimum numbers of records contained in leaf 

nodes are found. These records can be used for the classification purpose. 

However, there are D-Tree implementations for text classification task, such as J48 

implementation in the Weka Data Mining tool, which is based on the C4.5 D-tree 

algorithm. Jia et al. [9] built a system at the document level in which the document 

is classified to be opinionated in the case of finding one sentiment sentence in it. 

Unigrams and bigrams features were chosen using Chi-square test at the sentence 

level. Then a D-Tree classifier was used to determine the polarity of opinionated 

documents. In this study, the default parameters values of D-tree were used as 
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implemented in the Matlab software. For example, the confidence factor value is 

0.25, and the value of the minimum number of instances for the leaf is 2. 

3.2 Lexicon Based Approach 

The LB approach is based on sentiment lexicon (i.e. list of words) and it is 

unsupervised approach. There are three ways of creating sentiment lexicon: 

automatically, semi-automatically or manually whereas each word is represented by 

numbers indicates its polarity. In order to compute overall document polarity there 

are two ways: The first way is deriving one score or prior polarity from posterior 

polarities of each word in the lexicon, then aggregating all prior polarities of the 

document to indicate its polarity. 

The second way is based on the first way by computing the prior polarity for each 

word in the document, then computing the polarity of each sentence in the document 

and aggregate the sentences scores to get the polarity of overall document. 

However, the LB approach applicable for all domains, for this reason, it is domain 

independent. Section 3.2.1 illustrates two methods for computing LB, one for term 

level and the other one for document level, while in section 2.3.2, some methods 

were used in constructing lexicon will be described.  

3.2.1 Lexicon Based Computing 

LB approach includes two levels of sentiment computing which are term and 

document levels, for term level sentiment computing, the main strategies for 

computing prior polarities are based on having lemma with n scores, every formula 

f is independently applied to all positive scores and negative scores of each 

sentiment word. This produces two scores, F (positive score) and F (negative score) 

for each lemma. More details can be found in [16] [17]. 

Guerini et al. [17] illustarted that obtaining a unique prior polarity from the resulted 

two scores F (positive score) and F (negative score) for each lemma can be mapped 

according to different strategies as presented in 3.1 and 3.2 formulae: 
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Fm = MAX (|PosScore|, |NegScore|)                    (3.1) 

Where Fm takes the maximum of the two scores. 

    Fd = |PosScore| − |NegScore|                          (3.2) 

 

Where Fd takes the difference of the two scores. 

It is noticeable that F (negative score) is always positive by construction. In order to 

obtain final unique prior polarity for a word, the negative sign is added. 

Regarding the document level sentiment computing, Turney [14] determined the 

polarity of the document by applying the average semantic orientation of various 

phrases in document. However, the semantic orientation linked to every phrase is 

computed by subtracting similarity of the given phrase to negative reference word 

“bad” from similarity of the given phrase to positive reference term “nice”: 

 

SO (phrase) = PMI (phrase, “nice”) - PMI (phrase, “bad”)         (3.3) 

 

Whereas, if the semantic orientation of a phrase has strong association with the 

word “nice” it will be positive, else if the semantic orientation of a phrase has strong 

association with the word “bad” it will be negative. 

The similarity between the pairs of terms or phrases was measured by using the 

similarity score measure, Pointwise-mutual Information (PMI). The formula of 

calculating PMI is: 

 

PMI(word1, word2) = log2 
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Where P(word1&word2) represents the probability of founding two words together. 

The ratio between P (word1 & word2) and P (word1) p (word2) is used to measure 

the degree of statistical dependence between the two terms. The amount of 

information gained about the presence of one of terms when the other term is 

detected is given by the log of this ratio.  
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3.2.2 Lexicon Building 

It is known that building lexicons or dictionaries for Arabic SA task is very limited, 

however, few researchers tried to construct Arabic sentiment lexicons. For example, 

Badaro et al. [27] created a large sentiment lexicon for Arabic (ArSenL) by using 

Arabic and English resources: (i) English SentiWordNet (ESWN) [18]; (ii) English 

WordNet (EWN) [36]; (iii) Arabic WordNet (AWN) [37] ;(iv) Standard Arabic 

Morphological Analyzer (SAMA) [38]. The English synsets were connected to the 

lemma entries in the Arabic resources. 

ArSenL provides number of positive and negative scores for each word. Their 

results show that ArSenL lexicon outperforms all lexicons in all measures without 

exceptions. Another method used for building Arabic sentiment lexicon was by Farra 

et al. [25], they used a list of some Arabic words’ roots which are selected by using 

stemmer application. To classify each word in the sentence, they were checked 

against the list of words’ roots. If the root is found in the list, its polarity is selected 

as positive, negative, or neutral. Else, the user will add the root of the absent word 

to the list of learned roots. This study also tried benefits from the advantages of both 

LB and ML approaches by combining them together (i.e. hybrid approach). They 

used an approach that combining both semantic and syntactic features to classify 

the sentiment of Arabic document level. They used many features such as 

frequency of negative, positive and neutral terms in every document using the 

semantic list (dictionary) they have constructed, frequency of contradiction words, 

frequency of negation tools as “ليس، لم، لن، لا” that are negation tools in Arabic that 

have the same usage of “not” word in English and other features also were used. 

Lexical resources for SA obtainable in English like SentiWordNet was also used in 

the approach of Arabic lexicon building, in which lexical data base of English 

Language [42] was used to build SentiWordNet. Each word score in SentiWordNet 

was defined using two step processes. In the first process binary search was used 

to find words with similar polarities of English WordNet [36]. Then, in the second 

process an iteration was run on the words to find final polarity of words. According 

to each word polarity each word is classified as positive, negative or neutral in which 

each word intensity ranged from 0 to 1and associated with its part of speech [18]. 
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To get benefit from this lexicon in Arabic Language, the Arabic documents can be 

translated into English Language using standard translation software as noted in 

[24]. Then these documents can be classified basing on its sentiment scores into 

positive or negative. Whereas the Arabic word scores are gained from its translated 

English words in SentiWordNet. 

3.3 Arabic Language Overview 

Arabic Language is one of the first ranked 10 languages primarily used on the 

Internet based on the statistic has been done by the Internet World Stats [49]. It is 

spoken by millions of people. Making it one of the five most spoken languages in 

the world, and it is one of the formal languages in United Nations organization [54]. 

The Arabic language was spoken in Hejaz and surrounding areas before the Islamic 

age, and because it is the Quran (The Holy Islamic book) language which became 

the official language in the Islamic regions, and many Muslims from different cultures 

learned this language in order to understand Islamic religion deeply. The direction 

of writing is from right to left, with alphabet consists of 28 letters. The alphabet of 

Arabic can be expanded to 90 elements by writing additional vowels, marks, and 

shapes [50]. 

There are two forms of Arabic Language: (i) Modern Standard Arabic (MSA). (ii) 

Dialectal Arabic. In the Arabic countries, Modern Standard Arabic (MSA) is derived 

from the language of the Quran. In addition, commonly used in books, newspapers, 

media, formal speeches, movie reviews, etc. MSA hugely follows the grammatical 

rules of Quranic Arabic and uses a lot of its vocabulary. It has ignored some 

grammatical constructions and vocabulary that no longer have any importance in 

the spoken varieties, and has edited new constructions and vocabulary from the 

spoken varieties [54]. Dialectal Arabic includes all forms of day life currently spoken 

Arabic and it is derived from the Standard Arabic [23]. 

Arabic Language is one of the Semitic languages in which the morphology is 

uncommon and complex (i.e. approach of building terms from a basic root). Arabic 

Language has a non-concatenative "root-and-pattern" morphology: A root includes 

of a set of bare consonants (usually three).  
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In Arabic Language different patterns can be used to form numerous words. For 

example, from a single root k-t-b various words can be formatted: katabtu 'I wrote', 

aktabtu 'I dictated', aktubu 'I write', kutiba 'it was written'…etc. 

This study is concerned with MSA. The challenge here is that all approaches of 

natural language processing that have been applied to most languages are not 

directly applied to Arabic Language. The text needs additional pre-processing 

before applying some methods.
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4. Sentiment Analysis in Arabic Language 

The aim of this study is to enhance Arabic SA by applying both ML and LB 

approaches on both term and document levels independently and nominating the 

best SA approach for Arabic. The experiments include implementing rules with both 

of ML approach and LB approach to identify their effectiveness on both approaches 

results.  

This unit is ordered as follows: section 4.1 presents the methodology of the study 

including:  

(A) Preprocessing task of OCA corpus, then measuring the corpus quality by 

comparing it with the other Arabic corpora by using the same quality measures. 

(B) Stemming and identifying each term sentiment scores placed in OCA. 

(C) Computing one sentiment score (prior polarity) for each term. 

(D) Overviewing rules (i.e. negation and intensification). 

(E) Computing sentence score formulae.  

Section 4.2 discuss features extraction for term and document levels to be used with 

ML approach, with applying and without applying rules on the features. 

Classification task is also illustrated.   

In section 4.3, applying ML and LB approaches on both term and document levels, 

with applying and without applying rules in each approach are discussed. 

Section 4.4 summarizes the measures used to evaluate both ML and LB 

approaches results. Finally, in section 4.5, all experiments and results have been 

discussed, compared and evaluated. 

4.1 Study Methodology 

In our dissertation, we are concerned in sentiment analysis at multi-level (i.e. term 

level and document level) for Arabic Language. The proposed methodology of this 
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study in case of applying ML and LB approaches has been presented in Fig. 4 and 

Fig. 5 respectively. However, the methodology steps are:  

(A) Preprocessing of the OCA corpus to remove unnecessary terms then the corpus 

quality has been measured.  

(B) Computing one sentiment score for each sentiment term of OCA corpus.  

(C) Features have been selected for both term and document levels independently. 

(D) Applying machine (ML) learning approach on the term level and in the document 

level of OCA corpus with considering applying and not applying rules on both 

levels. 

(E) Applying LB approach on the document level with considering applying rules to 

each term in the document. 

(F) Comparisons between the results have been done to identify the best way to 

classify sentiment Arabic reviews.  
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Figure 4 Proposed methodology of multi-level SA in Arabic Language using ML approach 
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Figure 5 Proposed methodology of multi-level SA in Arabic Language using LB approach 

 

 

Computing 

document score by 

the following 

formulae: 

- (DTMAX_MAX) 

- (DTMAX_SUB) 

- (DTAVG_MAX) 

- (DTAVG_SUB) 

- (DTAVG_AVG) 

 

Comparing the results (F-score values) 
of applying and non-applying rules 

Preprocessed OCA Corpus 

Computing term score by the best formula resulted from 

ML approach (MMax_Sub formula) 

Term level Document level 

Computing sentence score 
by the following formulae: 

- DMax_Sub= SUB(SMax) 
- DMax_Max = MAX(SMax) 

Computing document 

score by the following 

formulae: 

- (DSMAX_MAX) 

- (DSMAX_SUB) 

- (DSAVG_MAX) 

- (DSAVG_SUB) 

- (DSAVG_AVG) 

W
it

h
o

u
t 

ru
le

s
 

Applying rules on each term 

score 

Computing sentence score 
by the following formulae: 

- DMax_Sub= SUB(SMax) 
- DMax_Max = MAX(SMax) 
-  

Computing document score 

by the following formulae: 

- Last sentence score. 

- First sentence score. 

- Average of the last 

three sentences scores. 

- Average of the first 

three sentences 

scores 

A
p

p
ly

in
g

 r
u

le
s
 o

n
 e

a
c
h

 t
e

rm
 



42 
 

4.1.1. Preprocessing and Quality Measuring of OCA Corpus 

OCA corpus is a new Arabic resource that is made obtainable to the scientific 

purposes to be used in SA task [23]. The corpus contains 500 film reviews collected 

from different Arabic blogs and web pages, 250 of the reviews are classified as 

positive, and the rest are classified as negative. Two samples of positive and 

negative reviews of the OCA corpus are given in Table 1 to be more clear. 

Preprocessing for OCA dataset is made by removing useless terms (i.e. spaces, 

punctuation marks, numbers, etc.) in SA task and Table 2 presents statistical 

definition of the OCA corpus after preprocessing. 

Table 1. Samples of positive and negative OCA reviews 

Positive 
review 

In Her Shoes  

ي البكاء مؤثر وسيثير لديك رغبة شديدة فنعم إنه فيلم "الحسناوات" ولكن موضوعه ذكي ، كما أنه 
 ، إلى جانب أنه مرح وعلى درجة عالية من الإخراج والتمثيل.

 إنه يستحق ثمن التذكرة والساعتين اللتين ستضيعهما من وقتك الثمين على مشاهدته. 

 3التقييم العام :   

In Her Shoes Yes, it is the film "Belles" But the theme of intelligent, 
influential as it is, and will raise you have a strong desire to cry, to 
the side because it's funny and a high degree of output and 
representation. It is worth the price of the ticket and two hours of 
your precious time to watch it. User Rating: 3 

Negative 
review 

 ورقات كوتشينة 7اسم الفيلم: 

 إسم الكاتب: د.صلاح الغريب

 من وجهة نظرى الشخصية الفيلم يعتبر ضعيف جداً جداً من جميع النواحى ... 

 .ولم يلفت نظرى سوى الآداء الجيد للفنان ) محمد سليمان ( و الفنانة ) رانيا شاهين ( 

 1/10التقييم: 

Movie Name: 7 papers Kuchinp Author Name: Dr. Salah strange 
from the point of my personal film is very, very weak in all respects ... 
Did not draw my eyes only good performance of the artist 
(Mohammad Suleiman) and the artist (Rania Shaheen). Rating: 1 / 
10 
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Table 2. Statistical details of OCA after pre-processing 

 Positive Negative 

Total No. of documents 250 250 

Total No. of tokens (words) 77704 60748 

Total No. of unique tokens in OCA 5984 5812 

First of all, we aimed to measure OCA corpus quality before its usage in the task of 

sentiment analysis, thus, we used Zipf’s law to measure the quality of OCA corpus 

as it is presented in the previous studies by Rosso and Benajiba [43] and Salhi and 

Yahya [44]. Zipf’s law states that: “in a corpus, the frequency of a word is inversely 

proportional to its rank”; Zipf’s law can be expressed by Eq.4.1 

F = C/ra      (4.1) 

Where F is the frequency of words, a is a constant close to 1, r is the rank of the 

word and C is the highest observed frequency.  

According to this approach, the most frequent word takes place twice as often as 

the second most frequent word, and the third most frequent word occurs one-third 

of the most frequent word and so on. 

In our experiments, a relationship has been drawn between actual frequency and 

the rank using the logarithmic measure as presented in Fig. 6a, and the relationship 

in Fig. 6b, is also drawn between ideal (Zipf’s) frequency and the rank using 

logarithmic measure. When a comparison was made between actual and ideal 

frequencies as seen in Fig. 7, it is concluded that few words are often used and 

many of the words are rarely used. 
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(a)                                                                     (b) 

Figure 6 (a) OCA frequencies VS Rank, (b) Ideal (Zipf’s) Frequency VS Rank 

 

Figure 7 Comparison between Actual and Ideal frequencies VS Rank 

To assess the adherence of word frequencies (i.e. the word frequency distribution 

of text to Zipf’s law distribution), we used Kullback-Liebler distance measure (DKL), 

this distance is asymmetric and measures the distance from a “true” probability 

distribution P (Zipf’s law distribution based on rank) to an arbitrary probability 

distribution Q (word frequency distribution) as discussed by Rosso and Benajiba 

[43]. Eq.4.2 can express this function: 

DKL (𝐏, 𝐐) = ∑ 𝐏(𝐢). 𝐥𝐨𝐠 𝐏(𝐢) / 𝐐(𝐢)
𝒊

    (4.2) 

Where P is Zipf’s law distribution and Q is word frequency distribution. For OCA 

corpus the DKL obtained has been compared to the DKL resulted from Rosso and 

Benajiba [43] study as presented in Table 3. 
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Table 3. Comparison between DKL for OCA and DKL for Arabic corpora by Rosso and 

Benajiba [43] 

Corpus Kullback-Liebler Distance 

OCA 18980.41 

Abu-Taïb AlMoutanabbi poetry 22120.32 

Newspaper articles 32836.98 

A Linux Red Hat installation tutorial book 41983.44 

Religious book of the Imam Ibnu Qayyim El 
Jawziyah 

28870.38 

Furthermore, it is also compared to Salhi and Yahya [44] study as presented in 

Table 4. According to the comparisons between our study result and the results of 

previous studies regarding DKL, we concluded that the OCA corpus has the best 

DKL. Thus, OCA data set quality outperforms other Arabic data sets quality. For 

this reason, we can dependably use it in SA task. 

Table 4. Comparison between DKL for OCA and DKL for Arabic corpora by Salhi 

and Yahya [44] 

Corpus Kullback-Liebler Distance 

OCA 0.037424 

Al-Quds 0.084 

Ar. Wikipedia 0.100 

Computing 0.143 

Economics 0.134 

History 0.134 

Literatures 0.132 

Physics Related 0.139 

Medicine Related 0.136 

Politics 0.128 

Religions 0.139 

Sports 0.106 
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4.1.2 Stemming Process and Identifying Sentiment Terms 

After the preprocessing phase of OCA corpus, the opinion terms from the corpus 

are decided through stemming all terms placed in OCA by using the commonly used 

Standard Arabic Morphological Analyzer (SAMA) [38]. This analyzer can produce 

all possible reading out of context for a given word, whereas each word lemma has 

English gloss and part of speech tag. After stemming process, sentiment scores for 

each term root placed in OCA is given by comparing them to large-scale Arabic 

sentiment analysis lexicon (ArSenL). ArSenL has been created by [27]. ArSenL is a 

big sentiment lexicon for the Arabic Language in which each word seed (lemma) 

has more than one score (or posterior polarities). The English synsets were 

connected to the lemma entries in the Arabic resources. Noting that, each word root 

(lemma) in the lexicon have many senses or scores which are rated in the interval 

of [-1..1]. For example, Table 5 presents total five ArSenL positive and negative 

scores for the word: "hot" (ساخن). 

Table 5. Five ArSenL positive and negative scores for the term: "hot" (ساخن) 

Lemma by SAMA Positive scores Negative scores 

sAxin 0.375 0.25 

sAxin 0.75 0.125 

sAxin 0.5 0.375 

sAxin 0.25 0.25 

sAxin 0.125 0 

In our work, we utilized ArSenL to derive one numerical score from positive scores 

and one numerical score from negative scores. Then, we formulated aggregation 

formulae to derive one score (or prior polarity) from the posterior scores for each 

term placed in OCA as illustrated in the next section 4.1.3. 
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4.1.3 Prior Polarity Computing Formulae for Term Level 

In this phase, one prior sentiment score is extracted from posterior positive or 

negative scores as shown in Fig 4. However, total 5 formulae (or equations) are 

constructed to derive one prior sentiment score from posterior scores in two steps. 

In the first step, two scores which are F (Positive Score) and F (Negative Score) are 

derived from posterior scores for each word lemma using Eq.4.3 and Eq.4.4 in Table 

6. Secondly, we derived unique prior polarity score from the resulted two scores of 

FAvg and FMax separately by using the Equations 4.5 – 4.9 in Table 6. 

Table 6 Prior polarity computing equations 

The equation Discerption Eq.# 

FAvg = (Avg (|Positive Score|), Avg (|Negative Score|)) 

FAvg takes the average of the absolute value of 

positive and negative scores independently for 

each term. 

(4.3) 

FMax = (Max (|Positive Score|), Max (|Negative Score|)) 

FMax takes the maximum of the absolute value of 

positive and negative scores independently for 

each term. 

(4.4) 

MAvg_Max = MAX(FAvg) 
MAvg_Max takes the maximum score of the resultant 

two scores from FAvg. 
(4.5) 

MMax_Max = MAX(FMax) 
MMax_Max takes the maximum score of the resultant 

two scores from FMax. 
(4.6) 

MAvg_Sub= SUB(FAvg) 

MAvg_Sub takes the difference of the resultant two 

scores from FAvg. That is, the subtraction of the 

negative score from the positive score. 

(4.7) 

MMax_Sub= SUB(FMax) 

MMax_Sub takes the difference of the resultant two 

scores from FMax. That is the subtraction of the 

negative score from the positive score. 

(4.8) 

MAvg_Avg= AVG(FAvg) 
MAvg_Avg takes the average of the resultant two 

scores from FAvg. 
(4.9) 

In Eq.4.9, the negative sign is added to the negative score before taking the 

average. In addition, in the Eq.4.5 and Eq.4.6, it is important to note that, a negative 

sign is added to the final unique prior score if it was negative before taking the 

absolute value. To nominate the best of the five equations (or formulae) of deriving 

prior polarity, five OCA files based on the five formulae (MAvg_Max, MMax_Max, MAvg_Sub, 

MMax_Sub and MAvg_Avg) were created, after that, we tested each OCA file 

independently using ML methods, that is, the ANN, D-Tree and SVM classifiers. 

Furthermore, the MMax_Sub formula has the best results amongst all other formulae, 

in which the average F-score achieved in the term level for both positive and 

negative testing classes is 0.92. Thus, the MMax_Sub formula is certified for giving one 

score for each term placed in OCA corpus. 
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4.1.4 Rules 

Rules designed for Arabic Language include two main situations that may change 

the meaning of a word or a sentence; these are “intensification” and “negation” tools.  

For example, the intensification tools in Arabic including the words “  كبيرا، جدا، إفراط،

 can have the same usage of the word “very” in the English language. On the ”مطلق

other hand, the negation tools “ لا لن، لم، ليس، ” in Arabic have the same usage of the 

word “not” in the English language. In our study, it is decided that for each term: (i) 

in case of positive terms, if the term has intensification word before or after it, its 

score will be increased to 1, while in case of negative terms, the term score is 

decreased to -1. (ii) If the term has negation word before it, its score will be negated, 

in which the positive term becomes a negative term and the negative term becomes 

a positive term. 

4.1.5 Sentence Score Computing Formulae 

One score for each sentence in each of the OCA documents has been computed 

considering that MMax_Sub formula has been certified for giving one score for each 

term of OCA corpus. However, two versions of the corpus based on the sentence 

score have been made. Whereas, in the first version each sentence score is 

computed applying rules, and the second version was computed without applying 

rules to make comparisons and to identify the efficiency of the rules on the 

experiments result. We first of all derived two scores S (Positive term score) and S 

(Negative term score) using Eq. 4.10 in Table 7. Secondly, one sentence score is 

derived from the result of two scores of SMax formula by using Eq. 4.11 and Eq. 4.12 

in Table 7. To nominate the best of the two equations (Eq. 4.11 and eq. 4.12) of 

deriving one sentence score, we tested each OCA file independently using ML 

methods, that is, the ANN, D-Tree and SVM classifiers, therefore, the DMax_Max 

formula has results better than the results of DMax_Sub formulae. 
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Table 7 Sentence score computing equations 

The equation Discerption Eq.# 

SMax = (Max (|Positive term Score|), Max (|Negative term Score|)) 

SMax takes the maximum 

absolute value of the 
positive term score in the 
sentence and the maximum 
absolute value of the 
negative term score in the 
sentence. 

(4.10) 

DMax_Sub= SUB(SMax) 

DMax_Sub takes the 

difference of the resultant 
two scores from SMax. That 

is the subtraction of the 
negative score from the 
positive score. 

(4.11) 

DMax_Max = MAX(SMax) 

DMax_Max takes the 

maximum score of the 
resultant two scores from 
SMax, and the negative sign 

is added to the final 
sentence score in case of 
the negative term is the 
maximum. 

(4.12) 

4.2 Arabic Sentiment Analysis Using Machine Learning (ML) Approach 

Features were selected for both term and document levels independently, 

considering the application and non-application of rules on both levels. Afterward, 

we applied ML approach on the term and the document level of the OCA corpus. 

Finally, we used three encouraging ML classifiers from SA literature, which are 

SVM, ANN and D-Tree to classify OCA documents. 

4.2.1 Features Extraction 

Basing on the MMax_Sub formula for computing prior polarity for each sentiment term 

in OCA, features have been extracted in two levels of SA, the term level and the 

document level. Whereas, we made two versions of features for each of term level 

and document level, however, the first version includes all features have been 

created with applying intensification and negations tools (i.e. rules) on each term 

placed in OCA. 

4.2.1.1 Term Level Features 

Depending on the former section 4.1.3, five OCA files have been built. Each file 

words assigned prior score according to the MMax_Sub formula. 
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Total eight features have been selected for each OCA file independently. However, 

each document in a file has been represented by a vector of total eight features, and 

the total eight features are ordered as: count of positive scores, count of negative 

scores, summation of positive scores, summation of negative scores, average of 

positive scores, average of negative scores, first subjective score and last subjective 

score. For example, Table 8 is a sample for one of the OCA files including the total 

eight features.  To ensure the effectiveness of our features, we omitted the last two 

features (i.e. first subjective score and last subjective score), thus we have total six 

features. Then, the same experiments have been repeated for them, whereas 

comparisons between the testing results of both total six features and total eight 

features also have been illustrated in section 4.5.1. 

Table 8 Sample of one of the OCA files including the total eight features in term level 

Class CountPos CountNeg SumPos SumNeg AvgPos AvgNeg F_Subj L_Subj 

0 166 141 20.19 -18.76 0.12 -0.13 0.04 0.21 

0 197 147 25.51 -21.94 0.13 -0.15 0.04 -0.25 

0 110 66 16.24 -11.89 0.15 -0.18 -0.08 0.03 

0 19 21 2.61 -4.04 0.14 -0.19 -0.56 0.04 

1 61 21 5.56 -3.70 0.09 -0.18 0.04 0.02 

1 37 32 5.16 -6.00 0.14 -0.19 0.04 0.25 

1 45 27 8.29 -3.70 0.18 -0.14 0.04 0.26 

 

4.2.1.2 Document Level Features 

With respect to the former section 4.1.5, we built two OCA files, each file sentences 

assigned one score according to the DMax_Max and DMax_Sub formulae.  

Total seven features have been selected for each OCA file independently, the total 

seven features are ordered as: count of positive sentences, count of negative 

sentences, maximum score of positive sentences, maximum score of negative 

sentences, first sentence score, middle sentence score and last sentence score. For 

example, Table 9 is a sample for one of the two OCA files including the total seven 

features.  To guarantee the validation of the features, we firstly omitted the third and 
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the fourth features (i.e. maximum score of positive sentences and maximum score 

of negative sentences), thus we have total five features. Then, the same 

experiments have been repeated for them. Secondly, we omitted the last three 

features (i.e. first sentence score, middle sentence score and last sentence score), 

thus we have total four features. Then, the same experiments also have been 

repeated for them, whereas comparisons between the testing results of the total 

seven features, the total five features and the total four features are illustrated in 

section 4.5.2 

Table 9 Sample of one of the OCA files including the total seven features in the sentence 

level 

Class CountPos CountNeg MaxPos MaxNeg FirstScore MiddleScore LastScore 

0 8 2 0.75 -0.75 -0.25 -0.75 0.125 

0 38 22 1 -0.875 0.125 0 0.125 

0 6 1 0.875 -0.5 0.5 0.75 0.125 

1 1 0 0.75 0 0.75 0.75 0.75 

1 1 0 0.75 0 0.75 0.75 0.75 

1 1 0 0.875 0 0.875 0.875 0.875 

1 1 0 0.75 0 0.75 0.75 0.75 

4.2.2 Classification Task 

In the classification task, we put the features vector into a format that can be 

processable by each of SVM, ANN and D-Tree classifiers. According to this study 

experiments, each classifier settings are presented in the previous Sections 3.1.1 – 

3.1.3 respectively. Some classifiers need parameter settings, which are still a 

research issue [12]. The aim of using three deferent classifiers is to prove that 

decreasing the number of features decreases the value of classification results. We 

applied 5-fold cross validation for testing and validation purpose to ensure that every 

sample of OCA corpus has the same chance of appearing in training and validation 

set [48]. 

 



52 
 

However, the preprocessed OCA corpus is divided into 5 testing files in which each 

file includes 100 documents in which 50 documents are positive and 50 are 

negative. The rest corpus is divided into 5 training files, so that each file contains 

400 documents (200 positive and 200 negative documents). 

4.3 Arabic Sentiment Analysis using Lexicon Based (LB) Approach 

In our work, the LB methodology is based on the (MMax_Sub) formula to get one score 

for each term, however, we applied LB approach on both of term level and document 

level as illustrated in the following two subsections. However, Fig. 5 describes the 

methodology of the LB approach in this study in the case of application and non-

application of rules. 

4.3.1 Lexicon Based Approach without Rules 

We firstly used LB approach in the term level, however, we applied five aggregation 

formulae for each OCA document. The aggregation formulae and their discerptions 

have been presented in the Table 10. 

Secondly, in the document level we also used LB approach, whereas, each 

sentence score has been obtained by one of two formulae: DMAX_MAX and DMAX_SUB 

formulae which have been illustrated in the Table 11. Then these formulae have 

been applied on two versions of the OCA corpus, one version is based on DMAX_MAX 

formula and the other version is based on DMAX_SUB formula. Each document score 

is calculated by using different aggregation formulae, which are presented in      

Table 12. 

More details for this section and related experiments including comparing term level 

resultant scores and sentence (document) level resultant scores with the OCA 

labels have been discussed in section 4.5.3. 
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Table 10 Term level based document score computing formulae 

The formula Description Eq.# 

DTMAX_MAX 

Takes the maximum positive term score and the absolute value of 

the maximum negative term score, then the document score takes 

the maximum score of them. The negative sign is added to the 

document score if the absolute value of the maximum negative 

term score is bigger than maximum positive term score. 

(4.12) 

DTMAX_SUB 

Takes the maximum positive term score and the absolute value of 

the maximum negative term score, then the document score takes 

the subtraction of the absolute value of the maximum negative 

term score from the maximum value of the positive term score 

(4.13) 

DTAVG_MAX 

Takes the average of the positive terms scores and the average of 

the negative terms scores, then the document score will be the 

absolute value of the maximum of them. Negative sign is added to 

the document score if (the absolute value for the average of 

negative terms scores) is bigger than (the average of the positive 

terms scores). 

(4.14) 

DTAVG_SUB 

Takes the average of the positive terms scores and the average of 

the negative terms scores, then the document score will be the 

subtraction of (the absolute value for the average of negative 

terms scores) from (the average value of positive terms scores). 

(4.15) 

DTAVG_AVG 

Takes the average of the positive terms scores and the average of 

the negative terms scores, then the document score takes the 

average of them. 

(4.16) 

Table 11 Sentence score computing formulae 

The formula Description Eq.# 

DMAX_MAX 

Takes the maximum positive term score and the absolute value 

of the maximum negative term score, then the sentence score 

takes the maximum score of them with considering the sign of the 

sentence score in case of the absolute value of the maximum 

negative term score is bigger than the maximum positive term 

score. 

(4.17) 

DMAX_SUB 

Takes the maximum positive term score and the absolute value 

of the maximum negative term score, then the document score 

takes the subtraction of the absolute value of maximum negative 

term score from the maximum value of the positive term score. 

(4.18) 
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Table 12 Sentence level based document score computing formulae 

The formula Description Eq.# 

DSMAX_MAX Takes the maximum positive sentence score and the 

absolute value of the maximum negative sentence score, 

then the document score takes the maximum score of them. 

The negative sign is added to the document score if the 

absolute value of the maximum negative sentence score is 

bigger than maximum positive sentence score. 

(4.19) 

DSMAX_SUB Takes the maximum positive sentence score and the 

absolute value of the maximum negative sentence score, 

then the document score takes the subtraction of the 

absolute value of the maximum negative sentence score 

from the maximum value of the positive sentence score 

(4.20) 

DSAVG_MAX Takes the average of the positive sentences scores and the 

average of the negative sentences scores, then the 

document score will be the absolute value of the maximum 

of them. Negative sign is added to the document score if (the 

absolute value for the average of negative sentences 

scores) is bigger than (the average of the positive sentences 

scores). 

(4.21) 

DSAVG_SUB Takes the average of the positive sentences scores and the 

average of the negative sentences scores, then the 

document score will be the subtraction of (the absolute value 

of the average of negative sentences scores) from (the 

average value of positive sentences scores). 

(4.22) 

DSAVG_AVG Takes the average of the positive sentences scores and the 

average of the negative sentences scores, then the 

document score takes the average of them. 

(4.23) 

4.3.2 Lexicon Based Approach with Using Rules 

In this section, intensification and negation methods have been applied on each 

term as previously presented in Fig. 5. Then we got each sentence score according 

the DMAX_MAX and DMAX_SUB formulae. Finally, each document score was computed 

according to four techniques, which are: last sentence score, first sentence score, 

average of the last three sentences scores and average of the first three sentences 

scores. All the results of the LB approach with and without using rules have been 

compared to identify the best LB SA formulae can be used for SA in Arabic 
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Language, and to illustrate the effectiveness of using rules in both term and 

document levels of Arabic SA. 

4.4 Evaluation Measures 

The objective of classification task is to find the best formula for Arabic SA task in 

the Arabic Language and to prove the efficiency of the features by showing how 

classification results are decreased when the number of features is decreased with 

consideration of application and non-application of the rules. 

We used three commonly used metrics in the literature by El-Halees [26], Badaro et 

al. [27] and Al-Azani and El-Alfy [45] which are Precession, Recall, and F-score. The 

equations representing these metrics are listed in Table 13. The average of F-scores 

is used in comparing all the results of the classification in our experiments. 

Table 13. Evaluation measures 

Evaluation measures The equations Eq.# 

Precession for positive 

classes 
Precession = 

true_positive 

true_positive + false_positive
 (4.24) 

Precession for negative 

classes 
Precession = 

true_negative 

true_negative + false_negative
 (4.25) 

Recall for positive classes Recall = 
true_positive 

true_positive + false_negative 
 (4.26) 

Recall for negative classes Recall = 
true_negative  

true_negative  + false_positive
 (4.27) 

F-score F-score = 
 2 ∗ Precision ∗ Recall 

Precision + Recall
 (4.28) 

 

4.5 Experimental Results and Evaluation 

In this study, we focused on sentiment analysis at term level and document level for 

Arabic Language. However, two main approaches used in the literature have been 

applied which are ML approach and LB approach. 
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Moreover, the rules also have been applied to see how they can effect on the 

classification experiments in both SA levels. 

To achieve our goal from this study, our experiments have been done in the 

following steps: (i) Using Zipf’s law for measuring the OCA corpus quality. Then, 

preprocessing of OCA corpus by omitting unnecessary terms like numbers and 

punctuations, moreover deciding the opinion terms from the corpus by using the   

large scale Arabic sentiment analysis lexicon (ArSenL). Whereas, each word root 

(lemma) in the lexicon have many senses or scores which are rated in the interval 

of [-1...1]. (ii) Computing one positive or negative score (prior polarity) from many 

scores (posterior polarities) for each opinion word in OCA corpus by creating 

different aggregation formulae. (iii) Extracting features based on the term level and 

features based on the document level with applying and without applying rules in 

the term level, whereas the document level is based on the term level. (iv) Applying 

ML approach by using ML classifiers, which are ANN, D-Tree, and SVM. However, 

the results of the three classifiers are used to: Firstly, prove the efficiency of our 

features by proving that, decreasing the number of features decreases the 

classification results. Secondly, to nominate the best formula can be used for 

computing prior polarity from posterior scores in the term level, and best formula 

can be used for computing document score in the document level of SA at Arabic 

Language. (v) Applying LB approach in both term and document levels by using 

different formulae based on aggregating functions like maximum, average and 

subtraction. However, the intensification and negations rules have been used in the 

LB approach experiments. The results of the LB approach have been used to 

identify the best formulae can be used with term level and document level of LB SA 

at Arabic Language, and to illustrate the effectiveness of using rules in both term 

and document levels of Arabic SA. (vi) Comparing the results of each approach and 

also comparing final results of both approaches by using F-score metric.  

This section is ordered as follows: section 4.5.1 discuss computing prior polarity for 

each term in the OCA corpus by using different features and formulae. However, 

applying and not applying rules on each term is considered, then using the results 

of the ML classifiers to nominate the best formula, the best classifier and the best 

number of features in the term level.  



57 
 

Section 4.5.2 discuss computing each sentence score in each document of the OCA 

corpus by using different features and formulae with applying and without applying 

rules for each term, then, using the results of the ML classifiers to nominate the best 

formula, the best classifier and the best number of features in the document level. 

In section 4.5.3, firstly, LB approach has been applied on the term level in which 

rules have not been used, then different aggregation formulae have been used to 

compute each document sentiment score, and finally, the results of applying each 

formula have been compared to nominate the best of them. Secondly, LB approach 

has been applied on the document level, and also without using rules, then different 

aggregation formulae have been applied to compute document sentiment score, 

finally, the results of applying each formula have been compared to nominate the 

best formula. While in section 4.5.4, the LB approach has been applied by using 

rules for each term. Then each sentence score has been computed by using the 

DMAX_MAX and DMAX_SUB formulae. Finally, each document score has been computed 

according to four techniques that have been compared to nominate the most 

effective of them. In section 4.5.5, the best results summary of both ML approach 

and LB approach have been discussed. 

4.5.1 Experiment A: Term Level Sentiment Analysis using Machine Learning 

Approach 

We applied this experiment firstly without using rules, then with applying them on 

the term level. 

4.5.1.1 Without Rules 

 Objective:  Firstly, we aim at this experiment to nominate the best formula of 

computing term level score by comparing the results of using ML classifiers (ANN, 

D-Tree, and SVM) to classify each OCA document with considering the number of 

used features (8 or 6 features) in each document. However, each OCA document is 

based on different formula. Secondly, proving the efficiency of our features by 

decreasing their number. 

 Method: (i) Each word root (lemma) in the OCA corpus have many senses or 

scores which are rated in the interval of [-1...1]. At this stage, one positive or 
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negative score (prior polarity) has been computed from many scores (posterior 

polarities) for each opinion word in the OCA corpus by using the 5 aggregation 

formulae that have been illustrated in section 4.1.3. The aggregation formulae are 

MAvg_Max, MMax_Max, MAvg_Max, MAvg_Sub, MMax_Sub, MAvg_Avg. (ii) Total eight features have 

been selected for each OCA file independently. The total eight features are ordered 

as count of positive scores, count of negative scores, summation of positive scores, 

summation of negative scores, average of positive scores, average of negative 

scores, first subjective score and last subjective score. To ensure the effectiveness 

of our features and the testing methods, we omitted the last two features (i.e. first 

subjective score and last subjective score), thus we have six features. Now we have 

10 OCA files (i.e. 5 files of total 8 features and 5 files of total 6 features) in which 

each file is based on one of the five formulae. (iii) We applied 5 fold cross validation 

for training and testing purpose on each of the 10 files. (iv) Then the ML approach 

(ANN, D-Tree, and SVM classifiers) has been applied on each of the 10 files to 

nominate the best formula for computing prior polarity for each Arabic word. (v) 

Precision and recall metrics have been used to calculate F-Score measure, then we 

calculated the average of F-Score measure for results of five folds of positive training 

classes, positive testing classes, negative training classes, and negative testing 

classes to present the numbers shown in the next tables. 

 Results: The results are presented in Tables 14 -16. 

Table 14 Average of performance by using total 8 and 6 features with ANN classifier 

 

Formulae 

Positive classes Negative classes 

F-score for 
training data 

F-score for 
testing data 

F-score for 
training data 

F-score for 
testing data 

8
 F

e
a
tu

re
s

 MMax_Max 0.78 0.89 0.76 0.88 

MAvg_Max 0.79 0.87 0.76 0.87 

MAvg_Sub 0.77 0.84 0.73 0.84 

MMax_Sub 0.81 0.92 0.79 0.92 

MAvg_Avg 0.77 0.86 0.75 0.85 

6
 F

e
a
tu

re
s

 MMax_Max 0.73 0.80 0.72 0.79 

MAvg_Max 0.75 0.84 0.71 0.81 

MAvg_Sub 0.72 0.80 0.70 0.80 

MMax_Sub 0.74 0.78 0.71 0.77 

MAvg_Avg 0.74 0.82 0.70 0.81 
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Table 15 Average of performance by using total 8 and 6 features with SVM classifier 

 

Formulae 

Positive classes Negative classes 

F-score for 
training data 

F-score for 
testing data 

F-score for 
training data 

F-score for 
testing data 

8
 F

e
a
tu

re
s

 MMax_Max 0.70 0.58 0.48 0.48 

MAvg_Max 0.68 0.61 0.47 0.49 

MAvg_Sub 0.67 0.63 0.53 0.39 

MMax_Sub 0.74 0.60 0.60 0.56 

MAvg_Avg 0.66 0.68 0.51 0.53 

6
 F

e
a
tu

re
s

 MMax_Max 0.67 0.55 0.45 0.47 

MAvg_Max 0.67 0.60 0.45 0.43 

MAvg_Sub 0.67 0.63 0.51 0.41 

MMax_Sub 0.74 0.57 0.57 0.55 

MAvg_Avg 0.66 0.66 0.49 0.57 

Table 16 Average of performance by using total 8 and 6 features with D-Tree classifier 

 

Formulae 

Positive classes Negative classes 

F-score for 
training data 

F-score for 
testing data 

F-score for 
training data 

F-score for 
testing data 

8
 F

e
a
tu

re
s

 

MMax_Max 0.75 0.75 0.69 0.76 

MAvg_Max 0.76 0.77 0.72 0.76 

MAvg_Sub 0.72 0.75 0.69 0.77 

MMax_Sub 0.72 0.77 0.72 0.78 

MAvg_Avg 0.75 0.76 0.68 0.77 

6
 F

e
a
tu

re
s

 

MMax_Max 0.74 0.67 0.58 0.61 

MAvg_Max 0.74 0.69 0.58 0.62 

MAvg_Sub 0.69 0.68 0.56 0.60 

MMax_Sub 0.71 0.70 0.58 0.60 

MAvg_Avg 0.73 0.72 0.56 0.61 

 Discussion: By comparing the results of the three ML classifiers in the tables, 

three conclusions were reached. Firstly using 8-features performs better than using 

6-features in the three tables. The second conclusion is that the results of ANN 

classifier in Table 14 outperforms both the results of SVM classifier in Table 15 and 

that of D-Tree classifier in Table 16.  Lastly, MMax_Sub formula has the best results 

amongst the employed formulae in Table 14 in which the average F-score achieved 

in the term level for positive testing classes was 0.92, and same value was obtained 
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for the negative classes as well. So the MMax_Sub formula is credited to be used in all 

future experiments in order to get better one score for each Arabic sentiment term. 

4.5.1.2 With Rules 

 Objective: To identify the effectiveness of applying rules in term level of SA 

by using the ML approach. 

 Method: From the previous experiment the MMax_Sub formula is credited to be 

used for calculating one sentiment score for each term and the total 8 features are 

also credited to be used in the term level experiment of ML approach. To do this 

experiment, (i) The score for each term has been calculated by using MMax_Sub 

formula. (ii) Then rules have been applied for each term. (iii) 5-fold cross validation 

has been applied for training and testing purpose on the file that has been based on 

MMax_Sub formula. (iv) Then the ML approach (ANN, D-Tree, and SVM classifiers) 

has been applied on the same file to see the effectiveness of the rules on the 

classification results compared to the previous results of not applying rules. (v) The 

average of the F-Score measure has been calculated for the results of the five folds 

of positive training classes, positive testing classes, negative training classes, and 

negative testing classes to present the numbers shown in the next table. 

 Results: Results are presented in the following Table 17. 

Table 17. Average of performance for using total 8 features with applying rules with the 

ML classifiers in the term level 

 Positive classes Negative classes 

Classifier 
F-score for 
training data 

F-score for 
testing data 

F-score for 
training data 

F-score for 
testing data 

ANN  0.78 0.91 0.77 0.91 

D-Tree  0.71 0.80 0.65 0.80 

SVM  0.66 0.58 0.54 0.37 
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 Discussion: The results of the ANN classifier outperform the results of the SVM 

and D-Tree classifiers, and the results of non-application of rules in Table 14 

outperform the results of application of rules in Table 17 specifically in the case of 

applying MMax_Sub formula and a total of 8 features in both experiments. For example, 

the F-score average in positive and negative classes for testing data in Table 14 is 

0.92. While the F-score average in positive and negative classes for testing data in 

Table 17 is 0.91. 

4.5.2 Experiment B: Document Level Sentiment Analysis Using Machine 

Learning Approach 

We applied this experiment firstly without using rules, then with using rules on the 

document level. 

4.5.2.1 Without Rules 

 Objective: We aim at this experiment to identify the best formula of computing 

one score for each sentence in the document. In addition, to see the efficiency of 

the features by decreasing their number in the classification task of the document 

level. 

 Method: (i) It is proved in the first experiment of section 4.5.1.1 that the MMax_Sub 

formula is credited to compute one sentiment score (prior polarity) for each 

sentiment term. However, one positive or negative score (sentence polarity) has 

been computed from many terms scores for each sentence in the OCA corpus by 

using the 2 aggregation formulae in section 4.1.5 which are DMax_Sub and DMax_Max 

formulae. (ii) For each file we extracted total seven features which are in order: count 

of positive sentences, count of negative sentences, maximum score of positive 

sentences, maximum score of negative sentences, first sentence score, middle 

sentence score and last sentence score. To ensure the effectiveness of the features 

and the testing methods, we firstly omitted the third and the fourth features (i.e. 

maximum score of positive sentences and maximum score of negative sentences), 

thus we have five features. secondly, the last three features (i.e. first sentence score, 

middle sentence score and last sentence score) have been omitted, thus we have 

four features. Now we have 6 OCA files in which 3 files are based on DMax_Sub 
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formula and the other 3 files are based on DMax_Max formula. (iii) 5-fold cross 

validation has been applied for training and testing purpose on each of the 6 files. 

(iv) Then the ML approach (ANN, D-Tree, and SVM classifiers) have been applied 

on each of the 6 files to nominate the best formula for computing one score for each 

Arabic sentence in a document. (v) We calculated the average of the F-Score 

measure for results of the five folds of positive training classes, positive testing 

classes, negative training classes, and negative testing classes to show the 

numbers shown in the next tables. 

 Results: Results are presented in Tables 18 - 19. 

Table 18 Average of performance of using total 7, 5 and 4 features based on DMax_Max 

formulae in the document level without rules 

 

Classifier 

Positive classes Negative classes 

F-score for 
training data 

F-score for 
testing data 

F-score for 
training data 

F-score for 
testing data 

7
 F

e
a

tu
re

s
 

ANN  0.78 0.93 0.78 0.92 

D-Tree  0.71 0.87 0.68 0.88 

SVM  0.60 0.79 0.63 0.82 

5
 F

e
a

tu
re

s
 

ANN  0.77 0.93 0.77 0.92 

D-Tree  0.76 0.87 0.71 0.88 

SVM  0.61 0.82 0.63 0.85 

4
 F

e
a

tu
re

s
 

ANN  
0.67 0.87 0.60 0.84 

D-Tree  
0.65 0.75 0.58 0.76 

SVM  
0.58 0.79 0.57 0.83 
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Table 19 Average of performance of using total 7, 5 and 4 features based on DMax_Sub 

formulae in the document level without rules 

 

Classifier 

Positive classes Negative classes 

F-score for 
training data 

F-score for 
testing data 

F-score for 
training data 

F-score for 
testing data 

7
 F

e
a

tu
re

s
 

ANN 0.73 0.90 0.70 0.89 

D-Tree 0.64 0.81 0.64 0.88 

SVM 0.59 0.79 0.62 0.82 

5
 F

e
a

tu
re

s
 

ANN 0.71 0.86 0.71 0.87 

D-Tree 0.64 0.80 0.65 0.86 

SVM 0.60 0.78 0.60 0.81 

4
 F

e
a

tu
re

s
 

ANN 0.68 0.86 0.61 0.85 

D-Tree 0.52 0.78 0.63 0.82 

SVM 0.57 0.79 0.57 0.82 

Discussion: Comparisons between the results of the three ML classifiers in the two 

tables can make three conclusive result statements. The first conclusion is that 

using total 7 features is better than using a total of 5 or 4 features in both tables. 

The second conclusion is that ANN gives better results than SVM and D-Tree in 

both tables, which was based on a total of 7 features. The last conclusive statement 

is that the ANN classifier results based on the DMax_Max formula in Table 18 have 

better result output than the ANN classifier results based on DMax_Sub formula in 

Table 19. Therefore, the DMax_Max formula is recommended to be used when the 

need to getting one score for each Arabic sentiment sentence is needed. 

4.5.2.2 With Rules 

 Objective: Identifying the effectiveness of applying rules in document level of SA 

by using the ML approach. 

 Method: From the previous experiment, the DMax_Max formula is credited to be 

used in getting one score for each Arabic sentiment sentence, and the total 7- 

features are also credited to be used in this document level experiment of ML 

approach. To do this experiment, (i) Rules have been applied for each term in the 

document. (ii) The score for each sentence has been calculated by using DMax_Max 
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formula. (iii) Total seven features have been extracted which are in order: count of 

positive sentences, count of negative sentences, maximum score of positive 

sentences, maximum score of negative sentences, first sentence score, middle 

sentence score and last sentence score. (iv) 5-fold cross validation has been applied 

for training and testing purpose on the file which is based on DMax_Max formula. (v) 

The ML approach (ANN) is applied on the file to see the effectiveness of the rules 

on the classification results compared to the previous results of not applying rules. 

(vi) We calculated the average of the F-Score measure for the results of the five 

folds of positive training classes, positive testing classes, negative training classes, 

and negative testing classes to present the numbers shown in the next table. 

 Results: Results are presented in Table 20. 

Table 20. Average of performance of using total 7 features with applying rules based on 

DMax_Max formulae in the document level 

 Positive classes Negative classes 

Classifier 
F-score for 

training data 

F-score for 

testing data 

F-score for 

training data 

F-score for 

testing data 

ANN 0.81 0.94 0.78 0.93 

Discussion: The results of applying rules in the document level are compared to 

the results of non-application of rules in the Table 18 of the previous section, 

especially when DMax_Max formula for sentence score computing and total 7 features 

are used. For example, the average F-score in positive classes for testing data in 

Table 18 is 0.93. While the average F-score in positive classes for testing data in 

case of applying rules is 0.94 in Table 20, and the average F-score in negative 

classes for testing data in Table 18 is 0.92. While the average F-score in negative 

classes for testing data when rules are applied is 0.93 in Table 20. From the results 

in section 4.5.1 and section 4.5.2, we conclude that the effectiveness of the rules 

appears clearly in the document level rather than in the term level of Arabic SA. 
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4.5.3 Experiment C: Sentiment Analysis Using Lexicon Based Approach 

without Rules 

We applied this experiment without using rules firstly in the term level, then in the 

document level. 

4.5.3.1 Term Level Experiment without Rules 

 Objective: Nominating the most effective formula for computing document 

sentiment score by comparing the performance of different formulae.  

 Method: It is proved in the first experiment that the MMax_Sub formula is 

nominated to calculate one sentiment score for each sentiment term, however we 

did our experiment in the following steps: (i) One sentiment score is calculated for 

each term in the OCA corpus using the MMax_Sub formula. (ii) 5-fold cross validation 

has been applied to ensure that every sample of the OCA has the same chance of 

appearing in the calculations. (iii) Each document score has been calculated by 

using different aggregation formulae that have been presented in Table 10. The 

aggregation formulae are DTMAX_MAX, DTMAX_SUB, DTAVG_MAX, DTAVG_SUB, and 

DTAVG_AVG. (iv) We tried to enhance results by calculating one sentiment score for 

every term in the OCA using the MMax_Sub formula in which each |term score| >= 0.3. 

Then we repeated step 3. (v) We also tried to enhance results by calculating one 

sentiment score for every term in the OCA using the MMax_Sub formula in which each 

|term score| >= 0.5. Then we repeated step 3. (vi) We used precision and recall 

metrics to calculate F-Score metric, then we calculated the average of the F-Score 

measure for the results of the five folds of positive training classes, positive testing 

classes, negative training classes, and negative testing classes to present the 

numbers shown in the next tables. 

 Results: Results are presented in Tables 21 - 25. 
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Table 21. Average of performance of using DTMAX_MAX formula 

 Positive classes Negative classes 

Term score based on 

MMax_Sub formula 

F-score for testing 

data 

F-score for testing 

data 

term score 0.67 0.27 

|term score| >= 0.3 0.67 0.27 

|term score| >= 0.5 0.66 0.27 

Table 22. Average of performance of using DTMAX_SUB formula 

 Positive classes Negative classes 

Term score based on 

MMax_Sub formula 

F-score for testing 

data 

F-score for testing 

data 

term score 0.67 0.27 

|term score| >= 0.3 0.67 0.27 

|term score| >= 0.5 0.66 0.27 

Table 23. Average of performance of using DTAVG_MAX formula 

 Positive classes Negative classes 

Term score based on 

MMax_Sub formula 

F-score for testing 

data 

F-score for testing 

data 

term score 0.59 0.33 

|term score| >= 0.3 0.52 0.51 

|term score| >= 0.5 0.55 0.49 
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Table 24. Average of performance of using DTAVG_SUB formula 

 Positive classes Negative classes 

Term score based on 

MMax_Sub formula 

F-score for testing 

data 

F-score for testing 

data 

term score 0.59 0.33 

|term score| >= 0.3 0.52 0.51 

|term score| >= 0.5 0.55 0.49 

Table 25 Average of performance of using DTAVG_AVG formula 

 Positive classes Negative classes 

Term score based on 

MMax_Sub formula 

F-score for testing 

data 

F-score for testing 

data 

term score 0.59 0.33 

|term score| >= 0.3 0.52 0.51 

|term score| >= 0.5 0.55 0.49 

 

 Discussion: It is notable that: (i) The results of positive classes in the Table 21 

and in the Table 22 are acceptable, but the results of negative classes in both tables 

are not acceptable. Although we tried to enhance results by calculating one 

sentiment score for every term in the OCA by using the MMax_Sub formula in which 

the absolute value of each term is >= 0.3 or the absolute value of each term >= 0.5, 

there is no notable change in the results of both tables. It is concluded from the 

Table 21 and from the Table 22 that in the term level of Arabic SA, the DTMAX_MAX 

formula and the DTMAX_SUB formula are not dependable in the computing of the 

document score. (ii) The results of positive and negative classes in the Table 23, 

Table 24 and Table 25 are acceptable. Although we tried to enhance results by 

calculating one sentiment score for every term in the OCA  by using the MMax_Sub 
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formula in which the absolute value of each term is >= 0.3 or the absolute value of 

each term >= 0.5, it is notable there is a small enhancement of the results in the 

three tables. It is concluded from the results in Tables 21 - 25 that the applying of 

DTMAX_MAX, DTMAX_SUB, DTAVG_MAX, DTAVG_SUB, and DTAVG_AVG formulae is not 

enough, for this reason, in the next section our experiment has been done in the 

document level rather than term level.  

4.5.3.2 Document Level Experiment without Rules 

 Objective: Extracting the most effective formulae for computing document 

sentiment score between five aggregation formulae by comparing their performance 

in the document level, and without applying rules. 

 Method: (i) MMax_Sub formula is used to compute one score (prior polarity) for each 

sentiment term. (ii) For each sentence in the document, one positive or negative 

score (i.e. sentence polarity) from many terms scores in each sentence in the OCA 

corpus has been computed by using the 2 aggregation formulae in section 4.1.5 

which are DMax_Sub and DMax_Max formulae. (iii) 5-fold cross validation is applied to 

ensure that every sample of the OCA corpus has the same chance of appearing in 

the calculations.  (iv) Each document score is calculated by using different 

aggregation formulae which are presented previously in Table 12. The aggregation 

formulae are DSMAX_MAX, DSMAX_SUB, DSAVG_MAX, DSAVG_SUB, and DSAVG_AVG. (v) 

Precision and recall metrics are used to calculate F-Score metric. Then we 

calculated the average F-Score measure for the results of the five folds of positive 

training classes, positive testing classes, negative training classes, and negative 

testing classes to present the numbers shown in the next tables. (vi) The DMax_Max 

formula has better results than DMax_Sub in the ML approach experiments in this 

study.  However, we tried to enhance results by calculating one sentiment score for 

each sentence in the OCA corpus by using DMax_Max formula, in which each 

|sentence score| >= 0.3, then we repeated step 4 and step 5. (vii) We also tried to 

enhance results by calculating one sentiment score for each sentence in the OCA 

corpus using the DMax_Max formula in which each |sentence score| >= 0.5, then we 

repeated step 4 and step 5. 

 Results: The results are presented in Tables 26 - 31. 
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Table 26 Average of performance of using DSMAX_MAX formula 

 Positive classes Negative classes 

Sentence score based on 

DMax_Max  formula 

F-score for testing 

data 

F-score for testing 

data 

sentence score 0.67 0.27 

|sentence score| >= 0.3 0.67 0.27 

|sentence score| >= 0.5 0.66 0.27 

Table 27 Average of performance of using DSMAX_SUB formula 

 Positive classes Negative classes 

Sentence score based on 

DMax_Max  formula 

F-score for testing 

data 

F-score for testing 

data 

sentence score 0.67 0.27 

|sentence score| >= 0.3 0.67 0.27 

|sentence score| >= 0.5 0.66 0.27 

Table 28 Average of performance of using DSAVG_MAX formula 

 Positive classes Negative classes 

Sentence score based on 

DMax_Max formula 

F-score for testing 

data 

F-score for testing 

data 

sentence score 0.60 0.51 

|sentence score| >= 0.3 0.65 0.42 

|sentence score| >= 0.5 0.66 0.40 
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Table 29 Average of performance of using DSAVG_SUB formula 

 Positive classes Negative classes 

Sentence score based on 

DMax_Max formula 

F-score for testing 

data 

F-score for testing 

data 

sentence score 0.60 0.51 

|sentence score| >= 0.3 0.65 0.42 

|sentence score| >= 0.5 0.66 0.40 

Table 30 Average of performance of using DSAVG_AVG formula 

 Positive classes Negative classes 

Sentence score based on 

DMax_Max formula 

F-score for testing 

data 

F-score for testing 

data 

sentence score 0.60 0.51 

|sentence score| >= 0.3 0.65 0.42 

|sentence score| >= 0.5 0.66 0.40 

Table 31 Average of performance of using DMax_Sub formula for calculating each sentence 
score 

 Positive classes Negative classes 

Formulae 
F-score for testing 

data 

F-score for testing 

data 

DSMAX_MAX 0.60 0.34 

DSMAX_SUB 0.60 0.34 

DSAVG_MAX 0.52 0.48 

DSAVG_SUB 0.52 0.48 

DSAVG_AVG 0.52 0.48 
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 Discussion: (i) The results in Table 26 and the results in Table 27 of positive 

classes are acceptable, but it is not acceptable in the negative classes. Therefore, 

it is concluded that the DSMAX_MAX and DSMAX_SUB formula are not dependable in the 

computing of document score of Arabic SA. (ii) In the case of not applying |sentence 

score| >= 0.3 and |sentence score| >= 0.5 on the document score result, the results 

in Tables 28 - 30 are acceptable for positive and negative classes. However, it is 

concluded that the DSAVG_MAX, DSAVG_SUB and DSAVG_AVG formulae can be used for 

computing of document score of Arabic SA but there is a need to enhance their 

performance, for this reason, rules and new formulae will be applied in the next 

experiment. (iii) Moreover, it is notable that the results of Table 31 are not 

dependable, so it is concluded that using DMax_Max formula is better than using 

DMax_Sub formula in the computing of sentence score in the document level of Arabic 

SA without applying rules. 

4.5.4 Experiment D: Sentiment Analysis Using Lexicon Based Approach with 

Applying Rules in the Document Level 

 Objective: Enhancing the results of computing each document score by applying 

rules on each sentiment term in the OCA corpus and nominating the most effective 

formulae for computing document sentiment score between new four formulae, by 

comparing their performance. 

 Method: (i) MMax_Sub formula has been used to compute one score (prior polarity) 

for each sentiment term. (ii) Rules have been applied on each term of the 

preprocessed OCA corpus. (iii) One positive or negative score (i.e. sentence 

polarity) from many terms scores in each sentence in the OCA corpus has been 

computed by using the 2 aggregation formulae in section 4.1.5 which are DMax_Sub 

and DMax_Max formulae. (iv) 5-fold cross validation is applied to ensure that every 

sample of the OCA corpus has the same chance of appearing in the calculations.  

(v) Each document score is calculated by using different formulae which are last 

sentence score, first sentence score, average of the last three sentences, and 

average of the first three sentences. (vi) Precision and recall metrics are used to 

calculate F-Score metric, then we calculated the average of the F-Score measure 

for the results of the five folds of positive training classes, positive testing classes, 
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negative training classes, and negative testing classes to present the numbers 

shown in next tables. 

 Results: Results are presented in Tables 32 and 33. 

Table 32 Average of performance of using DMax_Max formula for calculating each sentence 

score with applying rules on each term 

 Positive classes Negative classes 

Formulae 
F-score for testing 

data 

F-score for testing 

data 

Last sentence score 0.68 0.47 

First sentence score 0.68 0.47 

Average of last 3 sentences 0.61 0.27 

Average of first 3 sentences 0.68 0.36 

Table 33 Average of performance of using DMax_Sub formula for calculating each 

sentence score with applying rules on each term 

 Positive classes Negative classes 

Formulae 
F-score for testing 

data 

F-score for testing 

data 

Last sentence score 0.43 0.28 

First sentence score 0.64 0.55 

Average of last 3 sentences 0.59 0.44 

Average of first 3 sentences 0.63 0.53 

 Discussion: The results in Table 32 of positive classes are acceptable, but it is 

not acceptable for the negative classes. Therefore, it is concluded that it is not 
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dependable that using DMax_Max formula for calculating each sentence score with 

applying rules on each term, and then applying the four formulae for calculating 

document score. In Table 33 the results positive classes and negative classes are 

acceptable just in case of using DMax_Sub formula for calculating each sentence score 

with applying rules on each term, and then applying the First sentence score 

formulae for calculating document score. Finally, in the LB approach the best 

method result is of using DMax_Sub formula for calculating each sentence score with 

applying rules on each term, and then applying the First sentence score formulae 

for calculating document score. 

4.5.5 Results Summary 

The best results summary of both ML and LB approaches are discussed in the 

next two subsections. 

4.5.5.1 Summary of ML Approach Results 

It is seen that the average performance results are presented in Table 34. In general, 

we can observe that the average of F-score for testing data is better than that of 

training data due to the size of testing data, which is smaller than that of training 

data (i.e. 400 documents for training and 100 documents for testing) and this is 

noticeable in literature, especially in text classification task. 

In the term level of Arabic SA, the best results are obtained by using MMax_Sub 

formula to compute each term prior polarity score, then, applying total of 8 features 

with ANN classifier. 

While, in the document level, the best results are obtained by applying DMax_Max 

formula for computing sentence score then, using total 7 features with ANN 

classifier. In other words, the best results are achieved by firstly, the application of 

rules for each term, then computing each sentence score using the DMax_Max formula, 

and lastly, using a total of 7 features and an ANN classifier in the document level. 
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Table 34 Average of performance by (i) using total 8 features and ANN classifier in the 

term level with applying MMax_Sub formula for prior polarity computing, (ii) using total 7 

features and ANN classifier in the document level with applying DMax_Max formula for 

sentence score computing. 

SA levels 

Applying / 
without 
applying 
rules 

Positive classes Negative classes 

F-score 
for 
training 
data 

F-score 
for 
testing 
data 

F-score 
for 
training 
data 

F-score 
for 
testing 
data 

Term level 

Without 
applying 
rules 

0.81 0.92 0.79 0.92 

Applying 
rules 

0.78 0.91 0.77 0.91 

Document 
level 

Without 
applying 
rules 

0.78 0.93 0.78 0.92 

Applying 
rules 

0.81 0.94 0.78 0.93 

To evaluate the results of our study with respect to studies in literature, the best 

results obtained by Rushdi-Saleh et al. [23] are compared with our best results . It 

is important noting that OCA corpus and ML approach are used in both studies, and 

the best results are related to Recall, Precision and F-score evaluation metrics. 

Although Recall of Rushdi-Saleh’ study (0.95) is better than the Recall of our study 

(0.93), the Precision of our study (0.94) is better than the Precision of of Rushdi-

Saleh’ study (0.87), and that for F-score of our study (0.94) outperforms that of 

Rushdi-Saleh’s study (0.91). In general, the results of this study are better than the 

results of Rushdi-Saleh’s study. 

4.5.5.2 Summary of Lexicon Based Approach Results 

In the LB approach, the average of performance results (F-Score average) has been 

presented in the Table 35 and illustrated as follows: (i) The best results are gained 

without applying rules on both term and document levels of SA. However, in the 

term level DTAVG_MAX, DTAVG_SUB, or DTAVG_AVG formulae (that have the same results) 
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have been used for document score computing. While in the document level 

DMax_Max formula has been used for sentence score computing, then DSAVG_MAX, 

DSAVG_SUB, or DSAVG_AVG formulae (that have the same results)  have been used for 

document score computing. (ii) With applying rules on each term, then using 

DMax_Sub formulae for sentence score computing and the first sentence score 

formulae has been used for document score computing. 

Table 35 Average of performance (i) without applying rules on both term and document 

levels. (ii) Applying rules on document level. 

Applying / without 
applying rules 

SA levels 

Positive 
classes 

Negative 
classes 

F-score for 
testing 
data 

F-score for 
testing 
data 

Without applying rules 

Term Level 0.55 0.49 

Document 
Level 

0.60 0.51 

Applying rules 
Document 

Level 
0.64 0.55 

Discussion: When the Table 34 and the Table 35 results are observed, it is 

concluded that: (i) In the ML approach the best results are achieved by applying 

rules for each term, then computing each sentence score by DMax_Max formula, and 

finally using total 7 features with and ANN classifier in the document level. (ii) In the 

LB approach the best results are achieved by applying rules for each term, then 

computing each sentence score by DMax_Sub formula, finally, using first sentence 

score formulae for document score computing. However, the ML approach 

comparisons of the best results are presented in Fig. 8. And the LB comparisons of 

the best results are presented in Fig. 9 
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Figure 8 Comparisons of the ML Approach Experiments Results 
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Figure 9 Comparisons of the LB Approach Experiments Results
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5. Conclusion 

We aimed to enhance term level sentiment score by creating a new success formula 

to compute one prior polarity score for each sentiment term in this research study. 

Secondly, to enhance the performance results of both term and document levels at 

Arabic sentiment analysis by investigating the most successfully ML classifier to 

prove the efficiency of the features and to classify opinion documents. Finally, 

implementation of ML and LB approaches with rules together to improve obtained 

SA performance values. To achieve our aims of this study, the following steps are 

followed:  

(i) The opinion terms were decided from the corpus by using ArSenL, where, 

each word root (lemma) in the lexicon have many senses or scores that are 

rated in the interval of [-1...1]. One positive or negative score (prior polarity) 

from many scores (posterior polarities) was computed for each opinion word 

placed in the OCA corpus by creating different aggregation formulae. 

However, the MMax_Sub formula has the best results compared to the other 

formulae results. Therefore, the MMax_Sub formula is recommended for use 

when the need to getting only one score for each Arabic sentiment term 

arises.  

(ii) Features have been extracted based on the term level and document level 

with application and non-application of rules in the term level, where the 

document level is based on the term level. However, it is concluded that 

increasing number of features gives better results in both term level and 

document levels.  

The main findings achieved by our study are that, (i) ANN classifier is nominated as 

the best classifier in proving the efficiency of the features in both term and document 

levels of Arabic SA. In which the average F-score achieved in the term level for both 

of positive and negative testing classes is 0.92, however, in the document level, the 

average F-score for positive testing classes is 0.94, and 0.93 in the negative 

classes. Moreover, (ii) by comparing our study with studies in literature, and using 
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F-score as evaluation measure, it is observed that, the best result of our study (0.94) 

outperforms the best result (0.91) of Rushdi-Saleh et al. [23], whereas, OCA corpus 

and ML approach are used in both studies. On the other hand of applying LB 

approach, (iii) the best results are achieved by applying rules for each term, then 

computing each sentence score by DMax_Sub formula, and finally, using first sentence 

score formulae for document score computing.  

 In general, the integration of rules with both ML and LB approaches has enhanced 

their experiment results; however, the ML approach results are better than LB 

results. 

When all findings obtained from the experiments are considered, the main 

contributions of this work may be that one prior polarity is computed for each Arabic 

sentiment term; moreover, it is found that there is no previous study in Arabic SA 

that is interested in computing prior polarity from posterior polarities. Lastly, rules 

were integrated with both ML and LB approaches in the SA for the Arabic Language, 

and a comprehensive comparison between the results has been made. 

For future work, we aim at enhancing the results of the LB approach by trying 

different formulae and different rules. Finally, integrating the LB approach to the ML 

approach with the application of rules in both approaches.
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APPENDEX 1: Samples from the OCA Database of Sentiment 

Words based on MMax_Sub Prior Polarity Computing Formula 

 Positive Words with Applying Rules 

 بعقل وأضاف ومصطفى كبير كلمات بالمتعة ذلك أولا

 عمل أول شخصيا تعمر تولستوي فكر   النجمين مشترك

 منطقي يتضمن وينقذها قدمتم كامل قطعية بينهما بنجاح

 يتجرأ بودي الإعلام التقييم أجل يرقى حقيقة نجمان

 المراد العرض إيناس دور قارئا الرجل جيدة الرومانسية

 الرسالة حوله دعاوى بعقل يعيش والفكرية مهما أثناء

 توصيلها كبيرا دور العربي بالإمكان أشاهد سيء زوجها

 خصوصا فعل العرض العربي وأبدع أجد كلية القضاء

 العربي ليس وصفته مشاهدو أبطال أريد ولكنه تريد

 حسن بطولة حول توصيفات تعيشون الأرثوذكسية تشاهدها علاقة

 جيد أثير الكلام المتفرج المشاهدين الهائلة مشاهدة منطقة

 موضحا بعيدا مشاعر صناع والمنتجين مشاهدتي مرة بتكوين

 قدمته العربية مسرحية قصة موجهه فرعي التقييم الحب

 فرض الإطلاق مشيرا مؤكدين الرواية برسم إعجابي أول

 وجارح بطل يتيمة تشبه السجود الأدبية الأدبية عائليه

 مؤكدا العمل سكتت تقديم طبع أجد دقائق وتجد

 مكتبة العربية جاء حول ليس أجبرت يقدم الشاب

 متسائلا بين مصطفى نورة حياة منتجي قدمها الخارجة

 توفيق علاقة نجاحا تتخصص القراءة الأملاك الأصدقاء يعطي

 يشاهد الإيحاء كوميدية بطولة رئيسي أفكاره تولستوي المتكررة

 مشيرا أعمال مثل تغرم وفي تولستوي يريد تصدق

 حتى ورجال قبلة شاب يمكن والحقوق لحظات والحبكة

 ومفيدا المشاهدون وبالتالي بالشاب محبي وحتى محبي المنطق

 مهدي مشاهدون دون بالفعل أذهان حول التأكيد والتسامح

 القصة بين دور مشاهدين تولستوي الكنيسة تولستوي وصف
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Negative Words with Applying Rules 

 ودينية مجنون صفر فيما وتقرر السجدة غياهب وهما

 عاما درجة وسيئ به شيء شيء النسيان بعدها

 مجنون ولا لا رد البقاء شيء غير هوليود

 صفرا المشاهد المشاهد ودافع فيصاب مشهد لا مرور

 عاما مفتعلة سخيف عرض جدران رحلة سيئ مطاردين

 سيئ سلطان مجنون مطلقة الجنسية أماكن حياته القتلة

 زايد عاما بمرور نفسه بالمشاهد أخرى كما تواجه

 ولا ضعيف سخيف طرح محاولة لا طوال زواجهما

 مجنون سيئة عاما مشهد مشاهده الحزينة وسنخرج وبعد

 رأي مجنون ويجب الجنسية قرار مشهد الجواب الدامي

 أخرى تعد جرح لا جنسية شيء الماضية نفسها

 درجة عاما المشهد القرار آخر طويلا سوى نظرة

 عاما جانبها صفرا خال مجنون وهم بسيطة سرا

 يكن وسطحي مجنون مشاهد مجنون سيئ لا صادما

 قررت بعد ضعيف سواء الجماهير مجنون التأثير لتوها

 يصنعه درجة والدليل درجات ولا ضعيفة وخلافاته قتلة

 يخجل عدم كتاريخ وغيرها جنسية يعرض يكن لا

 حدة سيئ درجة باللفظ كما مجنون والأراضي لا

 وغير ومضمونا عام صفر مشاهد حاليا شيئا المشاهد

 نمطية مجنون تعد ومشاهد الإثارة مجنون آخر سوى

 بطرحها سخيفة تعبيره جنسية الدهشة جديد طرد عزل

 مجنون درجة عاما مجنون عرضه فقير طوال مشاهد

 الرغم الرأي وسخافة مسألة عرضه رحال ولو خلقت

 عاما تيسير متماسكا عاما فقد الفقير المشهد بعدها

 ويجب ضعيف صدمت ولا سبق مصادفة بتلك أيضا
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Positive Words without Applying Rules 

 

 موضحا دون ومصطفى موجهه أجل إعجابي بينهما الرومانسية

 الرسالة العربية إيناس القراءة يعيش الأدبية النجمين بنجاح

 بعقل قبلة دعاوى التقييم تولستوي أجد ذلك نجمان

 العربي بودي وصفته مشاهدو وأبدع فكر   حقيقة أولا

 منطقي الإطلاق الإعلام المتفرج قارئا والفكرية جيدة مشترك

 يتجرأ العمل العرض قصة بالإمكان لحظات كلية وتجد

 خصوصا فعل دور توصيفات كامل محبي ليس عائليه

 عمل حول وأضاف دور ليس الأرثوذكسية مرة القضاء

 حسن كبيرا ليس صناع محبي والحقوق تشاهدها زوجها

 المراد مثل أثير بعقل تولستوي أجد مهما تريد

 فرض مشيرا أول العربي وفي أجبرت ولكنه أول

 مكتبة مصطفى بعيدا بالشاب تعمر أريد مشاهدة علاقة

 مؤكدا سكتت بطل شخصيا يمكن تولستوي التقييم منطقة

 وجارح وبالتالي بطولة مؤكدين قدمتم فرعي دقائق أثناء

 توفيق الإيحاء العرض نورة رئيسي أفكاره يرقى الشاب

 متسائلا علاقة حوله تتخصص الرواية وحتى الرجل الحب

 يشاهد مشاهدون الكلام شاب أذهان حول الأصدقاء بتكوين

 مشيرا ورجال كوميدية بالفعل حياة كلمات يريد الخارجة

 القصة بين مشاعر بطولة المشاهدين الكنيسة قدمها يعطي

 ثقة أعمال يتضمن حول والمنتجين الأملاك يقدم المنطق

 ومفيدا المشاهدون دور مشاهدين السجود برسم التأكيد المتكررة

 حتى بين جاء تشبه طبع الأدبية تولستوي وصف

 مهدي قدمته مسرحية تقديم أبطال الهائلة بالمتعة تصدق

 العاطفية توصيلها نجاحا تغرم تعيشون مشاهدتي قطعية والتسامح

 لوجودها جيد يتيمة وينقذها كبير منتجي أشاهد والحبكة
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Negative Words without Applying Rules 

 

 مجنون درجة لا فيما جدران رحلة النسيان هوليود

 عاما عاما المشاهد الجماهير الجنسية شيء سيئ وهما

 ولا ولا صفر كما مجنون المشهد أيضا بعدها

 زايد المشاهد مجنون لا رحال السجدة بعدها سرا

 صفرا مفتعلة عاما ولا فيصاب أخرى غير وبعد

 سيئ ضعيف المشهد مشاهد فقير مشهد حياته قتلة

 مجنون سيئة جرح نفسه محاولة لا الجواب زواجهما

 درجة مجنون ويجب سبق مشاهده طويلا كما الدامي

 عاما جانبها بمرور جنسية مجنون وهم لا لتوها

 أخرى ومضمونا صفرا مطلقة قرار شيء طوال القتلة

 يكن درجة سخيف القرار جنسية الحزينة بسيطة مرور

 نمطية بعد مجنون وغيرها آخر أماكن الماضية مطاردين

 يصنعه سيئ ضعيف سواء به سيئ سوى نفسها

 قررت تعد كتاريخ جنسية رد مجنون وسنخرج نظرة

 وغير عدم والدليل صفر خال يعرض يكن صادما

 حدة عاما درجة درجات الدهشة ضعيفة طوال تواجه

 رأي وسطحي عاما باللفظ عرض حاليا شيئا لا

 بطرحها مجنون متماسكا ومشاهد الجنسية مجنون والأراضي سوى

 يخجل ضعيف وسخافة مشاهد مشهد مصادفة وخلافاته لا

 مجنون درجة تعبيره مجنون مجنون وتقرر آخر المشاهد

 درجات ودينية عام ولا طرح شيء التأثير عزل

 الرغم سخيفة صدمت مسألة الإثارة البقاء طرد مشاهد

 ويجب تيسير تعد سخيف ودافع الفقير بتلك خلقت

 عاما عاما مجنون وسيئ عرضه بالمشاهد ولو غياهب

 لقاءات الرأي سلطان عاما فقد جديد مشهد لا
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APPENDEX 2: Samples of Intensification and Negation Words in 

Arabic Language 

Intensification Words 

 افراط

 فعلا

 تماما

 جدا

 للغاية

 كبيرا

 شديد

 منتهى

 مطلقا

Negation Words 

 ليس

 ما

 لن

 لم

 لما

 لا

 غير
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