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It is a common problem to find similar parts in two different documents or texts. 

Especially, a text suspected of plagiarism is likely to have similar characteristics 

with the source text. Plagiarism is defined as taking some or all of the writings of 

other people and showing them as their own, or expressing the ideas of others in 

different ways without citing the source. Today, it is observed that there is an 

increase in plagiarism cases with the development of technology. Therefore, in 

order to prevent plagiarism, various plagiarism detection programs have been 

used in universities and principles regarding plagiarism and scientific ethics have 

been added to education regulations.  

 
In this thesis, a novel method for detecting external plagiarism is proposed. Both 

syntactic and semantic similarity features were used to identify the plagiarized 

parts of the text. Part-of-speech (POS) tags are used to identify the plagiarized 

sections of suspicious texts and the original sections corresponding to these 

sections in the source texts. Each source sentence is indexed by a search engine 



ii 

 

according to its POS tag n-grams to access possible plagiarism candidate 

sentences rapidly. Suspicious sentences that converted to their POS tag n-grams 

are used as query to access source sentences. The search engine results 

returned from the queries enable to detect plagiarized parts of the suspicious 

document. The semantic relationship between two given words is calculated with 

Word2Vec, which is a method for using word embeddings. On the other hand, 

the longest common subsequence (LCS) algorithm is applied to calculate 

semantic similarity at the sentence level. 

 
In this thesis, PAN-PC-11 dataset, which was created to evaluate automated 

plagiarism detection algorithms, is used. The tests are carried out with different 

parameters and threshold values to evaluate the diversity of the results. 

According to the experimental results with this dataset, the proposed method 

achieved the best performance in low and high obfuscation plagiarism cases 

compared to the plagiarism detection systems in the 3rd International Plagiarism 

Detection Competition (PAN11). 

 

 

Keywords: Plagiarism detection, natural language processing, part-of-speech 

(POS) tagging, semantic similarity. 
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İki farklı doküman ya da metin içindeki benzer öğeleri bulma sıklıkla karşılaşılan 

bir problemdir. Özellikle intihal şüphesi taşıyan bir metnin, intihal yapılan kaynak 

metin ile benzer nitelikler taşıması olasıdır. İntihal kavramı, başka kişilere ait 

yazıların bazı bölümlerinin veya tamamının alınarak, kendisine aitmiş gibi 

gösterilmesi veya başkalarına ait fikirlerin kaynak göstermeden farklı şekillerde 

anlatılmasıdır Günümüzde teknolojinin gelişmesiyle birlikte, intihal vakalarında 

gittikçe artış olduğuna ilişkin değerlendirmeler gözlenmektedir. Bu nedenle, 

intihalin önüne geçmek amacıyla üniversitelerde çeşitli intihal tespit programları 

kullanılmaya başlanmış, eğitim ve öğretim yönetmeliklerine intihal ve bilimsel etik 

ile ilgili esaslar eklenmiştir. 

 
Bu tez çalışması ile harici intihal tespitine ilişkin özgün bir yöntem önerilmiştir. 

Metin içindeki intihal edilmiş bölümleri belirlemek için hem sözdizimsel hem de 

anlamsal benzerlik özelliklerinden faydalanılmıştır. Şüpheli metinlerdeki intihal 

edilmiş bölümleri ve kaynak metinlerde bunlara karşılık gelen orijinal bölümleri 

tespit etmek için sözcük türü (POS) etiketi n-gramları kullanılmıştır. Her bir 
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kaynak cümle, olası intihal adayı cümlelere hızlı bir şekilde erişilebilmesi 

amacıyla bir arama motoru tarafından sözcük türü (POS) etiketi n-gramlarına 

göre indekslenir. Sözcük türü etiketi n-gram’larına dönüştürülen şüpheli cümleler, 

kaynak cümlelere erişmek için sorgu olarak kullanılır. Sorgulardan dönen arama 

motoru sonuçları, şüpheli belgenin intihal edilmiş bölümlerinin tespit edilmesini 

sağlamaktadır. Verilen iki sözcük arasındaki anlamsal ilişki sözcük temsillerini 

kullanma tekniği olan Word2Vec ile hesaplanır. Diğer taraftan, cümle düzeyinde 

anlamsal benzerliğin hesaplanması için en uzun ortak sıra (LCS) algoritması 

uygulanmaktadır. 

 
Bu tez çalışması kapsamında, otomatik intihal tespit algoritmalarının 

değerlendirilmesi için oluşturulan PAN-PC-11 adlı veri seti kullanılmıştır. Testler, 

sonuçların çeşitliliğini değerlendirmek amacıyla farklı parametre ve eşik değerleri 

ile gerçekleştirilmiştir. Bu veri seti ile yapılan test sonuçlarına göre önerilen 

yöntem, 3. Uluslararası İntihal Tespiti Yarışması'nda (PAN11) yer alan intihal 

tespit sistemlerine göre düşük ve yüksek karmaşıklığa sahip intihal durumlarında 

en iyi performansı elde etmiştir. 

 

 

Anahtar Kelimeler: İntihal tespiti, doğal dil işleme, sözcük türü (POS) etiketleme, 

anlamsal benzerlik. 
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1. INTRODUCTION 

 

1.1. Motivation 

 
Nowadays, people can access information easily with the increase of data on the 

web. It is possible to create homework, papers or reports in a very short time 

using the simple copy-paste method. Therefore, it has become easier to create 

new documents in any subject by copying sections from different sources on the 

Internet [1]. This situation has caused to the existence of numerous identical or 

multiple documents that have same or similar content in a large database [2]. The 

widespread use of copying without citations has increased the incidence of 

plagiarism. Manual detection of plagiarism has become infeasible due to the 

excessive quantity of information [3] and as a result, automatic plagiarism 

detection tools needed to be designed. 

 
Automatic plagiarism detection is defined as finding plagiarized sections of a 

suspicious document and matching them with their source text fragments [4]. 

Automatic plagiarism detection mainly focuses on two different aspects: The first 

is intrinsic plagiarism detection that finds possible plagiarism passages by 

analyzing the document according to the writing style without using any reference 

data set. On the other hand, external plagiarism detection algorithms aim to 

identify all matching text fragments from a collection of original and suspicious 

documents [5]. For text documents, existing research on automatic plagiarism 

detection mostly proposes methods of comparing plagiarized parts of a text with 

the original sources. By taking this objective as motivation, a syntactic-based 

external plagiarism detection method, which also includes semantic similarity 

features, is proposed within the scope of this thesis study. 

 
The experiments are performed on a large dataset called PAN Plagiarism Corpus 

2011 (PAN-PC-11) [6], which is created to evaluate of automatic plagiarism 

detection algorithms. The results obtained from the experiments have been 

demonstrated that the proposed method is capable to detect plagiarism cases 

successfully. 
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1.2. Problem Statement 

 
Plagiarism is basically defined as showing someone else’s writings, ideas, works 

or other original materials as your own without giving a proper reference [7]. As 

can be seen in Figure 1.1, plagiarism can take many different forms. 

 

 

Figure 1.1. Common Forms of Plagiarism 

 

The most common types [8-12] of plagiarism seen in student assignments or 

scientific papers are as follows: 

 

 Copying all or part of a document directly without citing the source, 

 

 Changing the linguistic structure of a document expressing someone 

else's ideas, 

 

 Creating different versions of a document that have identical content given 

by the same author, 

 

 Making syntactic and lexical changes on text: combining two or more 

sentences into a single one, splitting a sentence into several sentences, 
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adding or removing words or phrases, changing the order of the words 

etc., 

 

 Referring inappropriate way and reusing ideas without citations. 

 
In addition to these different forms of plagiarism, active-passive voice conversion 

is one of the ways plagiarists frequently use. In this action, active sentences are 

converted into passive voice or vice versa based on various grammatical rules. 

In active voice, the subject precedes from the object. On the other hand, the 

object comes before the subject in passive voice. Active voice sentences are 

used when something is told directly, while passive voice is used when 

expressing actions performed by someone else. 

 
Another problem of plagiarism is the acts made by replacing words with 

synonyms or antonyms in the sentences. When antonyms are changed, 

sentences structurally are converted into negative or positive. For example, 

plagiarism is tried to be hidden by using equivalent antonyms of “not bad” instead 

of “good” or “poor” instead of “not rich”. Besides, plagiarism can be done by 

splitting a sentence into more than one sentence or by merging multiple different 

or consecutive sentences into one sentence. Although there is no semantic 

change in any of these ways, sentence structure or words are changed in order 

to prevent verbatim plagiarism. Plagiarism detection becomes increasingly 

difficult when all of these strategies are applied in combination. 

 
In Table 1.1, it is seen that a sentence is converted into a new sentence with a 

different structure by applying obfuscation strategies step-by-step. First, (1) some 

words are replaced with their synonyms and then (2) antonyms are used so that 

the meaning of the sentence remains the same. Likewise, (3) new words have 

been added that do not change the meaning and structure of the sentence. 

Finally, (4) active-passive voice conversion was made and (5) the order of the 

words in the sentence was changed. When comparing the original sentence with 

the final sentence, although two sentences are different in terms of structure and 

usage of the words, the final sentence completely keeps the actual sense of the 

original sentence. However, when comparing the current and the output sentence 

in any step separately, it will be easier to detect plagiarism between the two 
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sentences because there is less modification. However, it is obvious that there is 

a serious change except semantic between the original sentence and the final 

sentence, which is created by applying different obfuscation strategies. This 

shows that plagiarism detection becomes more difficult task when various 

different strategies are used in combination. In this case, automatic plagiarism 

detection basically strives to identify these obfuscation strategies. 

 

Table 1.1. Conversion of a Sentence with Obfuscation Strategies 

Obfuscation Strategy Result 

 Original Sentence: The researcher achieved good 
results in his experiments. 

Synonyms Replacement The scientist accomplished good results in his 
tests. 

Equivalent Antonym 
Replacement 

The scientist did not accomplish bad results in his 
tests. 

Insert/Remove Words The scientist did not accomplish bad results in tests 
of his study. 

Active to Passive Voice 
Conversion 

Bad results were not accomplished by the scientist 
in the tests of his study. 

Change Order of the 
Words 

In the tests of his study, bad results were not 
accomplished by the scientist. 

 

Automatic plagiarism detection tools aim to detect plagiarized parts of suspicious 

documents and original parts in source documents that match these plagiarized 

parts [4]. Collection of documents can be consisted of online sources on Internet 

or offline sources containing the original set of documents [40]. Let 𝑝 =

{𝑠𝑝𝑙𝑔, 𝑑𝑝𝑙𝑔, 𝑠𝑠𝑟𝑐 , 𝑑𝑠𝑟𝑐} represents a case of plagiarism; where 𝑠𝑝𝑙𝑔 is a passage in 

the document 𝑑𝑝𝑙𝑔 that is a plagiarized from the source passage 𝑠𝑠𝑟𝑐 in document 

𝑑𝑠𝑟𝑐. According to this notation, a plagiarism detector aims to determine 𝑝 [13]. 

This is a very complicated process as plagiarists use various syntactic and 

semantic obfuscation strategies mentioned in this section. 

 
Figure 1.2 shows an illustration of the source and plagiarized passages in the 

documents of 𝑑𝑠𝑟𝑐 and 𝑑𝑝𝑙𝑔. 𝑠𝑠𝑟𝑐 is source passage in the 𝑑𝑠𝑟𝑐 whereas 𝑠𝑝𝑙𝑔 is a 

passage in 𝑑𝑝𝑙𝑔 which is plagiarized from 𝑠𝑠𝑟𝑐. 𝑠𝑝𝑙𝑔 passages with the same 

number as 𝑠𝑠𝑟𝑐 represent plagiarized sections from 𝑑𝑠𝑟𝑐. 𝑠𝑠𝑟𝑐 and 𝑠𝑝𝑙𝑔 can consist 
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of one or more sentences. 𝑠𝑝𝑙𝑔 can be of different length and structure than 𝑠𝑠𝑟𝑐, 

depending on the obfuscation strategies applied to 𝑠𝑠𝑟𝑐. The plagiarism detector 

aims to detect 𝑝 which is consisting of location and length of 𝑠𝑝𝑙𝑔 and 𝑠𝑠𝑟𝑐 with 

𝑑𝑠𝑟𝑐 and 𝑑𝑝𝑙𝑔. 

 

dsrc dplg 

        splg1 

  ssrc1       

   ssrc2  splg2    

     splg3 

 ssrc3      

       splg4  

ssrc4        

          

          

 Source passages  Plagiarized passages 

Figure 1.2. The Illustration of Source and Plagiarized Passages 

 

The process of detecting plagiarism involves a preprocessing step to clean up 

the raw data of the documents using some Natural Language Processing (NLP) 

techniques such as lowercasing, removing stop words and punctuation, 

tokenization, stemming, lemmatization, synonym replacement, chunking and 

part-of-speech (POS) tagging. With the removal of Unicode characters, the text 

is cleaned and normalized at the end of these operations. Thus, parts of the text 

except meaningful words that are called noisy data are eliminated. Then, a set of 

preprocessed documents is analyzed by a comparison algorithm [14]. 
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1.3. Aims and Objectives 

 
The essential research objectives within the scope of this study are listed as 

follows: 

 

 Develop an external plagiarism detection system focused on mono-lingual 

perspective. 

 

 Develop techniques to identify candidate source sentences that are 

compared with the suspicious sentences. 

 

 Make searching operation faster and provide rapid access to the candidate 

sentences. 

 

 Detect syntactic and semantic similarities between source and suspicious 

sentences. 

 

 Evaluate the effect of semantic similarity in the detection of plagiarism 

cases of different types. 

 

 Evaluate the performance of the system using various threshold values 

and parameters. 

 

 Improve the detection performance of the evaluation metrics obtained from 

the competition of PAN11. 

 

1.4. Research Method 

 
Plagiarism detection consists of two main approaches as internal/intrinsic and 

external [136]. Intrinsic plagiarism detection seeks to identify changes in writing 

style, also known as stylometry, without performing comparisons with external 

documents [37]. The purpose of external plagiarism detection is to find all 

matching text fragments between original and suspicious documents in a 

collection of documents [66]. Let 𝑝 be a plagiarism case and 𝑒𝑝 be external 

plagiarism detection, the simple formal definition of 𝑒𝑝 is as follows: 𝑒𝑝 = <
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𝑠𝑝𝑙𝑔, 𝑠𝑠𝑟𝑐 > | 𝑠𝑝𝑙𝑔  ∩  𝑠𝑠𝑟𝑐| >  𝛿, where 𝛿 is a threshold and |𝑠𝑝𝑙𝑔  ∩  𝑠𝑠𝑟𝑐| indicates a 

similarity between 𝑠𝑝𝑙𝑔 and 𝑠𝑠𝑟𝑐 which is greater than 𝛿. 

 
In this thesis, an external plagiarism detection system based on POS tag n-grams 

(POSNG) is proposed, which uses both syntactic and semantic features to detect 

plagiarized sections in the documents. Because POS tags help to analyze and 

reveal syntactic similarities, the proposed plagiarism detection approach uses 

part-of-speech tag n-grams to determine syntactic similarities between original 

and suspicious sentences and also quickly access to plagiarism candidates, each 

of which is the source sentence. In the proposed system, the words and 

punctuation in each sentence are shown with an annotation called token. Then, 

these tokens are tagged with their POS tags. Finally, n-grams of these POS tags 

are generated and the sentences are represented with their part-of-speech tag 

n-grams. After converting the sentences to the POS tag n-grams representation, 

the source sentences are indexed by a search engine. Then, a query is generated 

from the part-of-speech tag n-grams of a suspicious document and this query 

accesses the source sentences to find the candidate sentences. Search engine 

results returned from the queries are used to identify plagiarized sections of the 

suspicious document. 

 
The performance of the proposed system is further improved by using semantic 

similarities between sentences. The Word2Vec model [15] is used to find the 

similarity degree between the two words semantically. It is a word embedding 

learning technique for language natural processing used to produce vector 

representations of words. In this model, word associations are taken from a large 

corpus and a vector space is generated as output. The score of semantic 

similarity between words is measured by the cosine similarity calculation of their 

vectors [16]. Whether there is plagiarism between a suspicious sentence and its 

candidate source sentence is ultimately decided according to the result 

calculated by the Longest Common Subsequence (LCS) method of the semantic 

similarity between these sentences. 

 
For this thesis study, a large dataset named PAN Plagiarism Corpus 2011 (PAN-

PC-11), which was created to evaluate automatic plagiarism detection 
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algorithms, was used. In this corpus, paraphrasing generation are divided into 

two categories as artificial and simulated. Artificial plagiarism cases have been 

automatically generated by a computer program using random text operations, 

semantic word variations and POS-preserving word shuffling. On the other hand, 

simulated plagiarism cases have been generated manually using Amazon 

Mechanical Turk platform [17]. The artificial plagiarism cases contain three 

different obfuscation levels: none (or very few), low and high. The corpus also 

consists of translation plagiarism cases between English-German and English-

Spanish. This thesis study focuses on the mono-lingual perspective using English 

texts and aims to compare the performance of the proposed approach with the 

detectors participating in the 3rd International Plagiarism Detection Competition 

(PAN11) in [51]. 

 

1.5. Contributions of the Thesis 

 
The main contributions of this study are: 

 
1. An automatic plagiarism detection system is proposed to determine 

plagiarized sections of documents. The proposed system is a novel 

contribution as it uses POS tag n-grams that helps to show syntactic 

similarity over different text fragments. Especially, in manual or automatic 

obfuscation strategies performed on suspicious texts to hide plagiarism, 

mostly words are replaced with synonyms, and extensive modifications 

are not made regarding the syntactic structure of sentences. Therefore, 

similarity can be detected based on POS tag n-grams, as it reveals 

syntactic similarities between two sentences that have the same meaning 

and one of which is plagiarized, although all the words are different from 

each other. 

 
2. In this study, a two-step replacement strategy of POS tags is proposed in 

order to make the search process faster. First, POS tags are replaced with 

one-character length symbols to reduce size of the POS tags and speed 

up the candidate selection process. Second, the generated n-grams are 

sorted in the whole corpus from most used to least used and these n-

grams are replaced again with symbols or one, two, or three length 
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characters, starting with the most used one. Finally, the source documents 

containing POS tag n-grams are indexed by the search engine to make 

faster searching operations and to quickly find plagiarism candidate 

sentences. 

 

3. The representation of candidate sentences which is carried out after the 

indexing and candidate retrieval steps is one of the main contributions of 

this study. All of the steps performed up to this representation can be 

considered data preparation. This preparation process includes text 

preprocessing, indexing and searching tasks. The text preprocessing task 

allows the sentences to be converted into the POS tag n-grams structure. 

Then, the indexing of the source sentences and the searching for the 

candidates are performed with the capabilities of the search engine. On 

the other hand, the presentation of the candidates ensures that possible 

plagiarism is determined in the fastest way without requiring a detailed 

analysis. Therefore, if the data is prepared up to the list of candidates, the 

plagiarized sections can be detected with a simple distance-based 

calculation between two consecutive candidates by means of 

representation methodology, which is one of the main contributions of this 

study. 

 
4. The proposed method improves the detection performance of the low and 

high obfuscation paraphrasing cases even though only POS tag n-grams 

are used to measure syntactic similarities. The experiments are performed 

with four types of paraphrasing in the PAN-PC-11 dataset containing 

different levels of modifications and obfuscation strategies such as none 

or very few, low, high and simulated. A different number and scope of 

thresholds and parameters are defined to evaluate the variety of the test 

results. The performance of the proposed approach is compared with 

plagiarism systems participating in the PAN11 competition according to 

various measures. The experimental results demonstrate that the 

proposed approach in this thesis achieved the best performance in the 

overall metric called plagdet in low and high types of obfuscation. 



10 

 

However, the proposed method obtained competitive results in none and 

simulated obfuscation types for all four evaluated metrics. 

 

1.6. Thesis Structure 

 
This study consists of seven chapters. The rest of this thesis study is structured 

as follows: 

 
Chapter 2 Plagiarism Background 

 
This chapter provides general information to the plagiarism approach. The 

definition, taxonomy and detection techniques of plagiarism are introduced. 

The types of plagiarism are explained in detail with examples. The advantages 

and disadvantages of the various plagiarism methods are analyzed. Also, 

similarity metrics used in many plagiarism algorithms are summarized. 

 
Chapter 3 Literature Review 

 
This chapter gives a summary of the development process of plagiarism 

detection over time. This chapter also presents an overview of the related 

studies involved in external plagiarism detection. The methods applied to 

these studies are given by classifying them. In addition, NLP techniques used 

in related works are discussed in this section. Following that the approaches 

of PAN11 detectors are introduced. The methods and contexts of the 

detectors are summarized. 

 
Chapter 4 Plagiarism Detection Based on POS Tag N-Grams 

 
This chapter gives detailed information about the proposed method. The 

architecture and steps of the plagiarism detection process and the algorithms 

are introduced. The step-by-step outputs of the tasks and examples of the 

operations are shown in this chapter. 

 
Chapter 5 Data Analysis 

 
This chapter introduces the PAN-PC-11 corpus which is used in this study. An 

overview about the statistics of documents and plagiarism cases in the corpus 
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are given. Following that obfuscation strategies and evaluation metrics of 

PAN-PC-11 are explained. 

 
Chapter 6 Experimental Evaluation 

 
In this chapter, the experimental environment and settings are introduced, the 

results are reported, the performance of the proposed system is evaluated 

and the execution times of the processes performed in this study are 

analyzed. In addition, the effects of different threshold values and parameters 

on the experimental results are discussed. 

 
Chapter 7 Conclusion 

 
This chapter presents a summary and final conclusion about this study with 

the contributions. Besides, suggestions for the future improvements are 

discussed. 
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2. PLAGIARISM BACKGROUND 

 

This chapter provides a detailed overview of the definition of plagiarism. It also 

presents a survey about the plagiarism types. It introduces the concept of 

plagiarism detection and similarity metrics. 

 
This chapter is organized as follows: in Section 2.1, the description of plagiarism 

is explained. Section 2.2 reviews the types of the plagiarism and two main types 

of plagiarism, textual and source code, are introduced in this section. Section 2.3 

presents the plagiarism detection problem and discusses its three tasks: intrinsic, 

external and cross-lingual plagiarism. Finally, in Section 2.4, similarity metrics 

used in plagiarism detection studies are introduced. 

 

2.1. Definition of Plagiarism 

 
As stated in [7], plagiarism is described as the use of other person's thoughts, 

expressions or works without proper citation and presenting them as one's own. 

Especially in the recent years, plagiarism has become an important ethical 

problem both in scientific studies and in the business world [65, 116]. With grown 

of the Internet, fast access to the resources on the web has enhanced the 

problem of plagiarism. Copying various works from the Internet without proper 

citation may be considered as plagiarism. In this case, some legal issues such 

as copyright infringement may arise. 

 
However, from a legal perspective, proving plagiarism may not be an easy 

process. Plagiarism can only occur when it is proven that words are copied 

directly or expressed using other words. In some cases, even one-to-one match 

between two different texts does not prove a plagiarism since both texts may 

have been written about the same subject. In the circumstances, some 

information such as the names of person, place or technical terms may have been 

used in common. In [18], it is reported that independent texts have 50% or more 

common vocabulary. Therefore, it is necessary to prove that the suspicious text 

has the same meaning of original text in detecting plagiarism. A long string of 

matching characters, the same sequence or similar distribution of the words, a 

similar writing style or the same typos between two texts can be considered as 
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plagiarism indicator. This problem is not limited to written texts, but is also found 

in software code that is copied and reused without citation to the original author 

[19]. 

 
Deciding whether to consider a work as plagiarism and automating plagiarism 

detection is a difficult task. It sometimes can be clearly seen that a certain part of 

text is a copy from another. However, plagiarists often use some techniques that 

try to distinguish the plagiarized text from the original. To hide an act of 

plagiarism, the suspicious text is often rewritten: the order of words in a sentence 

is changed, words are replaced with synonyms, some words are added/removed 

or the text can be summarized. These changes make difficult to detect plagiarized 

text for automated systems. Many automated detection programs use structural 

and lexical similarities of the documents [20]. 

 
It is harder to detect semantic similarity in a text. Especially performing this 

process with a computer algorithm requires great effort. In recent years, many 

commercial and academic products have been developed to facilitate the 

detection of plagiarism. Most of these products can detect verbatim plagiarism, 

but fail when the works are paraphrased. In paraphrased works, detecting 

plagiarism requires to identify similarities that go beyond keywords and verbatim 

overlaps [21]. 

 

2.2. Types of Plagiarism 

 
In this section, two main types of plagiarisms, textual and source code plagiarism, 

are introduced. 

 

2.2.1. Textual Plagiarism 

 
Textual plagiarism is common in education such as student assignments and 

research publications. Textual plagiarism occurs in various types and in 

documents written in natural language. These documents may be written in the 

same or different languages. An example of plagiarism created by copy-paste 

method from PAN-PC-11 corpus is shown below: 
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Original sentence: 

 
Plagiarism can only occur when it is proven that words are copied directly or 

expressed using other words. In some cases, even one-to-one match between 

two different texts does not prove a plagiarism since both texts may have been 

written about the same subject. 

 

Plagiarized sentence: 

 
Plagiarism can happen only when it is demonstrated that words are directly 

copied or expressed utilizing other words. In some circumstances, even a one-

to-one match between two distinctive texts doesn’t constitute plagiarism, as 

both documents may have been written about the same topic. 

 
In the example, it is seen that the plagiarized sentence was created by replacing 

some of the words in the original sentence. The original words were directly 

copied into the plagiarized sentence and no proper citation was given. The 

plagiarized sentence was not written in such a way that what is intended to be 

conveyed is expressed in the author's own words. In the example, the changed 

words are highlighted as underlined and bold. It is seen that all the remaining 

words are the same in both sentences. The syntactic structure of the original 

sentence was preserved and words were changed with their synonyms. On the 

other hand, by changing the orders of some words in the original sentence, it was 

tried to reduce the consecutive matching of words. It is clear that both sentences 

have similar syntactic structure and there are no creative or intelligent obfuscation 

strategies. 

 
However, plagiarists sometimes resort to plagiarism by deliberately misspelling 

words. As in the other example below, bold and underlined words are intentionally 

misspelled in order to avoid matching the same words in both sentences. 

 
Original sentence: 

 
Neither of them were their friends. 
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Plagiarized sentence: 

 
Niether of them were thier frinds. 

 
Two sentences are compared structurally or semantically to detect plagiarism. As 

a result of this process, the usage of the same words in both sentences at a 

certain rate increases the possibility of plagiarism. For this reason, misspelling 

techniques can be used intentionally as in the example to prevent the same words 

from being matched with each other. 

 

Textual 

Plagiarism

Copy-Paste 

Plagiarism

Structural 

Plagiarism

Paraphrasing Self-Plagiarism

Idea 

Plagiarism

Translated 

Plagiarism

 

Figure 2.1. Forms of Textual Plagiarism 

 
As can be seen from Figure 2.1, some different forms of textual plagiarism are 

listed as follows: 

 
1. Copy-paste Plagiarism: In this type of plagiarism, sentences or 

paragraphs from another work are directly copied as your own without 

citation. 

 



16 

 

2. Paraphrasing: It refers to the presentation of the idea described in 

another work in different ways by changing the structure of the sentences, 

changing the words or their order, replacing words with synonyms and 

making changes in the grammar [22]. Changes made as a result of the 

paraphrasing action are made without citing a source directly. 

Paraphrasing includes some serious and intelligent modifications that are 

hardest to detect by plagiarism detection systems. 

 
3. Idea plagiarism: In this type of plagiarism, ideas are taken from other 

sources and used as your own. Examples include taking someone else's 

opinion, translating various concepts or expressions, using someone's 

findings or results without citation or permission [23]. An idea taken from 

the original text is reused regardless of its original words or form. Given 

the levels of difficulty in detecting plagiarism, the simplest plagiarism cases 

to identify are text fragments that copied directly. However, detecting the 

plagiarism of ideas usually requires semantic analysis as it is a more 

complex task. 

 
4. Structural plagiarism: It is the act of expressing someone else's text with 

different words by changing the structure of the sentence. It can also be 

described as the type of plagiarism in which the structure of an original text 

is copied to another. It also includes changing the grammatical structure 

of the sentences by translating them [24]. 

 
5. Self-plagiarism: It means reusing your own previously published work 

entirely or its some portions without citing it for a new research paper. In 

this type of plagiarism, the author tries to reconstruct his/her previous work 

by changing the writing pattern of the old research. Self-plagiarism violates 

the necessity that the content of an article be original and not previously 

published [25]. Since authors are the owners of their own works, they think 

that they can reuse their works in various ways. However, especially 

because of the possibility of violating a publisher's copyright, self-

plagiarism remains ethically debated. 
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6. Translated plagiarism: It is the act of using a work written and published 

in a different language by being translated into another language without 

citation. Some cases that have emerged in the recent years have shown 

that researchers translate a published research and submit it to various 

journals for publication as their own, without attribution to the original 

author [25]. As it is more difficult to detect, translated plagiarism has 

become one of the major problems for automated plagiarism detection 

tools [26]. 

 

Figure 2.2 shows an example of translated plagiarism in [150]. In Figure 2.2, it is 

seen that a text written in English was plagiarized in Spanish as verbatim. The 

English text has been translated directly into Spanish without any structural or 

semantic changes by an automatic translation tool [151]. The original English text 

was not expressed in the author's own words and an appropriate citation was not 

made. When the plagiarized Spanish text is translated back into English with the 

same automatic translation tool, it is easily seen that the two English texts are 

copy-paste. The same phrases between the two English texts are highlighted in 

different colors in Figure 2.2. The original English text has been converted with 

the same sentence structure and words.  

 

 

Figure 2.2. An Example of Translated Plagiarism 

 
However, even in the fragments of the texts that are not exactly the same, e.g. 

(1) the greater part and most, (2) occasionally and from time to time, (3) in a 

separate form and separately, it is clearly seen that there are words or phrases, 
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which has same meaning. Although words with the same meaning are expressed 

differently, the original English sentence and the Spanish translation are exactly 

the same. 

 
The main problem in textual plagiarism detection is determining whether 

plagiarism exists and how to measure the degree of similarity. Many researchers 

have proposed various detection methods for the text similarity problem. These 

methods are basically divided into two similarity calculation methods. The first is 

based on statistics and the other one is based on semantic. The method, which 

is based on statistics, requires a large data set and long training process. The 

semantic based method, on the other hand, has high precision. However, the 

scope of sentences or words is limited in this method [27]. 

 

2.2.2. Source Code Plagiarism 

 
Plagiarism in coding is a type of plagiarism that is studied and researched in the 

literature. At the programming level, plagiarism does not only mean copying the 

source code, but also includes comments within the code, program input data 

and interface designs [28]. Compared to textual plagiarism, detecting plagiarism 

in source codes is very difficult but easy to do. For example, when students are 

given an assignment to write a program, it will be inevitable that similar codes will 

emerge. While some students write source code of the assignment on their own, 

other students simply take code from them and make some changes, such as 

changing variable, method or class names, changing the order of the statements 

or changing the functions and variables of a class [29]. It is almost impossible to 

manually compare the program pairs, especially if the number of lines of code is 

too much. It takes a lot of effort to examine all codes in two different programs 

and detect plagiarized pairs.  

 
There are also some methods to detect plagiarism in the source codes, just like 

textual plagiarism. A source-code plagiarism detection system should show 

which parts of the two programs are similar. Today, most plagiarism detection 

systems today detect plagiarism largely at the syntactic level. Because a 

plagiarism detection system does not have a human-like perspective, it may not 

detect plagiarism at the semantic level, such as data structures and algorithms 
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[30]. There is not yet a standard reference model for determining whether one of 

two similar programs is plagiarized from the other. The similarity score of a 

program group depends on the program set itself. If a fixed similarity threshold 

value is used to detect suspicious source-code pairs, too many plagiarism or false 

identification may arise. For this reason, an adaptive threshold that takes into 

account the similarity distribution of the program set is required to handle 

plagiarism cases [31]. 

 

 

Figure 2.3. An Example of Source Code Plagiarism 

 

In the plagiarism process of the source codes, two types of modifications basically 

are applied: lexical changes and structural changes [32]. 

 
1. Lexical Changes: These are easy changes that can be made using a text 

editor without the need for any programming language knowledge. 

 

 Comments are changed, added or rewritten. 

 

 The format of the code is changed. 

 

 The names of variables, functions and identifiers are changed. 

 
2. Structural Changes: Structural changes are programming language 

dependent and require a programming knowledge to make changes to the 

source code. 

 

 Loops can be changed. 
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 Nested if statements and case statements are replaced with each 

other. 

 

 Procedure and function calls are replaced with each other. 

 

 The order of the operands can be changed. 

 

 New statements can be added that will not affect the output of the 

program [29]. 

 
As can be seen from the source code plagiarism example in Figure 2.3 [149], 

both lexical and structural changes were made in the modified code. As lexical 

changes, the function name (removeWord and deleteWord) and variable names 

(p1, ran, result and pp, randomNum sum) have been changed. Structurally, as 

can be seen in the 6th line of the modified code, new expression has been added 

and the writing style of the supplementation operand has been changed in the 7th 

line so as not to affect the result of the operation. Also, the 4th and 5th lines in the 

original code were removed in the modified code. 

 

2.3. The Concept of Plagiarism Detection 

 
The main goal of plagiarism detection is to reveal similar information between two 

documents. Plagiarism detection can be done manually or automatically. 

Manually detecting plagiarism on text is a difficult process, as text can be 

interpreted in different ways from person to person. In addition, as the amount of 

information in the text increases, it becomes more difficult to identify similar 

sections and is time consuming. In order for teachers or instructors to detect 

plagiarism manually, they need not only to read every assignment, but also to 

know all possible sources of plagiarism [33]. For this reason, the use of automatic 

tools in plagiarism detection has become a necessity and with the developed 

systems, it has been possible to detect plagiarism cases more quickly and 

effectively [34]. The aim of an automated plagiarism detection system is to reduce 

the time spent comparing texts, making it possible to compare multiple 

documents. This makes it as easy as possible to find possible similar texts by 

searching a large number of electronic sources. Automatic plagiarism detection 
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systems should minimize the number of cases that are erroneously classified as 

plagiarized and cases that are incorrectly classified as non-plagiarized [8]. 

 
Plagiarism detection can be classified in two ways [35] as monolingual and cross-

lingual. Monolingual perspective deals with finding plagiarized cases between 

two same languages. Most plagiarism detection systems fall into the monolingual 

plagiarism category. It can be divided into two according to whether external 

references are used during plagiarism detection process. 

 

2.3.1. Intrinsic Plagiarism Detection 

 
This detection method focuses on cases where there is no reference data set or 

external sources. In intrinsic plagiarism detection, the author’s writing style, 

known as stylometry, is analyzed. 

 

Table 2.1. The Research Areas of Intrinsic Plagiarism Detection 

 

 

Identifying plagiarized parts in a suspicious document relies on detecting 

irregularities and anomalies in the document [36]. In terms of writing style, 
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passages that are not compatible with each other in the document can be 

considered as an indicator of plagiarism. A brief explanation of some research 

areas [39] related to intrinsic plagiarism detection can be seen in Table 2.1. 

 
There are many research works in the literature on writing style. According to 

[37], stylometric features generally consist of the following five categories: 

 

 Character-level text statistics, 

 

 Sentence-level syntactic features, 

 

 Part-of-speech features of the word classes, 

 

 Closed-class word sets used for special words, 

 

 Structural features that show the text structure. 

 
On the other hand, [38] proposed the following stylometric properties: 

 

 Character-based types (character levels and character n-grams), 

 

 Lexical-based types (word counts, word n-grams, word relationships etc.), 

 

 Syntactic-based types (POS counts, chunks and phrases, sentence 

structure etc.),  

 

 Semantic-based types (synonyms replacement, semantic analysis, 

semantic dependencies, word embeddings etc.),  

 

 Application-specific types (content-specific, structure-specific and 

language-specific). 

 

2.3.2. External Plagiarism Detection 

 
This type of plagiarism detection aims to find similarities in the suspicious 

documents by comparing them with a collection of documents. This collection of 

documents can be consisted of online sources on Internet or offline sources 

containing the original set of documents [40]. In external plagiarism detection, a 
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suspicious document is compared to a series of documents. A threshold value is 

set for calculating the similarity of this suspicious document with other 

documents. Any document exceeding this similarity threshold is determined to 

have been plagiarized. 
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Figure 2.4. General Process of External Plagiarism Detection 

 

The basic flow of external plagiarism detection [41] is shown in Figure 2.4. As can 

be seen from Figure 2.4, there is a collection of documents consisting of source 

documents. These source documents are retrieved sequentially from this 

collection of documents and each source document is pre-processed with the 

suspicious documents. Many NLP techniques such as removing stops words, 

stemming, lemmatization, chunking etc. can be used in this step. As a result of 

this process, candidate documents are produced. Then, a detailed plagiarism 

detection algorithm is performed between the suspicious document and source 

candidate documents. Finally, in the decision-making step, also called post-

processing, it is decided whether the suspicious document has been plagiarized 

from the source document, and if plagiarized, the plagiarized sections of both the 

source and suspicious document are shown. 
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Algorithm 2.1. The General Mechanism of External Plagiarism Detection 

Input: 
𝐶𝑠𝑢𝑠𝑝 is suspicious corpus 

𝐶𝑠𝑟𝑐 is source corpus 
𝑑𝑜𝑐𝑠𝑢𝑠𝑝 is suspicious document where 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 ∈ 𝐶𝑠𝑢𝑠𝑝 

𝑑𝑜𝑐𝑠𝑟𝑐 is source document where 𝑑𝑜𝑐𝑠𝑟𝑐 ∈ 𝐶𝑠𝑟𝑐 
 
Variables: 
𝑐𝑜𝑢𝑛𝑡𝑆𝑢𝑠𝑝 is the number of documents in 𝐶𝑠𝑢𝑠𝑝 

𝑐𝑜𝑢𝑛𝑡𝑆𝑟𝑐 is the number of documents in 𝐶𝑠𝑟𝑐 
𝑟𝑎𝑛𝑘𝑖𝑛𝑔 is the score of the syntactic similarity 
𝐶𝐿 is the candidate list of 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 

𝑐𝑜𝑢𝑛𝑡𝐶𝐿 is the number of candidate documents in 𝐶𝐿 
𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 is the candidate document in 𝐶𝐿 

𝑠𝑖𝑚 is the similarity score between 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 and 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is the threshold value 
 
1: 𝑐𝑜𝑢𝑛𝑡𝑆𝑢𝑠𝑝 ← number of documents in 𝐶𝑠𝑢𝑠𝑝 

2: for 𝑖 = 1 to 𝑐𝑜𝑢𝑛𝑡𝑆𝑢𝑠𝑝 do 
3: 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 ← get (𝐶𝑠𝑢𝑠𝑝(𝑖)) 

4: 𝑐𝑜𝑢𝑛𝑡𝑆𝑟𝑐 ← number of documents in Csrc 
5: for 𝑗 = 1 to 𝑐𝑜𝑢𝑛𝑡𝑆𝑟𝑐 do 
6:  𝑑𝑜𝑐𝑠𝑟𝑐 ← get (𝐶𝑠𝑟𝑐(𝑗)) 

7:  if candidate retrieval algorithm of 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 & 𝑑𝑜𝑐𝑠𝑟𝑐 > 𝑟𝑎𝑛𝑘𝑖𝑛𝑔 

8:   𝐶𝐿 ← add (𝑑𝑜𝑐𝑠𝑟𝑐) 
9:  end if 
10: end 
11: end 
12: for 𝑖 = 1 to 𝑐𝑜𝑢𝑛𝑡𝑆𝑢𝑠𝑝 do 
13: 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 ← get (𝐶𝑠𝑢𝑠𝑝(𝑖)) 

14: 𝑐𝑜𝑢𝑛𝑡𝐶𝐿 ← number of documents in 𝐶𝐿 
15: for 𝑗 = 1 to 𝑐𝑜𝑢𝑛𝑡𝐶𝐿 do 
16:  𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ← get (𝐶𝐿(𝑗)) 

17:  𝑠𝑖𝑚 ← get similarity between (𝑑𝑜𝑐𝑠𝑢𝑠𝑝, 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒) 

18:  if 𝑠𝑖𝑚 (𝑑𝑜𝑐𝑠𝑢𝑠𝑝, 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

19:   𝑑𝑜𝑐𝑠𝑢𝑠𝑝 is plagiarized of 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 

20:   write plagiarized sections of 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 

21:  end if 
22: end 
23: end 

 
 
The basic mechanism and steps of the external plagiarism detection system are 

given in Algorithm 2.1. As can be seen from the algorithm, plagiarism detection 

process is carried out using source and suspicious document sets. Source 

documents represent original texts. One of the main goals in the process is to 
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find candidate documents to be associated with each suspicious document. 

Therefore, candidate source documents are identified according to a candidate 

retrieval algorithm and added to the candidate list for each suspicious document. 

Thus, it is aimed to reduce the time for post-processing step. Finally, a detailed 

analysis is performed between the suspicious document and the source 

candidate document. In this step, source and suspicious documents are 

compared according to various features of the plagiarism detection algorithm and 

a similarity calculation is made. If the similarity score between the two documents 

is greater than a threshold, it is decided that the suspicious document has been 

plagiarized and plagiarized sections are displayed with the corresponding 

sections in the original document. 

 
If the size of the reference dataset is large, the number of source texts can be 

huge. In this case, the total comparison duration between the suspicious text and 

the source texts can take considerable time. In order to overcome this situation, 

candidate documents are retrieved as a subset of source texts [42]. Most external 

plagiarism detection methods involve the location of plagiarized passages within 

candidate texts. In Chapter 3, some of the external plagiarism detection methods 

used in detecting suspicious plagiarized texts are introduced in detail. 

 
The use of n-grams provides flexibility to external plagiarism detection task in 

terms of detecting rewritten fragments of text [43]. Other approaches have 

focused on the external plagiarism detection problem like a traditional 

classification problem used in machine learning. For example, the external 

plagiarism detection system introduced in [44] consists of two stages: documents 

are indexed in the first stage and similarities are detected in the second stage. 

This method uses n-grams of words where the value of n varies between 4 and 

6 and calculates the number of matches of these n-grams between suspicious 

documents and source documents to detect plagiarism. 

 

2.3.3. Cross-Lingual Plagiarism Detection 

 
Documents with similar content are also available across different languages: for 

example, articles written in multiple languages, news about similar events or other 

translated documents. Determining the similarities of such documents among 
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different languages is a research area that has developed within the scope of 

plagiarism in recent years [45]. 

 
Cross-lingual plagiarism is focused on detecting similarities between source and 

suspicious documents in different languages. The correct translation of a 

document depends on the quality of the translation tool. Therefore, translating 

documents with poor-quality and limited capability translation tools can result to 

produce incorrect documents. If there is no an advanced translation tool, a 

dictionary or other translation sources containing some datasets can also be used 

to translate the texts [46]. Figure 2.5 shows the general detection process of 

cross-language plagiarism. First, an algorithm is used to determine the language 

of the documents in the dataset that written in their original language. Then, these 

documents are translated into English with a translation algorithm. After this step, 

a dataset includes of all original and suspicious documents in English is obtained, 

and all subsequent operations are applied as in mono-lingual plagiarism 

approach. 

 

Documents
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Figure 2.5. Cross-Lingual Plagiarism Detection Process 

 

Existing studies of cross-lingual plagiarism detection have taken advantage of the 

syntactic and lexical features of writing, statistical dictionaries, or similarities with 

a multilingual collection of documents. Many of these approaches are designed 

for verbatim copying, and performance decreases when dealing with high 

obfuscated plagiarism cases that contain paraphrasing [47]. Two methods can 

be used to detect cross-lingual plagiarism: first, the cross-lingual similarity 

method, and second, the monolingual similarity by translating the document into 
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the other language. Four main types of cross-language similarity assessment 

models [13, 48] have been proposed in the literature: (a) syntactic-based model, 

(b) semantic-based model, (c) dictionary-based model and finally, (d) corpus-

based model. 

 

2.4. Similarity Metrics 

 
The basic process to detect plagiarism is to measure similarity. In this context, it 

is necessary to reveal and calculate the similarity between two documents or text 

fragments. It is seen that two basic similarity metrics, string-based and vector-

based, have been used in the studies carried out so far on plagiarism detection. 

 

2.4.1. String Similarity Metrics 

 
These methods are also called edit-based measures and mostly used by external 

plagiarism detection algorithms to calculate approximate string matching. For 

example, Hamming distance is a similarity measure that estimates the number of 

distinct smallest units between two data of equal length [22]. Let n and m be two 

strings, Levenshtein distance defines the minimum edit distance that converts the 

n to m [69]. Another commonly used method, Longest Common Sequence (LCS), 

measures the length of the longest character pair between n and m, according to 

the order of the characters [70]. 

 

2.4.2. Vector Similarity Metrics 

 
Vector-based similarity metrics are also called as token-based measures. Many 

vector-based similarity metrics have been introduced in recent studies. One of 

them, matching coefficient was used to calculate the similarity between two 

vectors of equal length [112]. On the other hand, the Jaccard coefficient defines 

the number of common elements versus the total number of elements between 

two exactly the same sets. [113]. 

 
The Dice coefficient is almost identical with the Jaccard coefficient, but the 

number of terms common in the dice measure is reduced [57]. The Overlap 

coefficient focuses on the match between subsets and calculates the similarity 
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between these subsets [114], while the Cosine similarity is used to compute the 

cosine angle between two or more vectors [115]. 

 

Table 2.2. Comparison of Similarity Metrics 

Metrics Type Time Complexity Space Complexity 

Exact matching Character 
comparison 

𝑂(𝑚𝑖𝑛(𝑚, 𝑛)) 𝑂(1) 

Hamming Edit-based 𝑂(𝑚𝑎𝑥(𝑚, 𝑛)) 𝑂(1) 

Levenshtein Edit-based 𝑂(𝑚𝑛) 𝑂(𝑛𝑚) 

Longest common 
subsequence 

Edit-based 𝑂(𝑚𝑛) 𝑂(𝑚𝑛) 

N-gram Token-based 𝑂(𝑚 + 𝑛) 𝑂(𝑚 + 𝑛) 

Jaccard Token-based 𝑂(𝑚 + 𝑛) 𝑂(1) 

Dice Token-based 𝑂(𝑚 + 𝑛) 𝑂(1) 

Cosine Token-based 𝑂(𝑚𝑛) 𝑂(𝑚 + 𝑛) 

 

Table 2.2 shows the comparison of time and space complexities of string 

similarity metrics and vector-based similarity metrics [117, 118]. As can be seen 

from Table 2.2, 𝑚 denotes “number of terms/characters” and 𝑛 denotes 

“size of the dataset/document”. 

 
In this thesis study, syntactic and semantic features were used to detect 

plagiarism cases. The determination of syntactic features was implemented by 

creating POS tag n-grams. Candidate sentence retrieval was performed with the 

exact string matching of POS tag n-grams. The semantic similarity between the 

source and suspicious sentences was calculated with the Longest Common 

Subsequence (LCS) algorithm. 
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3. LITERATURE REVIEW 

 

Many different methods have been proposed in the literature on plagiarism 

detection so far. In this regard, plagiarism detection continues to develop as an 

active research area of computer science today. Section 3.1 provides a historical 

summary of the development process for plagiarism detection. Section 3.2 

presents a summary of the related works performed with different methodologies 

for external plagiarism detection. In Section 3.3, a brief overview is provided 

about the detectors participating in PAN11. 

 

3.1. Development Route of Plagiarism Detection 

 
Many techniques for plagiarism detection have been developed over time. In this 

section, a brief summary of the major techniques and approaches developed for 

plagiarism detection from the past to the now is presented. 

 

 

Figure 3.1. Development Route of Plagiarism Detection Techniques 

 

As can be seen in Figure 3.1, one of the first methods used in the past years to 

detect plagiarism is string matching. In [138], two methods such as overlapping 

n-gram and window sliding-based was used for the string matching approach. 

String matching algorithms use the grammatical features documents as they 

obtain better results in detecting word-to-word plagiarism. 
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In the following years, copy detection systems based on natural language 

processing techniques have been developed. The general features of the copy 

detection systems developed between 1993 and 2001 are given in Table 3.1 

[148]. As can be seen from Table 3.1, copy detection systems mostly used the 

string matching technique. However, character or word length was commonly 

preferred as the text chunking. Since the choice of text blocks is very big, copy 

detection systems don't choose the chunk or passages in many cases. This 

situation makes it hard to define some part of plagiarism comparatively. Selecting 

a very small chunk of text can cause some problems too. Because this can lead 

to incorrect evaluation and enhance the number of calculation. Word frequency-

based methods focus to semantic attributes more, although they don't deal with 

deep semantic [148]. 

 

Table 3.1. Copy Detection Systems 

System Year Technique Similarity Algorithm Text Chunk 

Sif 1993 String matching Number of common 
fingerprints 

50 bytes after 
anchor 

COPS 1995 String matching Matching ratio of 
fingerprints 

Sentence 

SCAM 1995 Word frequency RFM (Recency, 
Frequency, Monetary) 

Word 

YAP3 1996 RKR-GST, longest 
matching string 

Matching ratio  

KOALA 1996 String matching Matching ratio of 
fingerprints 

20 characters 

CHECK 1997 Key words Cosine function and 
matching ratio of 
section 

Word and 
variable 
granularity 

Shingling 1997 String matching Matching ratio of 
fingerprints 

10 words 

MDR 2000 Suffix tree, longest 
matching string 

Matching ratio 60 characters 

CDSDG 2001 Key words Overlap of semantic 
and overlap structure 

Word and 
variable 
granularity 

 

Fingerprinting is one of the other methods developed to detect plagiarism. It 

defines two different approaches which are the fingerprint algorithm and the 

winnowing algorithm. The fingerprint algorithm is performed using a hash function 

to n-grams of a document. The essence of the Winnowing approach is to 
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determine the smallest fingerprint value and compute the sample fingerprint 

matching ratio to get the similarity of two passages [148]. Detailed explanations 

of fingerprint and winnowing algorithms are provided in Section 0. 

 
VSM (Vector Space Model) and n-gram models are one of the most used 

methods for plagiarism detection. As can be seen in Figure 3.2, the VSM method 

is often used to represent every text in a textual corpus as a vector. The numbers 

are in the matrix are frequency of words in the document. VSM consists of two 

different frequencies such as word (TF) and inverse text (IDF). The VSM method 

uses word frequencies to attain the properties vector and thus calculates the 

similarity between two or more documents with the cosine degree [148]. 

 

 doc1 doc2 doc3 doc4 doc5 

Keyword1 4 0 2 2 1 

Keyword2 1 0 3 2 0 

Keyword3 1 5 0 1 0 

…...……..      

….…..…..      

Figure 3.2. The Representation of Word and Document Matrix 

 

In the earlier days, Cosine, Jaccard, Dot Product, Dice and other coefficients 

were used as the basis for calculating similarity. Then, semantic-based detection 

tools began to be developed to calculate semantic similarity. These systems 

intended to used VSM based algorithms. However, VSM is basically not very 

sufficient in analyzing the semantic on the texts in depth. Types of plagiarism, 

containing paraphrasing and rewording, are difficult to identify. Many researchers 

first tried to compute semantic similarity between words or passages through 

dictionaries such as WordNet to overcome these issues. Afterwards, machine 

learning algorithms such as Support Vector Machine (SVM) and Naïve Bayes 

and other similarity calculation methods such as fingerprinting, word similarity, 

latent semantic analysis started to be used [148, 165]. In 2007, a method was 
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proposed based on artificial neural networks in [143]. Although this method 

focuses on analyzing deep learning algorithms of neural networks, it also uses 

string matching technique. 

 
In the following years, studies on the improvement of candidate retrieval 

algorithms became popular. In [144], the K-means algorithm was used to carry 

out the operations related to finding candidates. The K-means approach 

produces encouraging results, although it struggles with heavily modified data. 

Though, K-means clustering generates non-overlapping K sets of document 

properties and therefore isn't able to distinguish text boundaries effortlessly. 

Fuzzy C Means Clustering method has been proposed in [145] to solve this non-

recognition problem. Another topic that has been studied a lot in recent years is 

word embedding. In [146], a new method with dispensed notation is proposed to 

calculate word similarity using Word2Vec and LCS. In [147], a method that 

combines word embeddings with Jaccard index is proposed to compute the 

lexical similarity. In this method, the proposed system runs speedy because it 

doesn't deal with the techniques such as stemming and POS tagging applied in 

the preprocessing step. 

 

3.2. Related Works on External Plagiarism Detection 

 
Automatic plagiarism detection is considered as a series of actions that involve 

associating a suspicious text with plagiarized passages of original text. One of 

the biggest challenges in this task is to discover relevant portions of the original 

text that have been plagiarized by various obfuscation methods [53]. Different 

techniques and approaches regarding the external plagiarism detection system 

have been presented by researchers to date. In this context, there are many 

studies using lexical, syntactic and semantic similarity methods. 

 
As can be seen in Table 3.2 [22, 49, 50], plagiarism detection approaches are 

analyzed and classified according to various criteria. These methods are 

categorized by the type of plagiarism, whether it is mono-lingual or cross-lingual 

and by plagiarism class. The different methods proposed for plagiarism detection 

are classified according to the basic function on which the plagiarism detection 

algorithm is based. These functions include different techniques such as string 
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matching, syntactic, semantic, grammatical or structural features. As mentioned 

in Section 2.3, plagiarism detection is categorized into two different types as 

external and intrinsic. As can be seen from the Table 3.2 , the stylometric-based 

method is only of the type of intrinsic plagiarism detection. All remaining methods 

fall under the category of external plagiarism. In addition, other methods except 

cross-lingual fulfill the task of detecting mono-lingual plagiarism. On the other 

hand, plagiarism cases consist of easily detectable verbatim plagiarism and 

intelligent cases with more complex modifications on texts. The semantic-based, 

citation-based and fuzzy-based methods are focused on detecting both literal and 

intelligent plagiarism cases. 

 

Table 3.2. Plagiarism Methods in Different Criteria 

Method Type Language Plagiarism 
Classification 

Character-Based External Mono-Lingual Literal 

Syntactic-Based External Mono-Lingual Literal 

Semantic-Based External Mono-Lingual Literal/Intelligent 

Grammar-Based External Mono-Lingual Literal 

Citation-Based External Mono-Lingual Literal/Intelligent 

Vector-Based External Mono-Lingual Literal 

Structure-Based External Mono-Lingual Literal 

Cluster-Based External Mono-Lingual Literal 

Fuzzy-Based External Mono-Lingual Literal/Intelligent 

Stylometric-Based Intrinsic Mono-Lingual Literal 

Cross-Lingual External Cross-Lingual Literal 

 

In [51], three main steps are defined for the external plagiarism detection task: 

(1) candidate documents retrieval, (2) detailed plagiarism analysis, (3) post-

processing. Let 𝑑𝑠𝑢𝑠𝑝 be a suspicious document, 𝑑𝑠𝑟𝑐 be a source document and 

𝐷 be a collection of source documents where 𝑑𝑠𝑟𝑐 ∈ 𝐷. First, in the candidate 

retrieval step, a set of candidate documents denoted as 𝑑𝑠𝑟𝑐
∗  is retrieved from 𝐷 

for each 𝑑𝑠𝑢𝑠𝑝. 𝑑𝑠𝑟𝑐
∗  includes the most relevant candidate documents for 𝑑𝑠𝑢𝑠𝑝. 

The purpose of this step is to minimize the number of candidate source 

documents to be compared with 𝑑𝑠𝑢𝑠𝑝. In the detailed analysis step, 𝑑𝑠𝑢𝑠𝑝 is 

compared to each document in 𝑑𝑠𝑟𝑐
∗  to find out if plagiarism has occurred. If there 

is a certain similarity higher than predefined threshold value between a section of 
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𝑑𝑠𝑢𝑠𝑝 and a section of 𝑑𝑠𝑟𝑐, then these sections are considered as a potential 

plagiarism case. In the final post-processing step, all candidate pairs are re-

analyzed and the ones that are not sufficiently similar are ignored. 

 
Plagiarism detection systems in the literature have used lexical, syntactic and 

semantic features to measure similarities between source and suspicious 

documents and to identify plagiarized sections. In this study, POS tag n-grams 

have been used to determine syntactic similarities between sentences. They 

have also been used to index source document sentences so that candidate 

sentences can be rapidly accessed by a search engine. Different techniques and 

methods for external plagiarism detection have been proposed in the literature. 

In the rest of this section, an overview of some existing methods are introduced. 

 

3.2.1. Character-Based Methods 

 
Many plagiarism detection methods fall into this category [22]. These methods 

work as a string matching technique, based on different characters such as n-

gram or word n-gram methods using syntactical features. It is the most widely 

used and well-known method by many researchers to reveal the degree of 

matching between different strings [54, 55]. These methods are classified based 

on the length of different features such as character, word or n-grams. In this 

method, comparisons are made at character n-gram or word n-gram level. 

Similarity between two or more documents can be predicted using both an exact 

match and an approximate match. In an exact match, each letter or word must 

match in the same order with the corresponding letter or word. Current 

researches show that most detection systems are developed using exact string 

matching based on word n-grams [22]. 

 
Two sorted word-based n-gram approaches such as 3-grams and 1-skip-3-grams 

with different length of n are proposed in [56]. As the complexity of paraphrasing 

increased, the performance of accuracy decreased. In [57], a three-step 

character-based method is proposed. First, non-overlapping 250-character 

chunks are extracted, second, the word-based similarity score is calculated using 

the dice measure. Finally, a threshold value is applied to determine plagiarized 

segments. The performance of this method is weak on account of the very low 
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recall value. Different n-gram methods including most commonly used n-grams, 

named entity-based n-grams and several lengths stop word-based n-grams were 

applied in [58]. A graph clustering algorithm is used to identify shared fingerprints 

or clusters of n-grams. The authors proposed a new n-gram method implemented 

with the Rabin-Karp algorithm based on string matching in [59]. On the other 

hand, 16-gram character matching was used in [60] and 8-gram word matching 

was used in [61]. In addition, the researchers also used the string matching 

technique. The string matching technique is based on the degree of similarity 

between two strings. For this pulrpose, various proximity measures such as string 

similarity metric or vector similarity metric are used. 

 

Table 3.3. An Example of the Generation of Stop Words n-grams 

 

 

A novel method [52] based on stop word n-grams (SWNG) has been proposed 

to detect plagiarized passages in the document collections. The author reported 

that stop word sequences reveal syntactic clues in document structure. As can 

be seen in Table 3.3 , the system removes all but stop words from sentences and 

generates n-grams of remaining stop words. Then, a portion of the source 
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documents is determined to find the common stop word n-grams of the source 

and suspicious documents in the candidate retrieval process. In the next step, a 

detailed analysis is done to predict the plagiarized passages. Finally, in the post-

processing step, the similarity score between all source and suspicious passage 

pairs is sequentially calculated to verify the plagiarism detected. The approach 

proposed in that study has some limitations in the plagiarism detection process. 

 
Plagiarism becomes more difficult to detect when there are more than one 

plagiarized passages in a suspicious document, as the proposed work is mainly 

based on syntactic structure. However, short passages in source and suspicious 

documents less than a certain number of words were not included in the 

plagiarism detection process and not reported as plagiarism cases. To overcome 

the limitations of SWNG approach, the plagiarism detection process in this thesis 

focuses on both syntactic and semantic features. In addition, short sentences are 

taken into account and included in the plagiarism detection algorithm. The 

proposed method in this thesis calculates the semantic similarity to solve the 

problem of multiple plagiarized passages in the suspicious documents. Thus, 

sentences with the same syntactic structure but different contexts are eliminated 

and excluded from the plagiarism detection process. 

 

Table 3.4. Detection Abilities of Character-Based Methods 

Character-Based Methods Copy-Paste Low 
Paraphrasing 

High 
Paraphrasing 

Exact String Matching Good Poor Unfit 

Approximate String Matching Good Poor Unfit 

Fingerprinting Good Poor Unfit 

Vector Space Models Good Poor Unfit 

Semantic Enhancements Good Poor Unfit 

 

Fingerprinting is another character-based method used to detect plagiarism. 

Fingerprinting algorithms check some portions of a document for plagiarism. The 

checked portions proceed according to a certain technique, such as character 

matching, to determine plagiarism. It has two different approaches, which are (1) 

the fingerprint algorithm and (2) the winnowing algorithm [36, 63, 64]. An 

illustration [163] of fingerprint algorithm and winnowing algorithm can be seen in 
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Figure 3.3. The fingerprint algorithm is performed using a hash function to n-

grams of a document. N-gram is a substring of ‘n’ length of the tokens in the 

document. On the other hand, the Winnowing algorithm is created by adding the 

window concept to the fingerprint algorithm. The hash value selected from this 

window is the minimum fingerprint value. 

 

 

Figure 3.3. Illustration of Fingerprinting and Winnowing Algorithms 
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As can be seen in Table 3.4 [62], all these proposed plagiarism detection 

approaches have been able to effectively detect cases of simple copy-paste and 

paraphrasing with minor modifications. However, the performance of these 

systems in detecting high-complexity plagiarism cases has decreased. More 

efficient results can be obtained when a hybrid system is created by supporting 

these methods with other approaches. All character-based methods can detect 

copy-paste plagiarism easily. However, it is equally inconvenient to detect 

changes made as the paraphrasing complexity level increases. 

 

3.2.2. Syntactic-Based Methods 

 
In these approaches, syntactic-level document parts are extracted as different 

kind of process. The output of these extractions can be sentences, phrases, 

chunks or part-of-speech tags (POS). These methods take advantage of 

syntactic properties such as POS of sentences and implement POS tags like 

verbs, nouns, adjectives in a document to detect plagiarism [22, 68]. Chunking 

and POS tagging provide syntactic information and make it easier to find deeper 

modifications within a document. Parsing trees of the document are created and 

the related expressions are extracted by the chunking technique. In POS tagging 

process, any token that can be word, punctuation or symbol is labelled with its 

tag identifier, which facilitates in more meaningful comparisons [40]. 

 
A plagiarism detection system with TF-ISF (term frequency-inverse sentence 

frequency) weighted and POS tagging was proposed in [67]. It has been stated 

that the POS tagging approach outperforms better precision in their system. This 

is due to the proposed system only compares words with the same tag. 

Therefore, it uses syntactic knowledge to eliminate false detections. The authors 

in [69, 70] used POS tag features and similarity metrics to analyze and calculate 

similarity between two documents. The authors [54] used POS tags to represent 

a text structure for the operations of comparison and analysis. In their study, 

documents including the same POS tags specifications are processed for more 

identification of plagiarism. 

 
An external plagiarism detection system including a combined set of syntactic 

and semantic features have been proposed in [65]. In this system, syntactic 
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similarities between sentences are based on word-order similarities. On the other 

hand, semantic similarities between sentences are based on similarities of their 

semantic vectors. The authors implemented sentence-based approach in the 

preprocessing step too. In this thesis, the original forms of the words were used 

without transforming them into root forms. Stop words have also been remained 

in the documents to keep the syntactic structure of the sentences. Similarities 

between sentences are determined using an integrated approach that included 

syntactic and semantic features. Detailed comparison is made using words 

different from the sentence pair. Later, the authors [66] also proposed the usage 

of semantic role labeling to measure similarities. 

 
In [165], the authors proposed a plagiarism detection method based on syntactic 

parsing to match the source and suspicious paragraphs. The aim of the proposed 

method is to parse the suspicious documents and obtain a word list that has the 

same meaning with them while considering the POS tags of the words. The 

proposed system has two main steps such as pattern analysis and similarity 

measurement. In pattern analysis step, each sentence is parsed to their words 

and then, each word is tagged with its POS tag. POS tags are converted to 

metadata format, which represents a paragraph. In similarity measurement step, 

words of each suspicious paragraph are compared with each paragraph in the 

original database. The similarity between the paragraphs is calculated with 

Jaccard Coefficient. The comparison process is performed depending on whether 

the same word or similar word is matched with the same POS. 

 

3.2.3. Semantic-Based Methods 

 
Semantic-based methods focus on the semantic representation of a document 

and to identify paraphrasing that has the same meaning with the original text. 

Various approaches have been proposed over time, using techniques such as 

semantic role labelling (SRL) and machine learning, which are included in this 

category [40]. In this method, similarity is calculated by semantically comparing 

two different words in a text. Semantic-based methods mostly use some libraries 

and technologies such as WordNet, semantic webs and other thesaurus [44-46]. 

For example, Resnik [76] used WordNet to calculate semantic similarity. A 

sentence commonly consists of a set of ordered words. Two sentences can have 
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the same meaning, although the order of their words is used differently. For 

example, even if a sentence can be changed from active voice to passive voice 

and vice versa, its meaning may not change. In such cases, WordNet is used to 

measure semantic relatedness or similarity degree between two textual 

information [22]. The use of such methods is limited because it is difficult to find 

a measure of semantic similarity for sentences [24]. 

 
As examples of other methods, the authors [71] have been proposed the SRL-

based method that performs detailed analysis of a document semantically using 

role labelling. On the other hand, Kalleberg [20] used seed classification with 

various similarity scores such as cosine and dice to detect plagiarized sections 

of the text in a thesis study. Ceska [72] has proposed a semantic-based 

plagiarism detection system that uses singular value decomposition (SVD), while 

Sahu [73] presented a plagiarism detection system based on the k-Nearest 

Neighbor (k-NN) algorithm to cluster strings and detect matches with neighbor 

words. The grade of semantic similarity between a pair of words used in 

knowledge-based measurements was computed using various attributes and 

information from a dictionary in the study of [75]. In another approach, the authors 

[77] proposed a method that counts the number of nodes of the shortest path 

between two texts and specifies semantic similarity based on this technique. A 

semantic and syntactic based method using POS tags and Latent Dirichlet 

Allocation (LDA) has been proposed in [74]. In this study, it is focused on 

determining topics in the sentences and semantic similarities between the 

sentences using the LDA model. The sentences are syntactically modified and 

each sentence is converted into a POS tag array. Then, this array is assigned to 

a topic using LDA. In the next step, topic similarities between the sentences are 

used to identify plagiarism cases. Plagiarism is inferred based on whether the two 

sentences are syntactically related to each other. Finally, the plagiarized 

sentences are retrieved depending on their topics and degrees of syntactic 

similarity. 

 
Syntactic and semantic based methods are computationally expensive. However, 

they have made significant improvement in the performance of detecting 

complicated modifications in the documents [40]. 
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3.2.4. Grammar-Based Methods 

 
These methods use natural language processing techniques to detect plagiarism. 

Therefore, they can effectively detect verbatim plagiarism and paraphrasing 

actions. A semantic-based approach generally cannot identify the position of the 

plagiarized parts in a document. Grammar-based methods eliminate this 

limitation of the semantic-based method and can solve this problem efficiently 

[35, 78]. 

 
In grammar-based methods, a similarity calculation is made for plagiarism 

detection by using string-matching approach between original and suspicious 

documents. These methods can easily detect copy-paste plagiarism, but fails to 

detect idea or intelligent plagiarism such as paraphrasing [79]. 

 

3.2.5. Citation-Based Methods 

 
These methods involve in deep analysis of a document depending on the 

references cited. Citations are mostly used within scientific publications. In these 

methods, as can be seen from Figure 3.4 [12], citation patterns are analyzed to 

identify plagiarism. These methods are semantically related to plagiarism 

detection methods, as they utilize the semantics of the citation in a document. 

Similarity is calculated after analyzing similar patterns in citation sequences [87]. 

Several approaches such as citation order analysis (COA) and bibliographic 

coupling are used to detect plagiarism [80, 81]. 

 
A citation-based plagiarism detection system called CitePlag has been proposed 

in [82]. In this system, detection process that examine citation series of scientific 

documents are used to identify similar patterns. The authors [83] used citation 

evidences along with structural detection to identify plagiarism in their study. In 

another approach, the authors [84] used text-based citation analysis to discover 

verbatim plagiarism in academic papers from different websites in the field of 

NLP. In this study, different types of plagiarism such as reusing, paraphrasing, 

self-plagiarism and self-reuse is detected. 

 
The overall detection performances of textual-based and citation-based methods 

according to various plagiarism types are compared in Table 3.5 [88]. Textual-
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based methods can detect copy-paste plagiarism even for short fragments. 

However, the detection performance of textual-based methods decreases for 

more complex cases that are intelligently hidden in the text. It can detect some of 

the translation plagiarism cases. Citation-based methods, on the other hand, are 

capable of detecting various cases of paraphrasing and some of the structural 

changes made to the text. 

 

 

Figure 3.4. General Concept of Citation-Based Plagiarism Detection 

 

In [85, 86], semantic and citation-based plagiarism detection methods are 

proposed for the usage of semantics in the cited documents. Because these 

methods utilize the semantic concept located in the citations, they search and 

analyze the same pair of documents based on the citation. The authors [81] 

proposed a new approach for detecting plagiarism on a citation basis. It is aimed 

to detect plagiarism in scientific documents that are read but not cited in this 

approach. 
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Table 3.5. Comparison of Detecting Abilities 

Plagiarism Type Textual-Based Citation-Based 

Copy-paste Good results even for short 
fragments. 

Unsuitable, short fragments 
cannot be detected. 

Disguised 
Plagiarism 

Some cases can be 
identified. 

It depends on the length of 
the fragments. 

Idea/Structural 
Plagiarism 

Unsuitable, fails in intelligent 
plagiarism. 

Some cases can be 
identified. 

Translated 
Plagiarism 

Some cases can be 
identified. 

Some cases can be 
identified. 

 

The authors [89] propose a new approach about the plagiarism detection. A more 

detailed version of this approach [80] was later published. This study is a citation-

based plagiarism detection and analyzes a document in citation order rather than 

the text itself. Different algorithms such as the longest common citation sequence 

of two documents or citation chunking are compared based on a sequential 

pattern analysis. This method is language independent and significantly reduces 

the complexity of comparing the entire document by focusing on the reference 

list. The authors evaluated the performance of their proposed method on the 

PubMed Central Open Access Subset dataset. This dataset only consists of 

medical publications and 185,170 documents. The authors conducted a user 

study which people in different positions (undergraduate, graduate, specialists) 

ranked their documents with plagiarism scores. Then, these rankings are 

compared to a plagiarism ranking resulting from different algorithms. This study 

also includes a comparison with character-based approaches. The authors 

reported that their proposed method outperformed better results than character-

based plagiarism detection in cases of structural and idea plagiarism as well as 

paraphrasing. However, their approach did not produce successful results in the 

copy-paste plagiarism. 

 

3.2.6. Vector-Based Models 

 
These methods implement lexical and syntactic properties as tokens rather than 

strings [76]. In these methods, similarity is calculated through vector similarity 

coefficients. For example, the word n-gram is represented as a vector of n 

expressions or tokens and similarity can then be computed using the 



44 

 

corresponding, Cosine, Dice, Jaccard, Euclidean or Manhattan coefficients [35]. 

It has been stated by the authors [98] that the Cosine coefficient is used in cases 

where partial plagiarism detection will be performed without sharing the content 

of a document. The Cosine coefficient is therefore useful for detecting plagiarized 

passages in texts whose submission is took into account concealed. 

 
Vector-based methods use syntactic and lexical properties and indicate the 

documents in the vector space. For the document comparison and representation 

process, various weighting schemes are used. According to the frequency of 

terms within a document or sentence, two commonly used weighting schemes 

are TF-IDF and TF-ISF. While TF-IDF is used for both retrieving candidates and 

detailed analysis steps, TF-ISF is mostly performed for detailed analysis [40]. 

 

Suspicious 

document

Source 

documents

Pre-processing
Calculate

TF-IDF Weighting
Similarity Measure

Generate

Candidates

Detailed analysis Post-processing
Plagiarism

Result

Lexical 

Database

 

Figure 3.5. General Plagiarism Process of TF-IDF with Similarity Measure 

 

Figure 3.5 shows the general working principle of vector-based plagiarism 

detection using TF-IDF weighting scheme [162]. As can be seen from Figure 3.5, 

first, suspicious document and source documents are pre-processed. Then, the 

representation of documents or sentences is done with the TF-IDF weighting 

scheme and the candidate retrieval step is performed using a similarity metric. A 

lexical database such as WordNet is used for detailed analysis. After the detailed 
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analysis and post-processing step, whether there is plagiarism in the suspicious 

document or not is shown as a result. 

 
A TF-IDF weighted VSM model was proposed by the authors [94] for both 

candidate retrieval and detailed analysis, and cosine similarity was used for 

document comparisons. A TF-ISF weighting scheme is proposed for the detailed 

analysis step using dice and cosine similarity measures in [95]. In another 

approach, Vani and Gupta [67] use both TF-ISF weights and POS tags to 

determine plagiarism in the sentences. The authors investigated the impact of 

several similarity measures to decide detection efficiency as well. The authors 

proposed an approach based on query formulation for retrieval of plagiarism in 

the original texts using the TF-IDF weighting scheme in [96]. The first five 

keywords are used to formulate of the queries. Then, sorting operation is 

performed according to the TF-IDF weighting values of the words in the 

plagiarized passages. A method combining TF-IDF with TF-IDF weights and 

extracts key terms from the suspicious document as query, is proposed in [97] to 

retrieve the plagiarized original document. 

 
The authors [90] proposed an automatic plagiarism detection system for 

obfuscated texts. The proposed method is based on the SVM classifier, which 

uses various syntactic, lexical and semantic features to detect plagiarism. The 

system consists of four main steps: In the paragraph-level comparison step, first, 

the text is preprocessed and stop words and punctuations are removed. Then 

tokenization task is performed. Finally, suspicious and source documents are 

compared at paragraph level. In the second step, sentence-level comparison, the 

sentences are compared based on the number of common unigrams between 

them. Then, the detected plagiarism cases are further examined by the SVM 

classifier in the third step. Finally, in the post-processing step, the consecutive 

detected text fragments are combined and the shorter ones are removed. 

 
In [91], a sentence-based comparison approach has been proposed to detect 

plagiarism between source and suspicious documents using text embedding 

vectors. Word vectors are merged with an aggregation procedure to indicate a 

textual document. This notation contains syntactic and semantical information to 

provide efficient text alignment between source and suspicious documents. This 
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approach includes two major stages: In the first stage, two sentences are 

nominated as candidate seeds. Each vector including the sentence 

representation in the plagiarized text is compared with the vectors of the original 

text using the cosine similarity measure. Then, a set of variables containing 

Jaccard coefficient and combining the thresholds are set to filter and combine 

these candidate seeds. In the second stage, each candidate sentences are 

filtered by the maximum number of spaces and characters between two 

sentences to detect the correct plagiarism cases. The authors evaluated the 

proposed method separately for English, Persian and Arabic languages. 

 
The authors [92] proposed a document-level plagiarism detection system based 

on VSM. The aim of this approach is to analyze the strength of syntactic features 

extracted using shallow NLP techniques such as POS tags and chunks. The 

authors applied the techniques of lemmatization and chunking for the extraction 

of features. The proposed system includes three steps: feature extraction, feature 

selection and classification. In first step, all documents are represented in the 

VSM model after POS tags and chunks of suspicious and source documents are 

extracted. Then, two-stage feature selection algorithms are applied to increase 

the efficiency of the classification step. Finally, classification is made using 

different classification algorithms such as Naive Bayes (NB), Support Vector 

Machine (SVM) and Decision Tree to identify plagiarized sentences presented to 

the user. 

 
The authors proposed a matching approach for the cross-lingual text alignment 

task that takes into account both semantic and syntactic knowledge in [93]. In this 

study, a VSM based method using a multilingual word embedding dictionary and 

a weighting practice is utilized to retrieve the possible candidate fragments. The 

documents are modeled handling word graphs to process words and their 

relations in pairs analysis. The proposed approach consists of four main steps: 

First, in the preprocessing step, basic techniques in linguistic are performed on 

source and suspicious texts. In the candidate identification step, a set of potential 

source fragments is retrieved for each suspicious document and then, a pair of 

fragments with a similarity degree is bigger than a predefined threshold is 

considered a possible plagiarism candidate. In the fragment analysis step, all 
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pairs of candidate fragments are compared on a sentence basis. As a result of 

this analysis, the locations of the beginning and end of the plagiarism case are 

determined in both the suspicious and source documents. Finally, in the post-

processing step, the detected plagiarism sections are analyzed whether they 

conform to the predefined lowest length and the lowest spacing between them. 

 

3.2.7. Structure-Based Models 

 
These methods investigate how words are written in a particular block of text in 

a document [13, 38]. It focuses on contextual similarity such as header, sections, 

paragraphs or how words are used across in whole document, to find similarity 

between two documents. Information in the context is usually processed using 

the structure of tree notations, which can be provided in ML-SOM [99]. In the 

other study [100], the authors proposed a method that detects plagiarism in two 

stages: In the first stage, document clustering and retrieval of candidates are 

performed handling a notation of tree structure. In the final stage, plagiarism is 

detected using ML-SOM. 

 
In [101], the authors represented a textual document as graph that shows 

semantic relatedness. In this work, every sentence is symbolized by a node of 

the graph and sentence relations are represented by edges. Graphical structures 

ensure a further detailed representation of the documents and make easier the 

deep analysis. This method has high potential compared to other plain document 

representations. However, it is more effective to use a combined approach with 

text and structured information. There are also methods proposed in [83, 102] to 

detect plagiarism especially in scientific publications, based on different 

approaches such as logical structure extraction (LSE) and general classes, using 

the structural information of documents. 

 

3.2.8. Cluster-Based Models 

 
These methods are generally useful for retrieving information during the search 

process of any plagiarized document. Besides, compared to other methods, the 

comparison time is less during the detection process [49]. 
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As seen in Figure 3.6 [119], clustered fragments are created from feature matrix 

or vectors of a suspicious document. Then, the clustered fragments are divided 

into n clusters. These n clusters are analyzed according to a heuristic algorithm. 

Let class ∈  {𝑝𝑙𝑎𝑔𝑖𝑎𝑟𝑖𝑧𝑒𝑑, 𝑛𝑜𝑡 𝑝𝑙𝑎𝑔𝑖𝑎𝑟𝑖𝑧𝑒𝑑}, finally, these n clusters are classified 

according to whether they are plagiarized or not. 
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Figure 3.6. Steps of Cluster-Based Plagiarism Detection 

 

In the use of these methods, the grouping of documents as unsupervised or 

supervised in the process of information retrieval emerges as an important factor 

[22]. Various NLP problems studied by researchers such as plagiarism detection, 

text classification and summarization etc. are used to reduce the search space in 

the information retrieval task [103-105]. This provides a significant reduction of 

document comparison time during plagiarism detection. There are also several 

studies proposed in [106, 107] that use certain words or keywords to group similar 

parts of the text fragments. 

 

3.2.9. Fuzzy-Based Models 

 
In fuzzy-based methods, corresponding remains of text are predicted or become 

ambiguous. Machine learning techniques are also applied to these methods for 

similarity analysis. Sentences in the documents are presented as numbers or 

characters to identify plagiarism. It performs various similarity calculations that 

sequence from one to zero. One is exactly the same that means a plagiarism has 

been detected, while zero is completely different that means that there is no 

plagiarism. The fuzzy concept indicates that every word in a text is associated 
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with an indefinite set of words with similar meanings. It can be modeled by 

considering the similarity between the expression in a text and the downy set [35]. 

Fuzzy-based methods provide an easy way to conclude a precise similarity based 

on ambiguous, noisy or incomplete input information. 

 
A correlation matrix consisting of words and correlation factors measuring the 

grade of similarity between two or more words was constructed in [108]. Then, 

the grade of similarity between sentences is obtained by calculating the 

correlation factor of the word pairs in distinct text passages of the relevant 

documents. The authors introduced a tool that identifies the grade of similarity 

between documents based on the fuzzy information retrieval (IR) approach in the 

other study [109]. 

 
Alzahrani and Salim [110] proposed an approach in which fuzzy-based semantic 

similarity metric calculations are used in the detailed analysis stage. Then, the 

authors included POS tags knowledge and fuzzy-based rules focused on 

extremely obfuscated plagiarism types into this similarity metric in [34]. Based on 

the tests performed, the authors discussed that their approach is statistically 

significant and demonstrates the potential of semantics methods to determine the 

plagiarism. Later, an advanced fuzzy-based semantic similarity measure using 

POS tags is proposed in [111]. 

 

3.3. Brief Overview of PAN11 Systems 

 
Systems developed according to various methods for plagiarism detection have 

been investigated in PAN competitions. The results regarding both internal and 

external plagiarism detection were discussed in these competitions. In this thesis 

study, PAN-PC-11 dataset is used to evaluate the results produced by the 

proposed plagiarism detection system. The performance of the proposed system 

has been compared with the results of nine detectors participating in the PAN11 

competition. In addition, the performances of the detectors participating in the 

PAN11 competition summarized in [51] are discussed. Table 3.6 gives an 

overview of the properties and methods of participating detectors in PAN11. Each 

study in PAN11 is denoted by Dn, which stands for detector in Table 3.6, and n 

is the number of the detector. 
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Table 3.6. Properties of the Detectors that Participated in PAN11 

# Study Method Description 

D1 [120] Based on 
number of 
matching 
words & 
WordNet 

The system consists of three main parts: 
preprocessing of the text, detection of plagiarism 
candidates and post-processing, which includes the 
steps of removing overlapping passages, merging of 
passages and excluding ambiguous pairs of 
passages. 

D2 [121] Character n-
grams 

The system includes the following four steps: 
preprocessing of the text, calculating a similarity 
matrix for each pair of source and suspicious 
documents, sorting the pairs by their similarity and 
finally, analyzing the top-ranked pairs in detail. 

D3 [122] Word n-
grams 

The system consists of two phases: first, it executes 
a plagiarism search space reduction method and then 
performs an exhaustive search to find possible 
plagiarized passages. 

D4 [123] To avoid the 
usage of 
hash types 

The system is built in Amazon Web Services. The 
source files are indexed in the system and then the 
detector discovers the plagiarism cases using the 
index. The similarity is measured by cosine distance 
to confirm passages. 

D5 [124] Contextual n-
grams 
(CTNG) 

The proposed system is based on CTNG. CTNGs are 
the basic information for indexing and modeling 
documents for plagiarism detection task. These n-
grams are obtained through a series of techniques 
involving capitalization, stop words removal, 
stemming and internal sorting. 

D6 [125] Vector Space 
Model (VSM) 
& word n-
grams 

The system consists of two steps: candidate selection 
and detailed analysis. A VSM-based model is 
performed to retrieve candidate documents, and then, 
a window-based similarity degree is calculated to 
determine plagiarism. 

D7 [126] N-gram 
fingerprinting 
& WordNet 

The main steps of the system are tokenization, 
stemming, POS tagging, word sense disambiguation 
and generating a relative semantic similarity matrix for 
each word pair. 

D8 [127] Running 
Karp-Rabin 
(RKR) 
Greedy String 
Tiling (GST) 
algorithm 

The system consists of three steps: first is 
preprocessing and indexing, second is candidate 
document selection using an Information Retrieval 
based approach and finally, detailed analysis. The 
source candidate document and suspicious 
document are compared using the RKR GST 
algorithm. 

D9 [128] Character n-
gram 
distribution & 
WordNet 

The system consists of three stages: knowledge 
preparation, candidate retrieval and plagiarism 
detection. The source sentences are stored in an 
index, and then, a sentence-to-sentence mapping is 
made between a query created from suspicious 
sentences and source files in the index. 
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4. PLAGIARISM DETECTION BASED ON POS TAG N-GRAMS 

 

This chapter describes a part-of-speech (POS) tag n-grams based approach for 

the problem of plagiarism detection. In this study, the type of plagiarism that is 

focused on is textual plagiarism instead of plagiarism in programming code. 

 
The remainder of this chapter is organized as follows: Section 4.1 explains the 

general process of the proposed approach based on POS tags n-grams. In 

Section 4.2, the plagiarism detection process is described in detail with all its 

phases. Each phase of the system is covered in subsections of Section 4.2. 

 

4.1. General Approach 

 
The architecture and general process of proposed plagiarism detection system 

consists of four main phases as shown in Figure 4.1. 

 
First, in the preprocessing phase, source and suspicious documents are made 

ready for processing. For this, a series of operations are applied to remove line 

breaks and solve encoding problems in the documents. Then, all source and 

suspicious documents are separated into their sentences via a sentence 

segmentation step, each sentence is split into tokens, and finally each token is 

tagged with its POS tags. In POS tagging step, POS tags are replaced with one-

character length symbols in order to reduce the file size. Thus, search process is 

able to be shortening in the next candidate retrieval phase. The details of the 

preprocessing phase are described in Section 4.2.1. 

 
In n-gram generation phase, POS tag n-grams of source and suspicious 

sentences are created. Source sentences converted to POS tag n-gram structure 

are indexed through a search engine library. Thus, it is aimed to provide a rapid 

and direct access to the source sentences to be used as candidates. Details of 

the n-gram generation and indexing process are in Section 4.2.2. 

 
In candidate retrieval phase, every sentence of suspicious documents is 

searched in the source index in turn. Search engine queries are created from the 

POS tag n-grams of each sentence in the suspicious documents to obtain a set 
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of candidate sentences. It is aimed to find similarities and possible plagiarism 

passages between the suspicious sentence that is searched in the index and the 

source sentences. Thus, in the final phase to decide whether there is plagiarism, 

a syntactic or semantic similarity calculation will be made only on candidate 

source sentences of a suspicious sentence, not on all source documents. Details 

on the representation of candidate sentences are in Section 4.2.3. 
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Figure 4.1. The Architecture of Plagiarism Detection Process 
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In decision making phase, suspicious sentences and their candidate sentences 

are compared according to two plagiarism detection methods. In the first method, 

it is only decided whether the suspicious sentences are plagiarized according to 

their POS tag n-grams (POSNG). In the other method, semantic similarity is 

applied along with POSNG method. Semantic similarity is calculated at both the 

word and sentence level. The plagiarized sections are identified based on the 

POS tag n-grams and the semantic similarity measure of the vector semantic 

model. Each method is described in detail in Section 4.2.4. 

 

4.2. Plagiarism Detection Process 

 
In this section, all the phases and steps performed in the plagiarism detection 

process of the proposed approach are described in detail. 

 

4.2.1. Preprocessing 

 
In this phase, basic NLP techniques are applied on the source and suspicious 

documents in a total of six steps. As can be seen in Figure 4.2, at the end of each 

step, an output is produced to be used in the next step. 
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Figure 4.2. The Steps of Preprocessing Phase 

 

In the preprocessing phase, first of all, break lines of the documents are removed 

to make the document ready to be split into sentences. As can be seen in Figure 

4.3, the contents of the documents [152] in the dataset are written into the text 

files line by line. However, since the content of the document is written randomly 

to the files, each line does not exactly constitute a sentence. There may be one 

or more sentences in a line and in some cases a sentence may appear to cover 
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more than one line. Since the proposed method in this study allows sentences to 

be generated using a regular expression pattern, it requires the collection of 

consecutive lines into a single line.  

 

 

Figure 4.3. The Representation of Removing Break Lines 

 
Each of the text fragments highlighted in different colors in Figure 4.3 represents 

distinct sentences. In the text fragments of the original document, it is clear that 

each colored sentence is contained in three, four or five lines. For successful 

sentence segmentation task, line breaks are removed and each source and 

suspicious document is rewritten as a single line. In Figure 4.3, the sentences 
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highlighted with colors consist of the first thirteen lines in the original document, 

while the new document after the lines are removed consists of a single line. 

 
In the preprocessing phase, all source and suspicious documents are updated at 

the end of each NLP step. All documents in the dataset are encoded with UTF-8 

format. As can be seen from the example [153] in Table 4.1, some special 

symbols or non-English letters are used in this corpus. Therefore, a conversion 

process is made between ISO-8859-1 and UTF-8 character sets when reading 

from or writing to a file. 

 

Table 4.1. Examples of non-English Letters in the Corpus 

 

 

While updating documents in each step, there may be encoding problems due to 

these special characters. These encoding problems need to be fixed so that 

documents can be correctly split into sentences and then, tokens can be created 

properly. Otherwise, the starting location and lengths of the sentences in the 

document may be obtained incorrectly. This situation causes the location and 

length of plagiarized passages to be incorrectly determined and poor system 

performance. Therefore, after removing the line breaks, various bugs such as 

encoding problems, extra spaces, and punctuation errors in the documents are 

fixed in order to make the source and suspicious documents ready for splitting 

into sentences. 

 

4.2.1.1. Sentence Segmentation 

 
Let 𝐶𝑠𝑟𝑐 and 𝐶𝑠𝑢𝑠𝑝 be two corpuses that containing the set of source and 

suspicious documents respectively. Since the proposed method is sentence-
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based, in this step, the sentence segmentation task is performed and the 

documents in both 𝐶𝑠𝑟𝑐 and 𝐶𝑠𝑢𝑠𝑝 are split into their sentences. 

 

Algorithm 4.1. The General Mechanism of Sentence Segmentation 

Input: 
𝑡𝑒𝑥𝑡 is any document in the corpus 
 
Variables: 
𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐿𝑖𝑠𝑡 is the list of sentences 
𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐿𝑖𝑠𝑡 is the list of short sentences 
𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐼𝑛𝑑𝑒𝑥 is the list of starting point of sentence in the document 
𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝐼𝑛𝑑𝑒𝑥 is the starting location of the previous sentence in the document 

𝑚𝑖𝑛𝑊𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 is the minimum word number in a sentence 
𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 is the sentence getting from document 
𝑖𝑛𝑑𝑒𝑥 is the starting point of 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 in the document 
𝑙𝑒𝑛𝑔𝑡ℎ is the total character length of the 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 

𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝐼𝑛𝑑𝑒𝑥 is the previous 𝑖𝑛𝑑𝑒𝑥 of former 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 
𝑤𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 is the number of words in the 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 
𝑤𝑜𝑟𝑑𝐶𝑜𝑢𝑛𝑡𝐹𝑜𝑟𝑚𝑒𝑟𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 is the number of words in the former 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 
𝑐𝑜𝑛𝑐𝑎𝑛𝑎𝑡𝑒𝑑𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 is the combination of the sentences whose total number 
of words are > 𝑚𝑖𝑛𝑊𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 
 
  1: List 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐿𝑖𝑠𝑡, 𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐿𝑖𝑠𝑡, 𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐼𝑛𝑑𝑒𝑥 
  2: 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝐼𝑛𝑑𝑒𝑥 ← -1 
  3: 𝑚𝑖𝑛𝑊𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 ← 12 
  4: while not (end of file) 
  5:       𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 ← get sentence of 𝑡𝑒𝑥𝑡 

  6:       𝑖𝑛𝑑𝑒𝑥 ← 𝑡𝑒𝑥𝑡.indexOf(𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒, 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝐼𝑛𝑑𝑒𝑥 + 1) 
  7:       𝑙𝑒𝑛𝑔𝑡ℎ ← get length of 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 
  8:       𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝐼𝑛𝑑𝑒𝑥 ← 𝑖𝑛𝑑𝑒𝑥 
  9:       Array 𝑤𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 ← get word number of 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 

10:       if 𝑤𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 < 1024 
11:           if 𝑤𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 < 𝑚𝑖𝑛𝑊𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 
12:                add 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 to 𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐿𝑖𝑠𝑡 
13:                add 𝑖𝑛𝑑𝑒𝑥 to 𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐼𝑛𝑑𝑒𝑥 

14:                𝑤𝑜𝑟𝑑𝐶𝑜𝑢𝑛𝑡𝐹𝑜𝑟𝑚𝑒𝑟𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 ← 𝑤𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 
15:                if 𝑤𝑜𝑟𝑑𝐶𝑜𝑢𝑛𝑡𝐹𝑜𝑟𝑚𝑒𝑟𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 ≥ 𝑚𝑖𝑛𝑊𝑜𝑟𝑑𝑁𝑢𝑚𝑏𝑒𝑟 
16:                     for 𝑖 = 1 to 𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐿𝑖𝑠𝑡 do 
17:            𝑐𝑜𝑛𝑐𝑎𝑛𝑎𝑡𝑒𝑑𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 ← 𝑠ℎ𝑜𝑟𝑡𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝐿𝑖𝑠𝑡𝑖 
18:        end 
19:                end if  
20:           end if  
21:      end if  
22: end 
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The reason for using the sentence-based approach in this study is that the 

sentence is one of the meaningful block of a text and consists of a group of words 

that express a complete thought [112]. 

 
In this thesis study, stemming or lemmatization techniques are not applied 

because the Word2Vec model is used to measure the semantic similarity 

between words. Word2Vec represents each word with a vector consisting of a 

specific list of numbers. Therefore, since the degree of semantic similarity 

between different words is measured by the cosine similarity between these 

vectors, it is not necessary to convert the words to their base forms by performing 

the stemming or lemmatization steps. 

 
Some of the functional words such as prepositions, determiners and articles, 

called stop words, are content-independent and appear frequently in the 

documents. Since stop words do not contain any semantic information [52], they 

can be removed from the text to make calculations faster and retrieve the relevant 

data quickly [129]. Let 𝐷𝑠𝑟𝑐 be a source document in 𝐶𝑠𝑟𝑐 and 𝐷𝑠𝑢𝑠𝑝 be a 

suspicious document in 𝐶𝑠𝑢𝑠𝑝. In the proposed method, the sentences of 𝐷𝑠𝑟𝑐 and 

𝐷𝑠𝑢𝑠𝑝 are formed without removing the stop words so that their syntactic 

structures do not change. Even if the contents of 𝐷𝑠𝑟𝑐 and 𝐷𝑠𝑢𝑠𝑝 are completely 

different, the same short sentences can be encountered in 𝐷𝑠𝑟𝑐 and 𝐷𝑠𝑢𝑠𝑝, either 

on or off-topic. 

 
In the task of sentence segmentation, short sentences have been ignored in 

many studies. The authors [74] excluded sentences with less than 5 words from 

the plagiarism detection process. On the other hand, the authors [130] considered 

sentences containing less than 7 non-stop words as short sentences and ignored 

them in the plagiarism algorithm. LaRocque [131] classifies sentences containing 

less than 12 words, including stop words, as short. 

 
Since the proposed method in this study is POS tag-based, short sentences are 

used to preserve the syntactic structure of the text as a whole. Sentences were 

generated by combining the short ones with the others during the sentence 

segmentation process. Let S be a sentence, S' be the sentence before S, and N 

be the number of words, including stop words, in S. If N ˃  12, then S is considered 
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as a separate sentence, otherwise S is added to S'. Therefore, S' and S are 

combined to be a new sentence. This operation proceeds until the total number 

of the words of the combined sentences is greater than 12. The general 

mechanism of the sentence segmentation task is given in Algorithm 4.1. 

 

Table 4.2. The Representation of Sentences in the Text Files 

 

 

As can be seen from Table 4.2, sentences [154] are stored with their starting 

index and length in the document. For example, as seen at the end of the second 

sentence in Table 4.2, the starting location of the sentence after the symbol “<|” 

is 134; the second value, 270, indicates how many characters the sentence 

consists of. 

 

4.2.1.2. Tokenization 

 
The next operation after sentence segmentation is tokenization. Tokenization is 

the task of dividing sentences into the smallest possible units and is a necessary 
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step for POS tagging. As shown in Table 4.3, sentences are divided into tokens, 

each represented as T. Tokens are defined as non-whitespace sequences and a 

Whitespace Tokenizer model [155] is used to convert sentences into their tokens. 

 

4.2.1.3. POS Tagging 

 
Finally, in the preprocessing step, the POS tagging task is performed. POS 

tagging is one of the most important tasks in NLP and is defined as labelling each 

token in a sentence with its most suitable syntactic class [74]. 

 

Table 4.3. Step-by-step Output of a Sentence in the Preprocessing Phase 

 

 

Syntactic analysis is performed to examine how different writers might 

paraphrase the relevant sections of the same content in different documents. 

POS tag series are applied to train the style of particular a writer, and a set of 

rules is created to detect paraphrased passages in other documents [132]. Let 

𝑆𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝 be two sentences, where 𝑆𝑠𝑟𝑐 ∈ 𝐷𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝 ∈ 𝐷𝑠𝑢𝑠𝑝. Each token 
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of 𝑆𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝 is tagged with its part-of-speech using Stanford Log-linear Part-

Of-Speech Tagger [156]. At the end of this tagging process, each token in the 

sentence is shown with its part-of-speech such as verb, noun, adjective etc. 

 

Table 4.4. The Penn Treebank POS Tagset 

# Tag Description Example # Tag Description Example 

1 CC coordin. 
conjuction 

and, but, 
or 

24 SYM symbol +, %, & 

2 CD cardinal number one, two 25 TO “to” to 

3 DT determiner a, the 26 UH interjection ah, oops 

4 EX existential 
‘there’ 

there 27 VB verb base form eat 

5 FW foreign word mea culpa 28 VBD verb past tense ate 

6 IN preposition/sub-
conj 

of, in, by 29 VBG verb gerund eating 

7 JJ adjective yellow 30 VBN verb past 
participle 

eaten 

8 JJR adj., 
comparative 

bigger 31 VBP verb non-3sg 
pres 

eat 

9 JJS adj., superlative wildest 32 VBZ verb 3sg pres eats 

10 LS list item marker 1, 2, One 33 WDT wh-determiner which, 
that 

11 MD modal can, 
should 

34 WP wh-pronoun what, 
who 

12 NN noun, sing. Or 
mass 

Ilama 35 WP$ possessive wh- whose 

13 NNS noun, plural Ilamas 36 WRB wh-adverb how, 
where 

14 NNP proper noun, 
sing. 

IBM 37 $ dollar sign $ 

15 NNPS proper noun, 
plural 

Carolinas 38 # pound sign # 

16 PDT predeterminer all, both 39 “ left quote ‘ or “ 

17 POS possessive 
ending 

‘s 40 ” right quote ’ or ” 

18 PRP personal 
pronoun 

I, you, he 41 ( left parenthesis [, (, {, < 

19 PRP$ possessive 
pronoun 

your, 
one’s 

42 ) right 
parenthesis 

], ), }, > 

20 RB adverb quickly, 
never 

43 , comma , 

21 RBR adverb, 
comparative 

faster 44 . sentence-final 
punc 

. ! ? 

22 RBS adverb, 
superlative 

fastest 45 ; mid-sentence 
punc 

: ; … _ - 

23 RP particle up, off     
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In this study, The Penn Treebank POS Tag Set [164], which has a total of 45 

POS tags, including punctuation marks and symbols, is used, as can be seen 

from Table 4.4. 

 

Algorithm 4.2. The General Mechanism of POS Tagging Production 

Input: 
𝑐𝑜𝑟𝑝𝑢𝑠 is the dataset containing source and suspicious documents 
 
Variables: 
𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 is the number of documents in the source or suspicious 
corpus 
𝑡𝑎𝑔𝑠 is the array of tokens in the any sentence 

𝑐𝑜𝑢𝑛𝑡 is the number of n-gram 
𝑡𝑎𝑔 is the POS tag n-gram 
𝑓𝑖𝑛𝑎𝑙𝑃𝑂𝑆𝑇𝑎𝑔 is the final output containing all the POS tag n-grams 
 
  1: producePOSTags() 
  2: for each 𝑐𝑜𝑟𝑝𝑢𝑠 {suspicious, source} 

  3:       𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 ← get number of document in 𝑐𝑜𝑟𝑝𝑢𝑠 
  4:       for 𝑖 = 1 to 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 do 
  5:             read documents {contains sentence list} line by line 
  6:             for each sentence 
  7:                   𝑡𝑎𝑔𝑠 array ← get tokens of the sentence 
  8:                   for 𝑗 = 1 to 𝑡𝑎𝑔𝑠 do 
  9:                         𝑡𝑎𝑔𝑠[𝑗] ← generalize(𝑡𝑎𝑔𝑠[𝑗]) {e.g. JJR -> k} 

10:                         append 𝑡𝑎𝑔𝑠[𝑗] to STRING_BUILDER 

11:                         𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1 
12:                         if 𝑐𝑜𝑢𝑛𝑡 = 𝑛𝑔𝑟𝑎𝑚 {e.g. ngram = 4} 

13:                               𝑡𝑎𝑔 ← STRING_BUILDER 
14:                               𝑓𝑖𝑛𝑎𝑙𝑃𝑂𝑆𝑇𝑎𝑔 ← 𝑓𝑖𝑛𝑎𝑙𝑃𝑂𝑆𝑇𝑎𝑔 + 𝑡𝑎𝑔 
15:                         else if 𝑐𝑜𝑢𝑛𝑡 > 𝑛𝑔𝑟𝑎𝑚 
16:                               delete first 𝑡𝑎𝑔 of STRING_BUILDER 

17:                               𝑓𝑖𝑛𝑎𝑙𝑃𝑂𝑆𝑇𝑎𝑔 ← 𝑓𝑖𝑛𝑎𝑙𝑃𝑂𝑆𝑇𝑎𝑔 + 𝑡𝑎𝑔 
18:                         end if 
19:                   end for 
16:                   write 𝑓𝑖𝑛𝑎𝑙𝑃𝑂𝑆𝑇𝑎𝑔 set to file 
17:             end for 
18:       end for 
19: end for 

 

Let S be a sentence as seen in Table 4.3. The result of preprocessing steps of S 

is shown in Table 4.3. An NLP technique is applied to S at each step and a string 

of certain characters is obtained as a result of this process. In the proposed 

system, the POS tag n-grams of the source sentences are indexed to provide 
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quick access to the candidate sentences. Thus, it is ensured that the search 

process of suspicious sentences in this index is carried out faster. Indexing 

performance is dependent on system disk space and memory usage and may 

vary based on these values. In terms of disk usage, indexing is directly 

proportionate to the total size of all documents in the corpus. Therefore, as can 

be seen from Step 3 in Table 4.3, each POS tag is replaced with one-character 

length to reduce size of the sentences to be indexed and speed up the candidate 

search process. A unique one-length character is determined for each POS tag 

in the Penn Treebank POS Tagset and stored in the system for use in this 

replacement step. 

 
The mechanism of generation of POS tags in the proposed system is seen in 

Algorithm 4.2. First, the tokens of each sentence are found, then the POS tags 

are determined by the POS Tagger software and finally, each POS tag is replaced 

with symbols of one-character length. 

 

4.2.2. N-gram Generation 

 
In this step, n-gram sets of each sentence are created. N-gram is one of the most 

popular techniques in NLP and can be defined as the contiguous sequences of 

the characters or words [64]. A better estimate can be made in its applications 

depending on the length of n. N-grams show the consecutive common elements 

in a text data and maximize identifying similar sentences [133]. 

 

4.2.2.1. Methodology 

 
In the former studies, the authors [134, 135] and Stamatatos [52] proposed word 

n-grams (WNG) and stop word n-grams (SWNG) for the string matching 

respectively. WNG methods are based on matching of strings to each other. In 

these methods, stop words are filtered out from the text and the remaining words 

are converted to their roots. On the other hand, SWNG removes all but stop 

words from the text unlike traditional methods for finding common n-grams. 

 
In most cases of plagiarism, the text is modified by changing the order of the stop 

words or removing them from the text. For this reason, SWNG fails to detect such 
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plagiarized passages. WNG, on the other hand, is particularly successful in 

detecting cases of copy-paste plagiarism. But if the words are replaced with 

synonyms, WNG is not be able to accurately identify the plagiarized passages. 

The method proposed in this study, unlike the other two methods, is based on 

the part-of-speech tag n-grams (POSNG). POS tags are effective in knowing the 

syntactic properties of documents and give clues if the two passages have a 

common syntactic structure. 

 

Table 4.5. Generation of POS Tag n-grams 

n-gram POSNG of Sentence 

Original p S p b i n W p b r v n n 1 c p n t p 2 5 p m v W p b i p 0 6 

3-gram pSp Spb pbi bin inW nWp Wpb pbr brv rvn vnn nn1 n1c 1cp 
cpn pnt ntp tp2 p25 25p 5pm pmv mvW vWp Wpb pbi bip ip0 
p06 

4-gram pSpb Spbi pbin binW inWp nWpb Wpbr pbrv brvn rvnn vnn1 
nn1c n1cp 1cpn cpnt pntp ntp2 tp25 p25p 25pm 5pmv pmvW 
mvWp vWpb Wpbi pbip bip0 ip06 

5-gram pSpbi Spbin pbinW binWp inWpb nWpbr Wpbrv pbrvn brvnn 
rvnn1 vnn1c nn1cp n1cpn 1cpnt cpntp pntp2 ntp25 tp25p 
p25pm 25pmv 5pmvW pmvWp mvWpb vWpbi Wpbip pbip0 
bip06 

 

In n-gram generation step, POSNG is created from the documents in 𝐶𝑠𝑟𝑐 and 

𝐶𝑠𝑢𝑠𝑝. An example of the generation of 3, 4 and 5-grams POS tags of the sentence 

S is shown in Table 4.5. After this step, a second replacement process starts in 

order to reduce the size of the POSNGs again and speed up the search time. For 

this, all POSNGs produced in the original and suspicious documents are 

searched and then sorted in the entire corpus from the most recent to the least.  

 

Table 4.6. Number of Occurrences of n-grams 

# n-gram Number of Occurrences Replaced Symbol 

1 idni 5,881,735 . 
2 nidn 5,394,456 , 
3 dnid 5,175,588 ; 
4 idjn 4,901,428 ‘ 
5 djni 3,854,853 # 
6 idn1 2,998,981 < 
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For example, according to the test results using 4-grams, 1,050,203 unique 4-

grams were produced in the whole data set. As an example, Table 4.6 shows 

how many times the first six most commonly used 4-grams occur in the whole 

dataset. These unique n-grams are sequentially replaced with symbols starting 

from one-character length up to their own n-gram lengths. 

 

 

Figure 4.4. List of Changed n-grams with the Symbols 

 

Symbols used for replacement of n-grams, which can also be thought of as new 

or updated n-grams, consist of punctuation marks, symbols, uppercase and 
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lowercase letters and numbers in order to achieve the maximum single character 

length. For this, a set containing all these characters is created and then new n-

grams with lengths such as one, two, and three are produced sequentially 

according to the current n-gram length. For example, if 4-grams are using in the 

plagiarism detection process, these existing 4-grams are replaced with their 

smaller n-grams up to a maximum length of 3. 

 
As can be seen from Figure 4.4, a file is created in which each unique n-gram 

and its replacement symbol are written on the same row with a space between 

them. It is clear in Figure 4.4, a replacement operation is not done starting from 

the row 486712. Because up to that row every 4-gram has been replaced with its 

corresponding symbol of smaller length. Since it will not be possible to create a 

string of 3 or less length from this row, there is no need to change 4-gram. After 

this replacement process, the size of the total source and suspicious data set 

decreased by 34.4%. 

 

Table 4.7. Replacement of POSNGs with Symbols 

POSNGs After Replacement 

idj1 dj1p j1pb 1pbd pbdn bdni dnid 
nido idon donn onnt nntg ntg1 tg1c 
g1cx 1cxb cxbr xbri bria riai iaid aidn 
idni dniP niPn iPni Pnig nig0 

,J K5 e9 #Y x h ' ao BM 'g_ $5s ,I6 nS 
lH ,/p v9 .Lo ,89 .o8 Mg #q @ . g c .b 
&q ,q 

ipbV pbVi bVig Vig1 ig1p g1pS 1pSj 
pSji Sjid jida idaS daSn aSnc Sncj ncja 
cjai jaid aidn idnb dnbi nbig bigc igcg 
gcg1 cg1W g1Wo 1Woc Wocd ocdb 
cdbp dbpi bpid pidJ idJn dJn1 Jn1c 
n1cp 1cpS cpSb pSbj Sbjt bjtv jtvp 
tvp0 

.w .j $n &7 cZ a$ p8 mH I_ $r @J ,a$ 
<eZ >sv gO /, C @ F ,P xy .i5 #b >X 
'EB %bQ c>b q5% _ir #6e #sH #/ .S5 
=Z C' .q. .q #r ,1D #Du jhP $o /K <Q 

 

Table 4.7 shows the final view after the replacement with symbols of the two 

sample sentences transformed to POS tag n-grams format. As can be seen from 

the replacement operation, the final version of the sentences is unreadable and 

creates an impression as if it is encrypted. Each symbol in the final version such 

as . 𝑤 or $5𝑠 actually represents a string. Strings created during the replacement 

operation are unique and have case-sensitive property. 
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As a result, the POS tag n-grams created after the replacement process are 

stored with the document and sentence number to be used in the next indexing 

operation. 

 

4.2.2.2. Indexing 

 
The POSNG of source documents in 𝐶𝑠𝑟𝑐 is indexed at the sentence level using 

a text-based search engine called Lucene [157]. Lucene provides high 

performance indexing of documents via an API and has a powerful search 

capability. It is a platform independent solution that uses powerful and efficient 

search algorithms. It is therefore a popular library widely used in both academic 

and commercial settings. Lucene basically provides search operation on 

documents. 

 

Documents
Index Writer

Directory

Analyzer

Index

Tokenizer Filter

 

Figure 4.5. Components of Indexing Operation 

 

A document can actually be defined as a set of specific fields. On the other hand, 

the field contains a name, which is a string, and one or more values. In Lucene, 

the document structure is not restrained in no way. Fields are only limited to keep 

one type of data such as text, numeric or binary. Text information is stored in the 

index in two ways: (1) strings store the whole data as single; (2) text data is stored 
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as a set of tokens. It is possible to split a text fragment into the tokens and write 

custom tokens in Lucene [139]. 

 

Algorithm 4.3. The General Mechanism of Indexing and Searching 

Input: 
𝑐𝑜𝑟𝑝𝑢𝑠 is the dataset containing source or suspicious documents 
 
Variables: 
𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 is the number of documents in the corpus 
𝑑𝑜𝑐 is document to be indexed 
𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝐿𝑖𝑚𝑖𝑡 is the number of candidates 
𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 is the source sentence returned from the searching 
operation 
 
  1: index() 
  2: for each corpus {source} 
  3:      𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 ← get number of document in source corpus 
  4:      for 𝑖 = 1 to 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 do 
  5:           read 𝑑𝑜𝑐[𝑖] {contains POS tags n-grams} line by line 
  6:           while not end of 𝑑𝑜𝑐[𝑖] 
  7:                add 𝑑𝑜𝑐[𝑖] to INDEX 
  8:           end for         
  9:      end for 
10: end for     
11: search() 
12: initialize index 
13: for each corpus {suspicious} 
14:      𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 ← get number of document in corpus     
15:      𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝐿𝑖𝑚𝑖𝑡 ← threshold 

16:      for 𝑖 = 1 to 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑁𝑢𝑚𝑏𝑒𝑟 do 
17:           read documents line by line {contains POSTags list} 
18:           search line {POSTags} in INDEX 
19:           for 𝑗 = 1 to 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝐿𝑖𝑚𝑖𝑡 do 
20:                add 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒[𝑗] to set 
21:           end for 
22:      end for 
23: end for 

 

Lucene has a searching component that seeks a query and returns a series of 

documents ordered by relevance of the documents most similar with the highest 

scoring query. Lucene administrates a directory through a set of documents. 

While the documents are added to or removed from the collection, it ensures 

quick access to the index. In Lucene, an index can store a group of documents, 
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which have different number of fields. Lucene indexes terms which consist of a 

domain name with a token. Terms in the document are described as the pairs of 

field value and name. The Lucene index supplies an association from terms to 

the documents, called an inverted index. This inverted index provides a 

mechanism to score searching results. If a set of terms match with the same 

document, that document is considered to be related to the search criteria [139]. 

 
Figure 4.5 shows the basic internal structure of an index [140]. Documents 

contain a collection of fields and their contents. These documents are stored in a 

directory by an index writer and then indexed. The directory provides a similar 

interface to the file system of the operating system and includes any number of 

sub index [139]. It allows to updating and deleting documents from the index 

rapidly. The contents in the documents are tokenized and filtered by an analyzer. 

 
The Lucene index is conceptually similar to a database, but differs in some 

important aspects. The table in a relational database must have its schema and 

constraints definitions when it is created. However, there is no such constraint in 

the Lucene index. Lucene index can also be considered as a folder where 

documents are stored. Any kind of document can be put into to the folder. Lucene 

indexes the documents regardless of their contents [141]. 

 
The index stores a set of source documents containing POSNG terms and 

provides a term-to-document mapping. If a number of POSNG of a suspicious 

document is mapping with the same POSNG in the source document, that source 

document is probable considered to be related to the suspicious document. 

 
The indexing and search algorithms of the proposed system are shown in 

Algorithm 4.3. In the indexing process, each source document whose sentences 

are converted to POS tag n-grams (POSNG) format is indexed sequentially. In 

the search process, all suspicious documents are taken in order and every 

sentence of them is searched in the source index. A limit is set for candidate 

sentence results returned from the index. The candidate source sentences with 

the highest score up to the determined limit number are listed in order starting 

from the highest score. 

 



69 

 

4.2.3. Candidate Sentences Retrieval 

 
The aim of the candidate sentence retrieval step is to reduce number of the 

source sentences that are compared with the suspicious sentences. Let 𝐷𝑠𝑟𝑐 be 

a source document and 𝐷𝑠𝑢𝑠𝑝 be a suspicious document. After indexing the 

POSNG of each 𝐷𝑠𝑟𝑐 in 𝐶𝑠𝑟𝑐, the POSNG of each suspicious sentence of 𝐷𝑠𝑢𝑠𝑝 is 

searched in the source index. The search operation is carried out specific to the 

field because the search engine indexes terms that consisted of a field name and 

a token. 

 

Table 4.8. The Representation of Candidate List 

# 𝑫𝒔𝒓𝒄 
Source 
sentence 

Suspicious 
sentence 

Candidate 
rank (c) 

Difference 
|d| 

1 00121 27 57 1 - 
2 00121 1411 91 2 1384 & 34 
3 00123 1172 128 4 - 
4 00124 698 148 2 - 
5 00125 439 100 1 - 
6 00130 909 52 4 - 
7 00132 276 80 3 - 
8 00138 1154 100 2 - 
9 00154 196 151 3 - 
10 00178 6 119 1 - 
11 00178 7 117 1 1 & 2 
12 00178 8 118 1 1 & 1 
13 00178 9 116 1 1 & 2 
14 00178 10 120 1 1 & 4 
15 00178 11 121 1 1 & 1 
16 00195 3273 68 4 - 
17 00207 532 79 3 - 
18 00213 2178 52 3 - 
19 00213 3578 144 3 1400 & 92 
20 00213 4035 161 3 457 & 17 

 

A query that contains the POSNG of suspicious sentences is created and used 

in the source index to find candidate sentences. As a result of this query, a certain 

number of sentences, called c, starting from the first sentence with the highest 

score in the index are returned as candidates. A portion of the candidate 

sentences of 𝐷𝑠𝑢𝑠𝑝 is shown in Table 4.8. Each row specifies a candidate 

containing source document, source sentence, suspicious sentence and 
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candidate rank. The difference value called as |d| shows the difference between 

the numbers of the source and suspicious sentences if two consecutive 

candidates belong to the same source document. 

 

Algorithm 4.4. The Process of Decision Making with POSNGPD 

Input: 
𝐶𝑠𝑢𝑠𝑝 is suspicious corpus 

𝑑𝑜𝑐𝑠𝑟𝑐 is source document where 𝑑𝑜𝑐𝑠𝑟𝑐 ∈ 𝐶𝑠𝑟𝑐 
𝑑𝑜𝑐𝑠𝑢𝑠𝑝 is suspicious document where 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 ∈ 𝐶𝑠𝑢𝑠𝑝 

 
Variables: 

CL is the sorted candidate list of 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 

d is the threshold 

PL is the list of common plagiarized sentences of 𝑑𝑜𝑐𝑠𝑟𝑐 and 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 

𝑆𝑠𝑟𝑐 is the id of source sentence 
𝑆𝑠𝑢𝑠𝑝 is the id of suspicious sentence 

current is candidate 
next is the other candidate after current in CL 
 
 
  1: count ← number of documents in 𝐶𝑠𝑢𝑠𝑝 

  2: for i = 1 to count do 

  3:      CL ← read candidate list of 𝑑𝑜𝑐𝑠𝑢𝑠𝑝(𝑖) 

  4:      for j = 1 to CL do 
  5:      current ← 𝐶𝐿𝑗 

  6:      next ← 𝐶𝐿𝑗+1 

  7:          if current{𝑑𝑜𝑐𝑠𝑟𝑐} = next{𝑑𝑜𝑐𝑠𝑟𝑐} 

  8:            if |next{𝑆𝑠𝑟𝑐} – current{𝑆𝑠𝑟𝑐}| and |next{𝑆𝑠𝑢𝑠𝑝} – current{𝑆𝑠𝑢𝑠𝑝}| < |d| 

  9:           PL ← add {𝑆𝑠𝑟𝑐(𝑗), 𝑆𝑠𝑟𝑐(𝑗+1)} 

10:           PL ← add {𝑆𝑠𝑢𝑠𝑝(𝑗), 𝑆𝑠𝑢𝑠𝑝(𝑗+1)} 

11:  else 
12:                          if PL ≠ Ø 
13:                 write PL to plagiarized file 
14:                 PL ← Ø 
15:                          end if 
16:       end if 
17:          else 
18:                     if PL ≠ Ø 
19:                          write PL to plagiarized file 
20:                     PL ← Ø 
21:                     end if 
22:  end if 
23:      end 
24: end 
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One of the contributions of the proposed method in revealing the similarities 

between the text fragments is the candidate representation methodology as seen 

in Table 4.8. The candidate list of each suspicious document is generated during 

the search process. This list includes the numbers of the suspicious sentences 

and the unique identifiers of the candidate source sentences that are mapping to 

each suspicious sentence. These identifiers of candidate source sentences are 

source document number and source sentence. The candidate list is sorted in 

ascending according to these numbers. As a result of sorting process, the linear 

flow that occurs depending on the distance between two consecutive candidates 

shows the probability of plagiarism. 

 
For example, the first row in Table 4.8 shows that the 27th sentence of 𝐷𝑠𝑟𝑐 is the 

first rank candidate (it is clear from c = 1) of the 57th sentence of 𝐷𝑠𝑢𝑠𝑝. Candidate 

sentences are sorted by 𝐷𝑠𝑟𝑐 and the number of source sentence. For each 𝐷𝑠𝑟𝑐, 

if the difference between two consecutive source and suspicious sentences is 

less than a specified value of d, as can be seen between 10th and 15th rows, that 

passage can be considered an indication of plagiarism. This approach is the main 

reason behind ranking source and suspicious sentences to detect possible 

plagiarism passages. 

 

4.2.4. Decision Making 

 
Let 𝑆𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝 be two sentences, where 𝑆𝑠𝑟𝑐 ∈ 𝐷𝑠𝑟𝑐, 𝑆𝑠𝑢𝑠𝑝 ∈ 𝐷𝑠𝑢𝑠𝑝 and 𝑆𝑠𝑟𝑐 is 

the candidate of 𝑆𝑠𝑢𝑠𝑝. The aim of this step is to investigate whether 𝑆𝑠𝑢𝑠𝑝 has 

been plagiarized from its candidate 𝑆𝑠𝑟𝑐. The process of decision making was 

carried out using two methods: POSNG plagiarism detection (POSNGPD) and 

POSNGPD with semantic similarity between sentences (POSNGPD+SSBS). While 

POSNGPD method is a syntactic algorithm based on POS tag n-grams, 

POSNGPD+SSBS method includes adding semantic similarity feature to POSNGPD. 

Each method is described in its own subsection. 

 

4.2.4.1. POSNG Plagiarism Detection 

 
The main purpose of the POSNGPD algorithm is to detect whether there is 

plagiarism between the candidate source and the suspicious sentence, which is 
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determined to have the same POS tag n-grams in the largest number. In this 

method, the sentences of two consecutive candidates are analyzed depending 

on the number of 𝐷𝑠𝑟𝑐 and the value of threshold difference |d|. If the difference 

between consecutive candidates {𝑆𝑠𝑟𝑐(𝑗), 𝑆𝑠𝑟𝑐(𝑗+1)} and {𝑆𝑠𝑢𝑠𝑝(𝑗), 𝑆𝑠𝑢𝑠𝑝(𝑗+1)} is less 

than |d|, then the set of {𝑆𝑠𝑢𝑠𝑝(𝑗), 𝑆𝑠𝑢𝑠𝑝(𝑗+1)} is considered as a plagiarism case. 

The steps of POSNGPD method can be seen detailed in Algorithm 4.4. 

 
1. Candidate list of 𝑑𝑜𝑐𝑠𝑢𝑠𝑝(𝑖) is read for each 𝑑𝑜𝑐𝑠𝑢𝑠𝑝 in 𝐶𝑠𝑢𝑠𝑝. 

 
2. 𝐶𝐿𝑗  and 𝐶𝐿𝑗+1 are drawn from the candidate list as two consecutive 

candidates, named current and next, respectively. 

 
3. If the numbers of 𝑑𝑜𝑐𝑠𝑟𝑐 of current and next are same, it is determined that 

these two candidates are retrieved from the same source document. 

 
4. Then, the difference is calculated between the consecutive sentences of 

{𝑆𝑠𝑟𝑐(𝑗), 𝑆𝑠𝑟𝑐(𝑗+1)} and {𝑆𝑠𝑢𝑠𝑝(𝑗), 𝑆𝑠𝑢𝑠𝑝(𝑗+1)}. 

 
5. If the value of |𝑆𝑠𝑟𝑐(𝑗+1) – 𝑆𝑠𝑟𝑐(𝑗)| and |𝑆𝑠𝑢𝑠𝑝(𝑗+1) – 𝑆𝑠𝑢𝑠𝑝(𝑗)| is less than 

threshold, the passage composed of 𝑆𝑠𝑢𝑠𝑝(𝑗) and 𝑆𝑠𝑢𝑠𝑝(𝑗+1) is considered 

as plagiarized from the passage composed of 𝑆𝑠𝑟𝑐(𝑗) and 𝑆𝑠𝑟𝑐(𝑗+1). If 

subsequent candidates meet the same condition for the same 𝑑𝑜𝑐𝑠𝑟𝑐, then 

other 𝑆𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝 are added to the plagiarized passages too. 

 
Figure 4.6 shows the matching chart of sentences in two documents consisting 

of original and suspicious text fragments given in Table 6.4. Plagiarists usually 

try to change the words and structure of the sentences when plagiarizing. They 

do not change much in the general flow of a text fragment and in the order of the 

sentences. They can combine some sentences and split others into more than 

one sentence. But this act does not affect the meaning and the integrity of the 

text in that section. Therefore, when the matching sentence numbers of the 

original and suspicious sentences are considered as a point, if all points 

constitute a linear representation as seen in Figure 4.6, this situation can be 

considered as a plagiarism indicator. 
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Figure 4.6. Matching Chart of Original and Suspicious Sentences 

 

4.2.4.2. POSNGPD with Semantic Similarity 

 
Semantic similarity is one of the most important tasks in detecting plagiarism 

cases. Finding semantic similarity between two different text data requires more 

effort than lexical and syntactic methods. POSNGPD+SSBS contains the operation 

of the POSNGPD method as well as a sentence-based comparison between 𝑆𝑠𝑢𝑠𝑝 

and 𝑆𝑠𝑟𝑐 in addition to POSNGPD. Comparisons are made at the word level and 

sentence similarity is calculated with the LCS technique as a result of matching 

words. If the semantic similarity score calculated between 𝑆𝑠𝑢𝑠𝑝 and 𝑆𝑠𝑟𝑐 is greater 

than a threshold value, then 𝑆𝑠𝑢𝑠𝑝 is considered as plagiarized from 𝑆𝑠𝑟𝑐. 

 
First, the punctuation marks and stop words are removed from S and P in [161], 

respectively. Thus, words and punctuation seen with “-” in Table 4.9 are excluded 

from the semantic calculation process. Then, the semantic similarity score 

(between 0 and 1) of each word pair of S and P is calculated using the Word2Vec 

model. As can be seen in Table 4.9, the highest similarity measure is obtained 

for each S and P word as a result of the semantic similarity calculation. 
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Table 4.9. An Example of Semantic Similarity between Two Sentences 

 

 

For example, let w1 be the set of similarity measures for the word “eventually”. As 

is shown in Table 4.9, w1 = {0.9682, 0.8793, 0.6755, 0.7748, 0.6834}. Since the 

highest measure of w1 is 0.9682, “eventually” matches with “finally” in P. Likewise, 

let w2 be the set of similarity measures for the word “hurricane” and as is shown 

in Table 4.9, w2 = {0.6755, 0.6764, 0.9252, 0.7367, 0.4433, 0.5705}. It is clear 

from the measures in the set of w2 that “hurricane” matches with “cyclone” in S 

due to the highest result of 0.9252. 

 

𝑠𝑒𝑚𝑆𝑖𝑚(𝑆, 𝑃) =  
2∗𝐿𝐶𝑆(𝑆,𝑃)

|𝑆|+|𝑃|
 (1) 

 
After the word-level comparison is completed, each word in S is numbered with 

the sequence number of the word in P that it matches. Likewise, each word in P 

is numbered with the ordinal number of the word it matches in S. Let wo be the 

set of word order. According to the enumeration method, woS = {1, 2, 3, 4, 5, 5} 

and woP = {1, 2, 3, 4, 6}. It is clear from the definition of LCS that LCS (S, P) = 4 

(1, 2, 3, 4). 

 
Finally, according to the values in the woS and woP sets, the semantic similarity, 

semSim, of S and P is calculated. According to the notation in Equation 1, the 

semantic similarity value between S and P is obtained as 0.7272. LCS is the 
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longest common subsequence of S and P, |S| is total number of words in S, and 

|P| is total number of words in P. If semSim(S, P) ≥ predefined threshold, then it 

is identified that P is plagiarized from S. According to the example, if a predefined 

threshold is set less than 0.7272, it is concluded that S has been plagiarized from 

P. 

 

4.2.4.3. Error Analysis 

 
In some cases, the proposed method performs poor performance because of two 

reasons: 1) let S and P be two sentences where P is plagiarized from S. If S is 

converted to its passive voice or the word order of the P is changed, the syntactic 

structure of the S is also changed. Hence, since the proposed method is a POS 

tag-based approach, it could fail to identify P. 2) in most cases of plagiarism, the 

words of P are replaced with their synonyms. In this case, the matching status 

between two words of S and P depends on the probability calculated by the 

vectors in Word2Vec. The capacity of the vector space and whether it fully covers 

the semantic relatedness between the words affect the similarity score. 

Therefore, two words that are actually similar may not match each other based 

on vector size. Since LCS is calculated as the maximum number of consecutive 

matching words of S, which also appears in P, the proposed method may not be 

able to identify P. 

 
Let P be the passive conversion of S and is created by the words of S which are 

replacing with their synonyms or near synonyms. An example [160] of synonym 

or near-synonym replacement with active-to-passive conversion is shown in 

Table 4.10. As can be seen from the conversion, although the meaning of the 

𝑃𝑝𝑎𝑠 remains the same, the syntactic structure and words of it are completely 

changed compared to S. In particular, replacing words with synonyms allows to 

avoid verbatim plagiarism. Therefore, it will be imperative to use methods for 

calculating semantic similarity between words. 

 
As can be seen in Table 4.10, each token of S and P is tagged with their part-of-

speech tags. It is clear from Table 4.10 that the number of common POS tag n-

grams between S and 𝑃𝑎𝑐𝑡 is greater than between S and 𝑃𝑝𝑎𝑠. In cases where 

plagiarism is made by converting the source sentence to passive form, the 
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probability of the source sentence being retrieved as a candidate decreases. 

Therefore, the method based on POS tag n-grams performs better performance 

in active format sentences. 

 

Table 4.10. Synonym Replacement with Active to Passive Conversion 

 

 

The semantic similarity between each word pair of S and 𝑃𝑝𝑎𝑠 is calculated, as 

shown in Table 4.11. Each word in S is numbered with the sequence number of 

the word in 𝑃𝑝𝑎𝑠 that it matches. Likewise, each word in 𝑃𝑝𝑎𝑠 is numbered with the 

sequence number of the word it matches in S. Let 𝑤𝑆 and 𝑤𝑝𝑎𝑠 be the sets of 

word order of S and 𝑃𝑝𝑎𝑠 respectively. 

 
According to the enumeration method, 𝑤𝑆 = {6, 6, 8, 3, 1, 2, 4, 5} and 𝑤𝑝𝑎𝑠 = {5, 

6, 4, 7, 8, 1, 2, 3}. It is clear from the definition of LCS that LCS (S, 𝑃𝑝𝑎𝑠) = 4 (6, 

8, 1, 2). The semantic similarity of S and 𝑃𝑝𝑎𝑠 is equal to 0.5 as can be calculated 

from the illustration of Equation 1. On the other hand, when a comparison is done 

between 𝑤𝑆 and 𝑃𝑎𝑐𝑡, the set of word orders occur as follows: 𝑤𝑆 = {1, 1, 3, 4, 6, 
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7, 8, 9} and 𝑤𝑎𝑐𝑡 = {1, 2, 3, 4, 4, 5, 6, 7, 8}. In this case, LCS (S, 𝑃𝑎𝑐𝑡) = 6 (1, 3, 4, 

6, 7, 8) and the semantic similarity of S and 𝑃𝑎𝑐𝑡 is equal to 0.75. 

 

Table 4.11. Semantic Similarity between the Word Matrix 

 

 

As can be seen from the semantic similarity matrix from the example, the 

performance of LCS with Word2Vec decreases in the sentences that are 

plagiarized by changing the word order. On the other hand, the proposed method 

shows good results in the sentences whose words are replaced with their 

synonyms. 

 
As can be seen from Table 4.10, although S and 𝑃𝑎𝑐𝑡 have six 3-grams in 

common, only two 3-grams (nan and ian) are in common between S and 𝑃𝑝𝑎𝑠. 

So, the probability of 𝑃𝑝𝑎𝑠 being retrieved as the candidate of S is low. A sentence 

that normally has the same meaning and is the passive of the other will be 

eliminated before the detailed analysis. Therefore, active passive conversion has 

a negative effect on system performance. However, when S and 𝑃𝑝𝑎𝑠 are 

compared semantically, a similarity score of 0.75 is obtained. This score can be 

considered as a high value in terms of the similarity of the two sentences. 
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As can be seen from the results in this example, replacing the words of a 

sentence with synonyms and converting it to its passive form has no effect on 

semantic similarity. The main problem here is that the change in the structure of 

that sentence due to the active-passive conversion prevents it from being found 

as a candidate sentence. 
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5. DATA ANALYSIS 

 

5.1. PAN-PC-11 Corpus 

 
The experiments are conducted with PAN-PC-11 corpus where the plagiarism 

cases have been added to documents manually and automatically. Manual 

plagiarism cases, called simulated, have been created using a commercial tool, 

which is designed for studying crowdsourcing data by name of Amazon 

Mechanical Turk [17]. On the other hand, automatic plagiarism cases, called 

artificial, have been automatically created by a computer program with the 

following three obfuscation strategies: random text operations, semantic word 

variations and POS-preserving word shufflings [136]. 

 

Table 5.1. Document Statistics in the PAN-PC-11 

Document Purpose and Counts 

Source documents 11093 50% Suspicious documents 11093 50% 

- English 10420 47% - without plagiarism 5546 25% 

- German 471 2% - with plagiarism 5547  25% 

- Spanish 202 1% artificial none or very few 114  

   artificial low 2369  

   artificial high 2404  

   simulated 105  

   translation 555  

Plagiarism per Document Document length 

Hardly 5%-20%     57%     Short 1-10 pp. 50% 

Medium 20%-50% 15%     Medium 10-100 pp. 35% 

Much 50%-80%    18%     Long 100-1000 pp. 15% 

Entirely >80%  10%  

 

Let 𝑃𝑝𝑙𝑔 be a plagiarized passage and created as follows from a source passage 

𝑃𝑠𝑟𝑐: 

 
Random text operations: 𝑃𝑝𝑙𝑔 is generated by the words of 𝑃𝑠𝑟𝑐  are shuffling, 

removing, inserting or replacing randomly. 
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Semantic word variation: 𝑃𝑝𝑙𝑔 is generated by the words of 𝑃𝑠𝑟𝑐 are replacing 

randomly with their synonyms, antonyms, hyponyms or hypernyms. 

POS-preserving word shuffling: 𝑃𝑝𝑙𝑔 is generated by random shuffling of 𝑃𝑠𝑟𝑐 while 

preserving the POS sequence of 𝑃𝑠𝑟𝑐. 

 

Table 5.2. Plagiarism Case Statistics in the PAN-PC-11 

Obfuscation Case Length 

Artificial none or very few 18% Short <150 words 35% 
Artificial low 32% Medium 150-1150 words 38% 
Artificial high 31% Long >1150 words 27% 
Simulated 8%    
Translation 11%    

 

Table 5.1 and Table 5.2 provide an overview of document statistics and 

plagiarism cases in the corpus [51]. PAN-PC-11 consists of 11,093 source 

documents and 11,093 suspicious documents for the external plagiarism 

detection task. Since the proposed method focuses on mono-lingual plagiarism 

detection, non-English documents are excluded from this study and experiments 

are conducted with 10,420 source documents and 4,992 suspicious documents 

consisting of “none, low, high and simulated” plagiarism cases. 

 

 

Figure 5.1. Distribution of the Plagiarism Cases by Document 

artificial none 
or very few

2%

artificial low
43%

artificial high
43%

simulated
2%

translation
10%
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Figure 5.1 shows the distribution of the cases of plagiarism in the corpus on a 

document basis according to paraphrasing types. Plagiarism was done in 5547 

documents, which corresponds to approximately half of the total of 11093 

suspicious documents in the corpus. As can be seen from the Figure 5.1, the 

most plagiarism types artificial high and low were performed in these 5547 

suspicious plagiarized documents. 

 
The PAN-PC-11 corpus contains internal plagiarism detection and external 

plagiarism detection cases. Since the proposed method is an external plagiarism 

detection system, the experiments are performed in this portion of the corpus. 

There are three different obfuscation levels of artificial plagiarism cases: none (or 

very few), low and high. This study focuses on the mono-lingual perspective with 

four types of plagiarism cases that consists of none, low, high and simulated. 

 

 

Figure 5.2. Number of Cases by Plagiarism Types 

 

Figure 5.2 shows the total number of plagiarism cases by plagiarism types. In the 

corpus, all plagiarism cases in a suspicious document are written into an XML file 

976

19779
19115

4609 5142

artificial none
or very few

artificial low artificial high simulated translation
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line by line. As seen in Table 5.3, each row represents a case of plagiarism. A 

plagiarism case consists of the following information: 

 

 Plagiarism type, 

 

 Level of obfuscation, 

 

 Language of suspicious document, 

 

 At what position the plagiarism begins in the suspicious document, 

 

 How many characters in length in the suspicious document, 

 

 From which source document the plagiarism was made, 

 

 At what position in the source document the plagiarism begins, 

 

 How many characters in length in the source document, 

 

 In what language the source document is. 

 
As can be seen from the Table 5.3, there can be more than one case of plagiarism 

in a suspicious document. In addition, plagiarism may have been made from more 

than one source document and more than one plagiarism case may have been 

made from a source document. However, each plagiarism case can consist of 

one or more sentences. 

 

5.2. Evaluation Metrics 

 
Performance of the proposed method is evaluated on four measures: precision, 

recall, granularity and plagdet. S denotes the plagiarism set in the dataset and R 

be the detections set found by the plagiarism detector. A plagiarism case 𝑠 =

〈𝑠𝑝𝑙𝑔, 𝑑𝑝𝑙𝑔, 𝑠𝑠𝑟𝑐 , 𝑑𝑠𝑟𝑐〉, 𝑠 ∈ 𝑆, is the set of s includes the characters of 𝑑𝑝𝑙𝑔 and 𝑑𝑠𝑟𝑐, 

constituting the passages 𝑠𝑝𝑙𝑔 and 𝑠𝑠𝑟𝑐. In the same way, a new plagiarism 

detector 𝑟 ∈ 𝑅 is denoted as r. According to this representation, precision and 

recall can be measured as shown in Equation 2 and Equation 3 [51]. 
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Table 5.3. Features of Plagiarism Cases in a Suspicious Document 

Type Obfuscation Suspicious 
language 

Suspicious 
offset 

Suspicious 
length 

Source reference Source 
language 

Source offset Source 
length 

artificial low en 38040 18546 source-
document05720.txt 

en 144290 21840 

artificial low en 101939 17023 source-
document00374.txt 

en 86163 18309 

artificial low en 158969 13398 source-
document05843.txt 

en 6431 16571 

artificial low en 227939 18685 source-
document05720.txt 

en 97619 19530 

artificial low en 356718 13964 source-
document02977.txt 

en 253550 18921 

artificial low en 375471 2028 source-
document05843.txt 

en 739 1985 

artificial low en 426670 24545 source-
document00374.txt 

en 166102 24832 

artificial low en 485930 3532 source-
document00573.txt 

en 7399 3590 

artificial low en 494977 757 source-
document05843.txt 

en 3812 767 

artificial low en 498164 804 source-
document02977.txt 

en 8863 802 

artificial low en 501737 1487 source-
document03177.txt 

en 72326 1483 

artificial low en 507294 488 source-
document02977.txt 

en 348902 499 
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Precision means what portion of the detections found by system are plagiarism 

cases. On the other hand, recall means what portion of the plagiarism cases are 

identified by the system. Precision and recall are inversely proportional to each 

other. This means there is a relationship between precision and recall in which 

as the value of one increases, the value of the other decreases [137]. 

 
In some circumstances, plagiarism detectors may find multiple detections for a 

single case of plagiarism. As shown in Equation 4, in order to address this 

undesirable situation, a metric called granularity is measured. 

 
The three measures mentioned above do not make it possible to do an exact 

ranking between them. For this reason, these three metrics are merged into one 

overall measure called plagdet defined in Equation 5. 
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Figure 5.3 shows a representation of the character sequence of the original and 

plagiarized text fragments in the corpus [142]. A document in the corpus is treated 

as a character sequence. The plagiarized sections of a suspicious document are 

denoted S. As can be seen from the Figure 5.3, there may be more than one 

plagiarized sections such as s1, s2 and s3 in a document. The location of each 

plagiarized section in the document and its length as characters are certain. On 

the other hand, plagiarized sections detected by a plagiarism detection algorithm 

are represented as R. 

 

 

Figure 5.3. Illustration of the Character Sequence 

 

As can be seen from the Figure 5.3, 5 different plagiarism sections from r1 to r5 

are returned as results. The intersection of the plagiarized S and the sections of 

R found by the detection algorithm are the sections where plagiarism is correctly 

detected. For example, it is clear from the Figure 5.3 that the r4 section, which is 

identified as plagiarism, is not actually plagiarism. Some characters of the 

plagiarized section of s1 could be detected by the r1, r2, r3, and the s2 section 

by r5. However, there is no result returned that the s3 section is plagiarism. 
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6. EXPERIMENTAL EVALUATION 

 

6.1. Experimental Environment 

 
This section provides an overview of the experimental setup of the proposed 

study. The experiments were performed on the PAN-PC-11 corpus. Since the 

proposed system is a mono-lingual plagiarism detection system, the German and 

Spanish texts in the corpus were excluded from the experiments. All the 

remaining English texts were included in this study and no selected subsets were 

used. The performance of the system has been evaluated by experiments carried 

out with all original and suspicious English documents. The total size of these 

documents is 3.77 GB. It is mainly aimed to improve the detection performance 

of plagiarism types of artificial none, low, high and simulated in the PAN-PC-11 

corpus. 

 
Experiments were carried out simultaneously on two different hardware. The first 

hardware is running on the Windows 8.1 operating system with 6 GB RAM and 

3.00 GHz processor. The other has 8 GB RAM and 3.40 GHz processor running 

on the Windows 10 operating system. The process of candidate sentences 

retrieval from the source index was run on both hardware with multitasking. The 

proposed method accesses OpenNLP binary files and Stanford POS tag libraries 

stored in the file system. In addition, in the calculation of semantic similarity 

between words, access to a vector file of approximately 121 MB was provided. 

The source codes of the proposed method were implemented in Java. The design 

of implementation allows to performing experiments with different parameters or 

threshold values. Thus, the experimental results were analyzed using different 

parameters. Since the proposed system is an unsupervised method, no further 

training process was performed. Since the system developed with this thesis uses 

a corpus stored in the computer memory, there is no need for an operation to be 

performed on the network. Therefore, any features such as bandwidth or network 

speed that may affect the performance of the system are beyond the scope of 

this study. The speed and duration of the transactions may vary depending on 

the capacity of the computers. 
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6.2. Experimental Settings 

 
As can be seen in Table 6.1, the experiments are conducted with four parameters 

in order to evaluate the performance of the proposed method. 

 
n: the number of n-grams used to create part-of-speech tag n-grams of the 

sentences (mentioned in Section 4.2.2). The set of values of 𝑛 = {3, 4, 5} is used 

for the proposed method. 

 
c: the number of source sentences returned as candidates from the index in the 

candidate sentences retrieval phase (mentioned in Section 4.2.3). The 

experiments are carried out so that the values of 𝑐 = {1, 5}. 

 
d: the difference between the numbers of source and suspicious sentences of 

two consecutive candidates (mentioned in Section 4.2.3). The experiments are 

conducted with the values of 𝑑 = {3, 5, 8, 10} to evaluate the performance of the 

proposed method. 

 
sim: the threshold that is used in computing the Longest Common Subsequence 

(LCS) between the sentences Ssrc and Ssusp (mentioned in Section 4.2.4.2). If the 

LCS (𝑆𝑠𝑢𝑠𝑝, 𝑆𝑠𝑟𝑐) is greater than the sim, Ssusp is identified as plagiarized from Ssrc. 

The set of values of sim = {0.6, 0.7, 0.8, 0.9} are used in the experiments. 

 

Table 6.1. The Set of Values of the Parameters 

Parameter Description Set of Values 

n n-grams {3, 4, 5} 
c candidate {1, 5} 
d difference {3, 5, 8, 10} 
sim similarity threshold {0.6, 0.7, 0.8, 0.9} 

 

In the experiments, performance of two decision-making methods, POSNGPD 

(mentioned in Section 4.2.4.1) and POSNGPD+SSBS (mentioned in Section 4.2.4.2) 

are compared. POSNGPD is a syntactic based approach that aims to detect 

plagiarism based on the common part-of-speech tag n-grams between source 

and suspicious sentences. On the other hand, POSNGPD+SSBS is the method that 
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contains the POSNGPD and also provides the semantic similarity between source 

and suspicious sentences. 

 
According to the experimental results, the best performance of the proposed 

method is obtained in the POSNGPD+SSBS method with the parameters n = 3, c = 

1, d = 10 and sim = 0.9. The comparison results of the proposed method, using 

these parameters, with PAN11 detectors are shown in Table 6.2 for each 

plagiarism type. 

 

6.3. Evaluation Results and Discussion 

 
It is aimed to improve the results of PAN11 detectors in plagiarism types of 

artificial none, low, high and simulated with the experiments performed within the 

scope of this thesis. For this reason, the experiments were carried out using 

different parameters and values mentioned in Section 6.2 to evaluate the 

performance of the proposed method and to observe what kind of results are 

obtained according to the changing parameters. In addition, the change that 

occurs with the inclusion of the semantic similarity algorithm in the proposed 

method, which is syntactically based, has also been investigated. The evaluation, 

discussion and detailed explanations regarding the experiment results performed 

with each different parameter are included in the subsections. The results 

obtained from the experiments have been demonstrated that the proposed 

method succeeded significantly better results than participating detectors of 

PAN11 in different evaluation metrics in high and low obfuscation plagiarism 

cases. 

 

6.3.1. Comparison Results with PAN11 Detectors 

 
The performance of the proposed method is compared to detectors competing in 

PAN11 in the overall plagdet and other measures of recall, precision and 

granularity. Table 6.2 shows the performance of the proposed method and of the 

detectors (denoted as D1 to D9) whose plagiarism detection approaches are 

given in Table 3.6. The results obtained from the experiments demonstrate that 

the proposed POSNGPD+SSBS method produced highly competitive results. 
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Table 6.2. Comparison Results of Proposed Method with PAN11 Detectors 

Plagdet 

Paraphrasing POSNGPD+SSBS D1 D2 D3 D4 D5 D6 D7 D8 D9 

artificial none 0.89 0.97 0.85 0.91 0.81 0.81 0.60 0.66 0.40 0.01 

simulated 0.45 0.49 0.50 0.47 0.17 0.32 0.05 0.29 0.02 0.00 

artificial low 0.80 0.71 0.60 0.55 0.25 0.32 0.35 0.29 0.15 0.00 

artificial high 0.54 0.15 0.13 0.05 0.04 0.03 0.01 0.00 0.00 0.00 

Recall 

Paraphrasing POSNGPD+SSBS D1 D2 D3 D4 D5 D6 D7 D8 D9 

artificial none 0.95 0.97 0.90 0.88 0.87 0.79 0.70 0.81 0.72 0.01 

simulated 0.31 0.33 0.36 0.31 0.09 0.20 0.03 0.18 0.02 0.00 

artificial low 0.83 0.56 0.58 0.42 0.15 0.25 0.32 0.23 0.18 0.00 

artificial high 0.43 0.08 0.08 0.03 0.02 0.02 0.01 0.00 0.00 0.00 

Precision 

Paraphrasing POSNGPD+SSBS D1 D2 D3 D4 D5 D6 D7 D8 D9 

artificial none 0.85 0.97 0.84 0.94 0.75 0.82 0.53 0.58 0.32 0.08 

simulated 0.90 0.99 0.96 0.98 0.86 0.93 0.38 0.80 0.43 0.01 

artificial low 0.89 0.95 0.90 0.93 0.74 0.92 0.62 0.57 0.45 0.01 

artificial high 0.85 0.77 0.64 0.67 0.48 0.18 0.39 0.04 0.01 0.00 

Granularity 

Paraphrasing POSNGPD+SSBS D1 D2 D3 D4 D5 D6 D7 D8 D9 

artificial none 1.00 1.00 1.02 1.01 1.00 1.00 1.00 1.02 1.14 4.64 

simulated 1.02 1.01 1.06 1.01 1.00 1.03 1.05 1.01 2.71 1.31 

artificial low 1.09 1.00 1.27 1.08 1.01 1.34 1.33 1.22 2.29 1.32 

artificial high 1.08 1.00 1.19 1.02 1.01 1.12 1.16 1.01 1.21 1.31 
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As can be seen from the results, the proposed method achieved the best 

performance in the overall plagdet score of low and high obfuscation 

paraphrasing. In particular, the plagdet result in high obfuscation cases has 

achieved significant success over other methods in Table 6.2. While the best 

plagdet performance among PAN11 systems was 0.15 in [120], the proposed 

method succeeded in obtaining a plagdet score of 0.54. In none and simulated 

cases, the proposed method has obtained competitive results with other 

methods. In addition, the plagdet score of the less complex none and low 

plagiarism types is close to the maximum value of 1.00, while the more complex 

simulated and high plagiarism types have lower overall performance than the 

none and low cases. 

 
The results also prove that POSNGPD+SSBS method obtained significantly best 

recall performances in the low and high obfuscation paraphrasing with the scores 

of 0.83 and 0.43 respectively. On the other hand, the proposed method obtained 

competitive recall results in none and simulated plagiarism types. Because the 

none plagiarism type involves less complex cases, it is easier to detect than other 

types. Therefore, a high recall performance of 0.95 is achieved. Likewise, the 

recall performance of low obfuscation cases is approximately 43% more 

successful than the PAN11 system [121], which has the best recall performance. 

On the other hand, the recall performance of simulated cases appears to be the 

lowest in the four plagiarism categories. Since the simulated cases in the corpus 

were created manually, modifications were made in the texts caused changes in 

the sentence structure. Words that are randomly added to or removed from 

sentences, especially stop words, have caused the structure of n-grams of the 

suspicious sentences to differ from that of the source sentences. Therefore, this 

study based on POS tag n-grams showed poor recall performance for the 

simulated plagiarism cases. Cases of high complexity are mostly obtained by 

replacing words with synonyms, as they are generated automatically by a 

computer program. Therefore, high obfuscation cases, in which the POS 

structure is preserved even though all the words are changed, can be detected 

significantly with the POS tag n-grams approach. However, the recall 

performances of all detectors in PAN11 are seen unstable and range from very 

low to medium except none obfuscation paraphrasing type. 
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The precision results also show that POSNGPD+SSBS method produced best result 

in the high obfuscation paraphrasing and achieves 10% better performance than 

the top detector [120]. The precision performances of the first three methods 

[120-122] are higher in plagiarism types of none, low and simulated than high 

plagiarism cases. This shows that even the detector [120] with the best precision 

performance of high obfuscation type in PAN11 achieves an average precision 

result. Another remarkable point in precision results is that detectors with low 

recall performance of simulated type have the highest precision. This shows that 

the detectors have high performance that the cases detected as plagiarism for 

the simulated type are indeed plagiarism. 

 
It is a matter of debate whether plagiarism in manually edited texts or highly 

obfuscated texts that are automatically modified by a computer program should 

be detected first. This completely depends on the level of complexity. While very 

simple changes can be made on the text by a human, the text can also be 

modified with a high degree of complexity by a computer program. Likewise, the 

opposite is true. When the plagdet and recall results in Table 6.2 are examined, 

it is seen that the simulated performances of the detectors are better than the 

high-obfuscated plagiarism cases. This leads to the conclusion that high 

obfuscated cases are more difficult to detect than simulated cases. Therefore, 

within the scope of this thesis, the focus is primarily on improving the performance 

of the detectors for the high obfuscated cases, which are more difficult to detect 

than the results in Table 6.2. 

 
It is seen that the granularity performances of two detectors [120, 123] are the 

best and change between 1.00 and 1.01, while the others show changeable 

results. The best granularity performance of the proposed method, 1.00, is 

obtained in the type of none obfuscated plagiarism cases. The detectors in 

PAN11 also produced successful results for this type of plagiarism, except for 

one, and four detectors achieved the best performance, as in the proposed 

method. The granularity performance of the proposed method in type of the 

simulated plagiarism cases is also competitive. On the other hand, compared to 

the detectors in PAN11, although the proposed method achieved results close to 

1.00, which is the best score, the granularity performance is average in the types 
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of low and high obfuscated plagiarism cases. This situation indicates that in some 

cases, the proposed method finds multiple detections for a single case of 

plagiarism. 

 

Table 6.3. A Plagiarism Case with High Obfuscation from PAN-PC-11 

 

 

Table 6.3 shows an example [158] of high-obfuscated type of plagiarism case 

produced with POS tag 3-grams. The obfuscation strategies, mentioned in 

Section 5.1, are applied to the suspicious document to differentiate it from the 

source document. Despite these obfuscation strategies, the source and 

suspicious documents are syntactically similar and contain a sequence of 

common POS tag n-grams, as shown in Table 6.3. 
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The experimental results confirm that the proposed approach in this study 

accomplishes the best performance for identifying high obfuscated sections that 

are much more difficult to be detected than none, low and simulated plagiarism 

cases. The fact that the proposed method is based on syntactic analysis with 

POS tag n-grams ensures successful detection of high obfuscated passages. An 

example of this situation can be seen in Table 6.3 with an example of high-

obfuscated plagiarism case from the PAN-PC-11 corpus. 

 

6.3.2. Comparison Results of N-Grams 

 
The performance of the proposed method is compared with different n-grams as 

mentioned in Section 4.2.2. The experiments are performed with 3, 4 and 5-

grams. Longer n-gram sequences reveal more similar structure about the two 

different contents. However, since longer n-gram series occur less frequently, it 

is likely that the right candidates does not rank high, especially in the candidate 

retrieval process. On the other hand, shorter n-grams are also very repetitive, so 

a certain number of common bigrams or 2-grams can match even for two 

contents that are actually not very syntactically similar. In this case, a large 

number of candidates with common n-grams return at the end of the searching 

task. For these reasons, the experiments are performed using 3, 4, and 5 grams, 

which are considered the optimal length. 

 
Figure 6.1 shows the plagdet performances in four types of plagiarism cases. As 

can be seen in Figure 6.1 (b), (c) and (d), 3-grams produced the best results in 

the types low, high and simulated plagiarism cases. The performance of the 

plagdet increases from 5-grams to 3-grams in these three types of plagiarism 

cases. Because longer n-grams occur less frequently, it is less likely to have 5-

grams in common between the source and suspicious sentence pairs. 

 
On the other hand, it is clear from Figure 6.1 (a), the plagdet performance of the 

5-grams is the best for none obfuscation plagiarism cases. In both POSNGPD and 

POSNGPD+SSBS methods, 5-grams produced better results than 3-grams and 4-

grams. The performance of 3-grams of none obfuscated plagiarism cases is the 

lowest in the POSNGPD method. In the POSNGPD+SSBS method, the result of 3-

grams and 4-grams are very close to each other. Depending on this result, longer 
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n-gram sequences are thought to perform better performance in none obfuscated 

plagiarism type. 

 

 

Figure 6.1. Comparison of the plagdet Using Different N-Gram Values 

 

As can be seen in Figure 6.1 (a) and (b), the POSNGPD+SSBS method improves 

the performance compared to the POSNGPD method in none and low obfuscation 

plagiarism cases. The obfuscation complexity of none and low plagiarism cases 

is less than high and simulated cases. None and low obfuscation plagiarized 

cases mostly include the same words as the source passages without replacing 

them. In these cases, the words of the plagiarized sentences mostly remain in 

their original form without any semantic or structural changes. In the POSNGPD 

method, two consecutive candidate pairs are analyzed according to the 

difference of their sentence numbers and no semantic similarity is performed. On 

the other hand, in the POSNGPD+SSBS method, the pair of suspicious and the 

candidate source sentences is also analyzed semantically. Since, the plagiarized 

passages are mostly generated by adding or removing stop words of the source 

passages randomly, such text processing does not affect the recall performance 

of the POSNGPD+SSBS method. Because before the semantic similarity operations 
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are performed, the stop words are removed from the sentences. For this reason, 

the POSNGPD+SSBS method obtained better plagdet performance than POSNGPD 

method in none and low obfuscation plagiarism cases. As the similarity threshold 

approaches zero, sentences that are not actually plagiarized will be perceived as 

plagiarized, thus increasing precision and decreasing recall. Conversely, as the 

similarity threshold becomes closer to 1.0, the sentences that are actually 

plagiarized will not be detected as plagiarism, so the recall increases while the 

precision decreases. 

 
Figure 6.1 (c) and (d) shows that in cases of high and simulated plagiarism when 

the similarity threshold is ≥ 0.8, the POSNGPD method is as successful as the 

POSNGPD+SSBS method without performing semantic similarity operation. This is 

due to the weakness of LCS using it with Word2Vec. The obfuscation strategies 

applied to cases of high and simulated types of plagiarism are more complex than 

none and low plagiarism types. In cases of high and simulated plagiarism, the 

words of the plagiarized sections are randomly replaced with their synonyms or 

the sentence structure is changed by shuffling the words. Therefore, almost all 

words of a plagiarized sentence may differ from the original sentence. In this 

case, the correct matching of the two words depends on the vector space used 

in Word2Vec. Therefore, two words that are actually similar may not match each 

other due to the similarity score calculated in Word2Vec. On the other hand, if 

the similarity threshold is between 0.6 and 0.8, it is shown that POSNGPD+SSBS 

outperforms the POSNGPD method. 

 

6.3.3. Comparison Results of Number of Candidate Sentences 

 
The performance of the proposed method is compared between the numbers of 

source sentences, denoted as c, that returned as candidates. The experiments 

are conducted with the values where c is 1 and 5. This means that for each 

suspicious sentence in the experiments, the first candidate and the top five 

candidates are taken respectively. 

 
Figure 6.2 presents the plagdet performances in four types of plagiarism cases. 

As can be seen in Figure 6.2 (a), (b), (c) and (d), the value of candidate source 

sentences, c = 1, produced better results than c = 5 in all types of plagiarism 
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cases. When the number of candidates is five, the size of the candidate list 

created for all suspicious sentences also increases fivefold. This means that all 

five candidates for a suspicious sentence are added to the candidate list. 

 

 

Figure 6.2. Comparison of the plagdet of Candidate Source Sentences 

 

As mentioned in Section 4.2.3, candidate sentences are sorted by document 

number and source sentence number. In this case, two consecutive candidates, 

which are not actually plagiarized, can be identified as plagiarism, if the difference 

between the numbers of source and suspicious sentences is less than a 

threshold. Therefore, if the number of candidates increases, the performances of 

the precision and plagdet decrease. However, due to the large number of 

candidates, the number of real detections also increases. In this case, recall 

performance also improves. On the other hand, the performances of the plagdet 

and precision improve only when the first candidate is selected. The source 

sentence, which is the first candidate of the suspicious sentence, has the highest 

score for that suspicious sentence in the index. For this reason, it is thought that 

the probability of plagiarism of the first candidate is higher than the subsequent 

ranks. 
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6.3.4. Comparison of Difference of Candidate Sentences 

 
The performance of the proposed method are compared according to the 

difference between the number of source and suspicious sentences of two 

consecutive candidates. The set of values of 𝑑 = {3, 5, 8, 10} was applied in the 

experiments. 

 
Figure 6.3 shows the plagdet performances in four types of plagiarism cases. As 

can be seen in Figure 6.3 (b), (c) and (d), the value of d = 10 obtained the best 

performance in the types of low, high and simulated plagiarism cases. The 

plagdet performance improves when the value of d is from 3 to 10 in these three 

types of plagiarism cases. 

 

 

Figure 6.3. Comparison of the plagdet by Difference Value 

 

As can be seen from Figure 6.3 (a), when the value of d = 3, the plagdet of the 

none obfuscated plagiarism type produced the lowest performance as in the other 

three types of plagiarism cases. On the other hand, the plagdet performance of 

the set of 𝑑 = {5, 8, 10} is very close to each other. According to the results, the 

plagdet performance of d = 8 is the best and d = 5 is better than d = 10 in POS 
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tag 3-grams. In POS tag 4-grams and POS tag 5-grams, the plagdet performance 

of d = 5 produced the best, d = 8 is the second and d = 10 is the third. 

 
As mentioned in Section 4.2.3, if the difference between two consecutive source 

and suspicious sentences in the candidate list is less than a predefined threshold, 

these source and suspicious sentences may be considered as an indicator of 

plagiarism. Table 6.4 shows an example candidate list of Dsusp. As can be seen 

in Table 6.4, the section between the 49th and 87th suspicious sentences is 

plagiarized from the section between the 392th and 434th source sentences. 

According to the experiments, the proposed method can detect the entire section 

performed by the parameter c = 1. If the value d = 3, then the section consisting 

of between the rows 1-7 in Table 6.4 is identified as plagiarism according to the 

POSNGPD algorithm. The rest of the candidates are investigated by 

POSNGPD+SSBS method whether they are plagiarized. 

 

Table 6.4. The Representation of a Part of the Candidates List 

# 𝑫𝒔𝒓𝒄 
Source 
sentence 

Suspicious 
sentence 

Candidate 
rank (c) 

Difference |d| 

1 07440 392 49 1 - 

2 07440 394 51 1 2 – 2 

3 07440 395 52 1 1 – 1 

4 07440 396 53 1 1 – 1 

5 07440 399 56 1 3 – 3 

6 07440 400 57 1 1 – 1 

7 07440 402 59 1 2 – 2 

8 07440 406 61 1 4 – 2 

9 07440 412 67 1 6 – 6 

10 07440 417 72 1 5 – 5 

11 07440 426 80 1 9 – 8 

12 07440 434 87 1 8 – 7 

 

On the other hand, if the value d = 10, the entire section in Table 6.4 is identified 

as plagiarism. This explains why the plagdet performance of d = 10 is the best in 

the types of low, high and simulated plagiarism cases. The illustration of the text 

sections consisting of the source and suspicious sentences in Table 6.4 is given 

in Figure 6.4. Suppose Figure 6.4 (a) shows similar sections between two 

documents. As can be seen from Figure 6.4 (a), these sections represent a long 
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passage consisting of consecutive sentences. If the value of d, which is the 

difference between the sentence numbers of two consecutive candidates, is 

taken as 10, it will be possible to fully identify these similar sections according to 

the data in Table 6.4. On the other hand, if the d value is selected as numbers 

less than 10, the area that is the result of the d value can be determined instead 

of the whole section, as seen in Figure 6.4 (b). 

 

 

Figure 6.4. The Illustration of the Effect of Parameter d 

 

Hence, as the value of d increases, the actual plagiarism cases detected by the 

proposed method increases. In this case, precision decreases while the 

performance of the recall increases. On the contrary, when the value of d 

decreases, the actual plagiarism cases detected by the proposed system 

decreases. In that situation, precision increases while the performance of the 

recall decreases. 

 

6.3.5. Comparison of POS Tagging and Semantic Similarity 

 
The performance of POSNGPD (mentioned in Section 4.2.4.1) and 

POSNGPD+SSBS (mentioned in Section 4.2.4.2) methods are also compared in the 

experiments. 

 
Figure 6.5 shows the plagdet performances of the POSNGPD and POSNGPD+SSBS 

methods in four types of plagiarism cases. As can be seen in Figure 6.5 (a), (b), 

(c) and (d), the plagdet performance of POSNGPD+SSBS method is better than 

POSNGPD in all types of plagiarism cases. In the set of values of similarity 
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threshold = {0.6, 0.7, 0.8, 0.9}, the POSNGPD+SSBS performed better performance 

than POSNGPD method in the experiments carried out with 3, 4 and 5-grams. 

 

 

Figure 6.5. Comparison of the plagdet of POSNGPD and POSNGPD+SSBS 

 

As mentioned in Section 4.2.4.2, POSNGPD+SSBS method contains the POSNGPD 

and provides a sentence-to-sentence comparison between the source and 

suspicious documents, which are not identified as plagiarized in POSNGPD 

method. As given in Table 6.2, 35% of plagiarism cases have less than 150 words 

in the PAN-PC-11 corpus. A plagiarism case can be a passage consisting of more 

than one sentence or only one sentence. Since the POSNGPD method detects 

plagiarism according to two consecutive sentences pairs, the plagiarism case 

consisting of one sentence cannot be identified. As clarified in Section 6.3.4, if 

the difference between two consecutive source and suspicious sentences in the 

candidate list is greater than a predefined threshold, then the passage consisting 

of these source and suspicious sentences is not identified as plagiarism. 

Therefore, semantic similarity comparison is performed between the pair of 𝑆𝑠𝑟𝑐 

and 𝑆𝑠𝑢𝑠𝑝. 
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The POSNGPD+SSBS method is able to eliminate the semantic similarity gap of 

POSNGPD. Since the POSNGPD+SSBS performs a semantic similarity comparison 

between 𝑆𝑠𝑢𝑠𝑝 and its candidate 𝑆𝑠𝑟𝑐, 𝑆𝑠𝑢𝑠𝑝 that is plagiarized from 𝑆𝑠𝑟𝑐 can also 

be detected in this method. For these reasons, the plagdet performance of 

POSNGPD+SSBS method is better than POSNGPD. 

 

6.3.6. Comparison of Similarity Thresholds 

 
The performance of the POSNGPD+SSBS method was compared according to the 

values of similarity threshold that is used in computing LCS of the sentences 𝑆𝑠𝑟𝑐 

and 𝑆𝑠𝑢𝑠𝑝. As mentioned in Section 4.2.4.2, if the LCS (𝑆𝑠𝑟𝑐, 𝑆𝑠𝑢𝑠𝑝) is greater than 

the similarity threshold, denoted as sim, 𝑆𝑠𝑢𝑠𝑝 is identified as plagiarized from 𝑆𝑠𝑟𝑐. 

 

 

Figure 6.6. Comparison of the plagdet in Various Similarity Threshold 

 

Figure 6.6 presents the plagdet performances in four types of plagiarism cases. 

As can be seen in Figure 6.6 (a) and (b), in the types of none and low, the plagdet 

performance of the sim is as follows: 0.8 > 0.9 > 0.7 > 0.6. The best plagdet 
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performance is obtained when the value of sim = 0.8. It is clear from the Figure 

6.6 (a) and (b) that when the value of similarity threshold decreases, the 

performance of plagdet decreases too. The reasons behind the result in Figure 

6.6 (b) can be considered as follows: 1) when the sim is selected with lower 

values such as 0.6 and 0.7, the pair of 𝑆𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝 that is not a true case of 

plagiarism can be identified as plagiarized due to the low value of sim; 2) when 

the sim ≥ 0.8, the pair of 𝑆𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝 that is actually plagiarized, cannot be 

identified as plagiarism due to the high value of sim. 

 
On the other hand, as can be seen in Figure 6.6 (c) and (d), the plagdet 

performance of sim in high and simulated types is as follows: 0.6 > 0.7 > 0.8 >

0.9. The performance of plagdet improved when the value of similarity threshold 

decreases. This means that when sim = 0.9, the pair of 𝑆𝑠𝑟𝑐 and 𝑆𝑠𝑢𝑠𝑝, which is 

actually plagiarized, cannot be identified as plagiarism due to the high value of 

sim. The results have demonstrated an inverse correlation between none & low 

and high & simulated types of plagiarism. 

 

6.4. Analysis of Execution Times 

 
In this section, the execution times of the operations carried out regarding the 

plagiarism detection process in this thesis are analyzed. Experiments were 

performed on two desktop computers that have 6 GB RAM and 3.00 GHz 

processor and 8 GB RAM and 3.40 processor capacities mentioned in Section 

6.1. The operations within the scope of the developed algorithm have been 

implemented as a single thread approach. According to the experiment results, 

the execution times of the operations performed in the proposed method are 

given in Table 6.6. 

 
As can be seen from Table 6.6, the operations were carried out using 3, 4 and 5-

grams. The operations performed are heavily based on reading existing text files 

and writing them to new text files. Therefore, the I/O (input and output) library is 

extensively used in the proposed method. First, the operations start with the 

arrangement of the source and suspicious documents. Accordingly, 10,420 

source and 11,093 suspicious documents in the corpus are made available for 

use in the preprocessing step. The size of these source documents is 2.20 GB 
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and the size of the suspicious documents is 1.57 GB. Thus, 21,513 documents 

with a total of 3.77 GB are read one by one, break lines are removed and 

encoding problems are fixed. Since these arrangement and sentence generation 

operations are performed only once, the same execution times are obtained for 

each n-gram set. As a result, this operation was completed in approximately 

11.25 minutes. The new edited texts produced as a result of this process are 

used to generate sentences in the next step. 

 
Sentence segmentation task is also performed for all source and suspicious 

documents in the corpus. In the sentence segmentation step, each document is 

read sequentially and split into its sentences using a regular expression pattern. 

Since short sentences are not ignored in the proposed method, a combination 

algorithm is implemented in the generation of sentences. Accordingly, a value is 

set in the beginning of the process, which determines how many words a 

sentence will consist of at most. If a sentence contains fewer words than the value 

of specified number of words, then it is combined with the next sentence and the 

total word count of them is checked again. This process continues until the 

combined sentences meet the total word count criterion. Finally, all generated 

sentences of a document are stored with their starting points and lengths. 

 
As can be seen from the Table 6.6, approximately 22 million sentences 

(12,348,670 source and 9,626,969 suspicious) were created after 65.35 minutes 

as a result of sentence segmentation task. Since 22 million sentences are stored 

with their starting point and length in their own document, the total file size 

including the sentences increased by 5.6% compared to the original texts and 

became 3.98 GB. The first two steps, which are removing break lines, fixing 

encoding problems and sentences segmentation are common to all n-grams and 

are performed once. Therefore, operations starting after this stage differ 

according to n-grams. 

 
In the next steps, POS tag n-grams are produced by using source and suspicious 

sentences. For this, first the tokens in the sentences are determined. Then, the 

POS tags of these tokens are produced. At this point, in order to reduce the size 

of POS tags, they are replaced with symbols of one-character length and finally, 

POS tag n-grams are created. As can be seen from Table 6.6, the total file size 
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increases as n-grams increase. The execution times for the generation of POS 

tag n-grams were completed in approximately the same time for all three grams. 

 
On the other hand, different results are obtained between the file size of the total 

POS tag n-grams and the total sentence size compared to the n-grams. The total 

file size of POS tag 3-grams and 4-grams decreased by 19.6% and 6.53% 

respectively, compared to the total sentence size, while the total file size of POS 

tag 5-grams increased by 8.29%. This means that the total number of characters 

of any sentence converted to the POS tag 5-gram format is greater than the size 

of the sentence itself. As can be seen from Table 6.5, the size of the sentence 

[159] was smaller than the size of the POS tag 5-gram derived from it. This 

situation caused the POS tag 5-grams to be higher than the sentence size in the 

entire corpus by about 8%. 

 

Table 6.5. POS Tag 5-gram Format of a Sentence 

 

 

In the next step, the most used POS tag n-grams in the whole corpus are replaced 

with symbols of smaller size in order to minimize the size of the index, reduce the 

query time and decrease the total execution time. Accordingly, all POS tag n-

grams in the corpus are counted and sorted from most used to least used. For 

example, the first 3-gram “idn” occurs more than 17 million times in the entire 

corpus. This n-gram is replaced by the “.” character, thus the file size reduces 

drastically. 
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Table 6.6. Execution Times of the Operations 

Operations Data 3-gram 4-gram 5-gram 

  Output 
Size 

Execution 
Time 

Output 
Size 

Execution 
Time 

Output 
Size 

Execution 
Time 

Removing break 
lines 
Fix encoding issues 

Source and 
suspicious documents 

3.77 GB 11.25 min. 3.77 GB 11.25 min. 3.77 GB 11.25 min. 

Generating 
sentences 

Source and 
suspicious documents 

3.98 GB 65.35 min. 3.98 GB 65.35 min. 3.98 GB 65.35 min. 

Tokenization 
Determining POS 
tags 
Generating POS tag 
n-grams 

Source and 
suspicious documents 

3.20 GB 460.88 
min. 

3.72 GB 464.52 
min. 

4.31 GB 459.13 
min. 

Identifying unique n-
grams 
Generating 
character space 
Sorting operations 
Replacing POS tags 

Source and 
suspicious documents 

2.23 GB 21.25 min. 2.46 GB 23.65 min. 2.71 GB 29 min. 

Indexing Source documents 2.59 GB 12.23 min. 2.92 GB 12.47 min. 3.30 GB 14.38 min. 

Candidate 
sentences retrieval 

Source index and 
suspicious documents 

3.54 GB ~20 days 3.97 GB ~20 days 4.46 GB ~20 days 

Detailed analysis 
Semantic similarity 
operations 

Candidate source 
sentences and some 
suspicious sentences 

Changeable ~180 min. Changeable ~180 min. Changeable ~180 min. 
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As can be seen from the Table 6.6, replacing the POS tag n-grams with 

characters that are smaller than their own length resulted a significant reduction 

in the file size for all three grams used in the experiments. Accordingly, the size 

of POS tag 3-grams decreased by 30%, the size of POS tag 4-grams decreased 

by 34% and the size of POS tag 5-grams decreased by 37%. Thus, an average 

of 33.6% reduction in file size was achieved in the entire corpus. On the other 

hand, it is seen from the Table 6.6 that the execution times of replacement of 

POS tag n-grams increase as n-grams increase. This is due to the fact that the 

POS tag n-gram file size increases in directly proportional to the n-gram number. 

 
Then, source sentences converted to POS tag n-grams format are indexed. 

Approximately 22 million sentences are indexed in an average of 13 minutes. As 

the n-grams increase, both the index size and the execution time of the POS tag 

n-grams increase. However, the execution times of each n-gram are very close 

to each other. The increase in file sizes is seen as 12.74% from 3-gram to 4-gram 

and 13.01% from 4-gram to 5-gram. 

 
The next phase, candidate sentence retrieval, is the longest running task of the 

proposed method. This process is to search the POS tag n-grams of 

approximately 9.7 million suspicious sentences within the POS tag n-grams of 

approximately 12.3 million source sentences. This process, which runs 

simultaneously on two computers, the features of which are given in Section 6.1, 

is completed in approximately 20 days for each n-gram. Comparison of millions 

of strings belonging to approximately 9.7 million suspicious sentences with 

millions of strings in approximately 12.3 million source sentences is the reason 

why the total runtime is at this duration. In this process, every source sentence 

closest to the suspicious sentence is scored. As a result, the top 10 source 

sentences with the highest scores are returned. 

 
This total runtime has been a challenging and time-consuming factor for frequent 

test activities. Therefore, experiments were mostly performed on specific subsets 

of the corpus. However, a subset was created for each obfuscation type and the 

experiments were carried out in this way. According to the success of the results 

obtained from these subsets, the proposed method was tested on the entire 

corpus. On the other hand, as can be seen from Table 6.6, the index size and the 
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total file size used for candidate sentence retrieval increase as the number of 

POS tag n-grams increases. 

 
In the last phase of the proposed method, detailed analysis is performed. In this 

phase, each suspicious sentence and candidate sentences are compared 

semantically and it is decided whether the suspicious sentence is plagiarism or 

not. For these operations, some suspicious sentences and their candidate source 

sentences are used as data. Although the total suspicious documents size is 

certain for each n-gram, the total source sentences size varies as each 

suspicious sentence has different candidate sentences. Therefore, the size of 

both candidate source sentences and suspicious sentences used at this phase 

is changeable. However, as the number of n-grams increases, so does the index 

size, so the total data size used at this phase will increase in directly proportional 

to the number of n-grams. Processes to decide whether a suspicious sentence 

has been plagiarized are completed in milliseconds. However, since detailed 

analysis was performed for all suspicious documents, it was observed that the 

entire process was completed in approximately 180 minutes for each n-gram. At 

this phase, the features of the sections in which plagiarism is detected are written 

to XML files intensively. 

 
The executions times shown in Table 6.6 may deviate by about 5% to 10% due 

to various reasons such as the tasks on the computer running at that time or other 

tasks being used in the background. If computers with more powerful 

configurations or server platforms are used for the future work, it is foreseen that 

the times shown in Table 6.6 can be significantly reduced. In addition, it is 

considered that these times can be reduced in the same way if the multithreaded 

approach is applied in the implementation of the proposed method. For the future 

studies, it is also aimed to make remedial changes in the code structure in order 

to complete the transactions faster. 
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7. CONCLUSION 

 

7.1. Summary 

 
As explained in Chapter 3, a lot of research has been done on plagiarism 

detection. Different methods and techniques were used in these studies. As 

mentioned in Section 3.1, while the first studies focused on the string and 

character-based matching method, the usage of machine learning and fuzzy-

based techniques has been widely seen in recent years to detect translation 

plagiarism and complicated plagiarism cases. In this thesis study, an external 

plagiarism detection system based on part-of-speech tag n-grams (POSNG) is 

introduced. The proposed method contains a set of syntactic and semantic 

features in the process of detecting plagiarism. It is able to detect both verbatim 

plagiarism and other changes that are created manually or automatically on 

documents with different obfuscated strategies. 

 
The proposed method consists of four main steps: in first, also called text 

preprocessing, basic NLP techniques consisting of sentence segmentation, 

tokenization and POS tagging are applied to both source and suspicious 

documents respectively. In the second step, n-grams of POS tags of the 

sentences are created and then source sentences are indexed. In the third step, 

each suspicious sentence is searched in the index and candidate sentences 

found for that suspicious sentence are retrieved by a search engine. Finally, in 

the decision making step, it is investigated whether a suspicious sentence is 

plagiarized from its candidate. The plagiarism detection process was carried out 

by two methods: POSNG plagiarism detection (POSNGPD) and POSNGPD with 

semantic similarity (POSNGPD+SSBS). In order to detect semantic similarity, a word 

embedding learning technique called Word2Vec was implemented, which makes 

use of the semantic relatedness between words. 

 
The experiments are conducted with PAN-PC-11 corpus, which is created to 

evaluate of automatic plagiarism detection algorithms. The experiments are 

carried out with four types of paraphrasing levels addressed in PAN-PC-11: none 

or very few, low, high and simulated obfuscation. Various thresholds and 

parameter values are used in the experiments to evaluate the diversity of the 
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results. The performance of the proposed method is compared with the detectors 

in the 3rd International Plagiarism Detection Competition. Based on the 

experimental results shown in Table 6.2, the proposed method appears to 

produce very competitive results. POSNGPD+SSBS method achieved the best 

results in the low and high obfuscated paraphrasing types relative to the overall 

performance metric plagdet. The results also demonstrate that the recall 

performance of POSNGPD+SSBS method is the best in the low and high obfuscated 

paraphrasing types. In addition, the running times of the experiments carried out 

with this thesis were analyzed. When the results obtained are examined, it is 

evaluated that improvements should be made to reduce the time of the search 

processes that provide candidate sentences retrieval in the entire corpus. 

 

7.2. Future Work 

 
For future improvements, it is intended to add the cross-lingual plagiarism 

detection feature to the proposed method and extend it to test the cases of 

translation plagiarism in the PAN-PC-11 dataset. Thus, it will be possible to obtain 

an overall result in the entire corpus. Besides, new levels of plagiarism such as 

random and summary obfuscation, have been added to the PAN12-14 datasets. 

In this direction, it is aimed to evaluate the proposed method with different 

obfuscated strategies by using these datasets. 

 
According to the experimental results, although the best granularity performance 

was obtained in none obfuscation type, it was seen that the granularity 

performance of low and high obfuscation types showed unstable and average 

results. Therefore, it is aimed to improve the performance of the proposed method 

in terms of granularity metric, especially in low and high obfuscation types. In 

addition, it is aimed to implement other word embedding methods such as 

Doc2Vec, ELMo, BERT and fastText to evaluate the performance of the proposed 

method and compare the semantic similarity results with Word2Vec in future 

studies. 

 
In the proposed method, the words were used as they were in the corpus in their 

original form and lemmatization or stemming operations were not performed. For 

this reason, it is aimed to apply lemmatization and stemming techniques to the 
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preprocessing step in order to investigate the effect on the semantic similarity 

and whether the POS tag structure of the words has changed. However, it is 

planned to improve the sentence segmentation algorithm and to analyze the 

usage of different numbers of stop words on the performance. 

 

7.2.1. Improving Paraphrases 

 
The system proposed within the scope of this thesis has achieved the most 

successful results compared to PAN11 detectors in detecting high obfuscation 

plagiarism cases. Even as can be seen from the results in Table 6.2, the 

proposed method has achieved better results than other systems by far in overall 

plagdet and recall values. However, the plagdet value of artificial high cases was 

0.54 and the recall value was 0.43. This situation shows that it is very hard to 

identify high obfuscation cases in the corpus. When some artificial high cases are 

examined one by one, it is seen that there are complex obfuscated strategies and 

changes that even a person may have difficulty in understanding and detecting. 

 
For the future studies, it is aimed to improve the detection performance of these 

high obfuscated paraphrasing cases. In addition, as mentioned in Section 4.2.4.3, 

when there is active-passive voice conversion, the performance of the proposed 

method decreases in some cases because the syntactic structure of the 

sentences change. For the future improvements, it is aimed to deal with the 

situation related to this error analysis in detail and to improve the detection 

performance of the sentences with active-passive conversion. 

 

7.2.2. Plagiarism in Machine Translation 

 
The concept of machine translation is one of the developing fields in the recent 

years. Especially online translation tools are frequently used today. Due to the 

fact that the act of plagiarism is done in research works and articles written in 

different languages, studies on translation have started to be carried out. The 

number of studies on cross-lingual plagiarism detection is increasing day by day. 

Similar approaches are used with the mono-lingual plagiarism detection process 

in the detection of cross-lingual plagiarism. Documents written in a different 

language are translated into English or vice versa through various translation 
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libraries or applications. All subsequent operations are performed with algorithms 

in the mono-lingual plagiarism detection process. 

 
Unlike this approach, some word embedding technologies such as Word2Vec or 

Doc2Vec and vector-based methods are used without translation between 

languages. In this way, it is ensured that the words in the document are 

associated or replaced with the word in another language with the closest 

meaning to them. 

 
In the corpus used in this thesis, there are 471 German and 202 Spanish texts 

along with English texts. Since this thesis focuses on a mono-lingual plagiarism 

detection approach, documents related to translation plagiarism were excluded 

from the experiments. It is planned to add algorithms that will detect cross-lingual 

plagiarism to the proposed method for future studies. Thus, cross-lingual results 

and overall performance of the proposed method for the entire corpus can be 

obtained. 

 

7.3. Final Conclusion and Comments 

 
To conclude, plagiarism is a serious issue and all students and academic staff 

should be aware of plagiarism. Although automated plagiarism detection systems 

are used to identify plagiarism cases, these tools report the comparison results. 

Hence, definitive human judgment is still needed to decide whether it is truly 

plagiarism. 

 
No matter how advanced plagiarism detection programs are, it is considered that 

they will fail to detect some of the similarities on modified texts that are created 

manually or automatically by a computer program/artificial intelligence 

technology. In other words, it is thought that plagiarists will definitely find a way 

to circumvent automatic tools. 

 
On the other hand, it is considered that a detailed human examination can detect 

these similarities even in the most complicated cases. The importance of 

automatic plagiarism detection tools here is to scan very large data that a person 

will never have time to spare and present possible plagiarism candidates for 

human evaluation to make an absolute decision. Whatever plagiarists do, 
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automatic detection programs will try to catch them, and plagiarists will try to find 

new ways to evade them. 

 
Another issue of discussion is the necessity of explaining the working principles 

of plagiarism detection programs and the basic methods on which they are based. 

This issue can be evaluated in two ways for academic researches and 

commercial applications. In academic studies, it can be considered as a necessity 

to introduce the proposed method in detail in order to verify the reliability of the 

results obtained. Even the dataset and source codes may be required to fully 

verify the produced results. Otherwise, doubts about the reliability of the results 

cannot be removed. 

 
On the other hand, open source applications also provide public information 

about the developed algorithm, since the source codes can be accessed. 

However, this is not possible in commercial applications. Even if various key 

functions related to the features of these applications are described, their 

plagiarism detection algorithm cannot be completely known. The fact that the 

algorithm of commercial plagiarism detection programs is not fully known can be 

considered as a situation that should already happen. Otherwise, anyone who 

knows how this detection algorithm works would have easily made the changes 

they needed to fool the plagiarism tool. For this reason, while the introduction of 

a plagiarism detection system developed within the scope of a scientific study is 

seen as a necessity, on the contrary, it is considered a necessity to keep the 

working principle of a commercial program. 

 
However, with the development of machine learning technology, it is considered 

that the algorithms of plagiarism detection tools and basic software engineering 

mechanisms will be in the background. It is foreseen that the steps in the 

plagiarism detection process, such as intensive text processing, retrieving 

candidates or detailed analysis, will be carried out by machine learning. Hence, 

the detection algorithm will be a small part of the whole detection process in the 

form of a black box. 
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