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Bu çalışma, kılcal damarlarda farklı reolojik kan akışı modellerinin 

uygulanmasının etkisini özetlemektedir. İnsan kan akışının evrensel olarak kabul edilmiş 

tek bir hesaplama modeli olmadığı için farklı yaklaşımlar araştırılmaktadır. Bu çalışmada, 

bir kapiler segmentin üç boyutlu eş odaklı mikroskop görüntüsü ANSYS Fluent 

kullanılarak modellenecek ve analiz edilecektir. Üç farklı model incelenmiştir: Newton 

modeli, Newton olmayan Carreau modeli ve ampirik ilişki. İlk model, segment boyunca 

sabit bir viskoziteye sahiptir. İkinci model, Carreau modeli kullanılarak kanın kesme 

incelmesi davranışını açıklamıştır. Son model de ise, kanın bağıl görünür viskozitesini 

tüp çapı ve kan hematokritiyle ilişkilendiren ampirik bir ilişkidir. 

 

3D, sabit, laminer, tek fazlı Newtonian ve Newtonian olmayan akış modelleri, 

mikro damar segmenti boyunca kan akışını araştırmak için kullanılmıştır. Simülasyon 
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sonuçları, yukarıda bahsedilen modelleme yaklaşımlarını kullanmanın sonuçlarını 

anlamak için değerlendirilmiştir. 

 

Modeller arasında gözle görülür bir fark sergilediği için basınç düşüşünün en 

önemli sonuç olduğu bulunmuştur. Öte yandan, modelin değiştirilmesinin hız ve girdap 

sonuçları üzerinde küçük bir etkisi vardır. Ayrıca hematokrit değerinin küçük bir 

yüzdeyle bile artırılmasının basınç düşüşünde gözle görülür bir artışa yol açtığı da fark 

edilmiştir. 

 

Anahtar Kelimeler: Hesaplamalı Akışkanlar Dinamiği, kan reolojisi, Newton 

tipi akışkanlar, Newton tipi olmayan akışkan, kılcal damar, mikrosirkülasyon. 
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ABSTRACT 

 

 

INVESTIGATING THE EFFECT OF DIFFERENT RHEOLOGICAL  

MODELS ON THE BLOOD FLOW IN CAPILLARY SEGMENTS 

 

 

Masah Omar Mustafa ABUBAKER 

 

 

Master’s Degree, Department of Mechanical Engineering 

Supervisor: Assoc. Prof. Dr. Özgür Ekici 

Co-Supervisor: Assoc. Prof. Dr. Şefik Evren Erdener 

December 2021, 89 pages 

 

This study outlines the effect of applying different rheological blood flow models 

in capillaries. As there is no single, universally accepted computational model of the 

human blood flow, different approaches are investigated.  

 

In this work, three-dimensional confocal microscopy image of a capillary segment 

will be modeled and analyzed using ANSYS Fluent. Three different models were 

investigated: Newtonian model, a non-Newtonian Carreau model and an empirical 

relation. The first model had a constant viscosity throughout the segment. The second 

model accounted for the shear thinning behavior of blood using the Carreau model. The 

last model was an empirical relation that relates the relative apparent viscosity of the 

blood to the tube diameter and the blood hematocrit.  

 

The 3D, steady, laminar, single-phase Newtonian and non-Newtonian flow 

models are used to investigate the blood flow through the micro-vessel segment.  The 
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simulation results are evaluated to understand the outcomes of using the aforementioned 

modeling approaches. 

 

It has been found that the pressure drop was the foremost result as it exhibits a 

noticeable difference between the models. On the other hand, changing the model has a 

minor impact on the results of the velocity and vorticity. It was also noticed that increasing 

the hematocrit value, even by a small percentage, leads to a noticeable increase in the 

pressure drop.  

 

 

Keywords: Computational fluid dynamics, blood rheology, Newtonian fluid, 

non-Newtonian fluid, capillary, microcirculation. 
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1. INTRODUCTION 

 

The circulatory system plays a plethora of important roles in sustaining life. These 

roles include but are not limited to, (i) distributing oxygen and nutrients to the tissues, (ii) 

removing metabolic byproducts, (iii) limiting the spread of infections and protecting 

against potential diseases, (iv) stabilizing the blood pH level, (v) regulating the body 

temperature, (vi) controlling the distribution of fluids, (vii) minimizing blood loss during 

injuries, (viii) contributing to tissue growth and blood vessel maintenance, etc [1]–[3].  

 

The importance of hematology and the study of blood diseases cannot be 

overstated. Hematologists have made many poignant contributions to the health 

ecosystem [4]. Recent developments in hematology have been able to shed some light on 

new knowledge regarding bone disease, certain types of cancer, and other conditions. 

Hematology also has an indispensable role in diagnosing and treating infectious diseases 

[5], [6]. The ongoing COVID-19 pandemic has been instrumental in accentuating the 

essence of clinical hematology laboratories. These laboratories have opened up the 

possibility of diagnosing the infection, providing a prognosis of the course of the disease, 

and carefully outlining the adequate response to the treatment [7]. 

 

Developments in the rheological models shed light on the change of rheological 

properties of the blood and its components, particularly that due to pathological 

disturbances, which might be the main reason behind many cardiovascular-related 

disorders. Hence, being able to model and predict the rheological response of blood is of 

a great importance in understanding, diagnosing and treating these disorders [8].  

 

This study investigates the effect of applying different rheological models on the 

blood flow in a capillary segment. 3D confocal microscopy images of capillary segments 

were obtained in collaboration with the Institute of Neurological Sciences and Psychiatry. 

The aforementioned images were processed using ANSYS 18.2 before being used in the 

simulations.  
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Computational fluid dynamics (CFD) is a vital discipline in developing and 

optimizing designs through computational simulations. That notwithstanding, its 

application in the biomedical field is only in the infancy stage. This is due to the 

complexity of human anatomy and fluid behavior. However, CFD has proven to be an 

indispensable tool in understanding the flow of blood in the human body. In addition, 

numerical simulation using CFD has also proven to be a useful tool in understanding flow 

physics, guiding experimental work, and interpreting available experimental data. The 

CFD software, Fluent, which was used in this study, is one of the most extensively used 

software. Its ability to solve the widest range of problems made it ideal for this research. 

Furthermore, the processing and post-processing tools provided by the ANSYS Fluent 

commercial package have the potential to help to describe and analyze the flow in the 

fluid domain.  

 

In recent years, reams of published articles explored mathematical and 

computational models of blood flow; however, few of them validated or compared the 

results of the suggested models with a real flow. It should be noted that the majority of 

these articles investigated the macroscale flow. Thus, there is a need for accurate models 

of blood rheology to understand microcirculation.  

 

Different models are used to investigate the effects of employing different 

rheological models on the capillary blood flow. Numerous results of published articles 

investigating rheological models were compared and analyzed. In the end, 3 different 

rheological models of blood flow in capillaries are chosen to be applied in this study. The 

3D, steady, laminar, single-phase, Newtonian/non-Newtonian models are used to 

investigate the blood flow through the micro-vessel segment. 

 

The capillary segment used in this study has a unique structure. To the best of the 

author’s knowledge there has not been any segment used the literature with such an 

accurate illustration of the deviations present along the segment. Most of the published 

articles investigated the flow in cylinderical tubes or a rough approximation of the 

structure of the vessels. 
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The sections of the study are as follows; after the introductory chapter, the 

literature review is compiled in Chapter 2. The theory, modeling, and methodology are 

presented in Chapter 3. The chapter also contains the governing equations of the 

numerical solution, as well as, details about the geometry, mesh, and the proposed 

models. Chapter 4 states and compares the results of the simulations. Finally, the last 

chapter evaluates and summarizes the findings of the research. 
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2. LITERATURE REVIEW  

 

2.1. Importance of Blood and Its Properties 

Blood plays a major role in the overall health of the human body. This is 

predicated on the fact that it is the liquid medium responsible for carrying and sustaining 

the most basic elements of life [9]. For centuries, physicians have been certain of its 

importance to overall health. Many cultures hold the belief that blood is a symbol of both 

life and death.  

 

Chinese physicians were known of being able to diagnose over 20 diseases and 

syndromes in various organs of the body by just examining one’s pulse [10], [11]. 

According to Chinese medicine, the proper circulation of the blood depends on the 

temperature of the body, smoothness of the vessels, and interaction between the liver, 

spleen, heart, and lungs [12]. Over the last few hundred years, curiosity-driven research 

has been behind the development in hematology [5].  

 

Blood plays an important role in nutrition, respiration, waste removal, internal 

communication, thermoregulation, and balance of water and acid in the human body [13]. 

The volume of the blood of a healthy adult ranges from 4 to 6 liters, which makes up 

about 7% of the body weight. Around 13% of that volume is found in the arteries, while 

nearly 7% is in the capillaries [8], [14].  

 

2.2 Blood Vessels and Circulation of Blood 

Blood vessels are a key component of the circulatory system. They play a major 

role in tissue morphogenesis, organ development, inflammation, wound healing, barrier 

formation, and elements transportation. Furthermore, understanding the structure and 

pathological alteration of the blood vessel plays a key role in understanding pathogenesis 

[15]. There are three main types of vessels; arteries, capillaries, and veins. The structure 

of these vessels varies depending on their position in the cardiovascular system [14].  
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Arteries and arterioles have thick walls and elastic fibers that help withstanding 

the high blood pressure. They are covered by smooth ring-shaped muscles that contract 

and relax to regulate the flow of the blood [16]. The regulation of blood flow input into 

the capillaries occur particularly at the level of precapillary; arterioles [17]. This input is 

distributed in an interwoven dense network of capillaries to match the needs of neurons 

and glia in the central nervous system (CNS). In CNS, capillaries possess a blood-brain 

barrier that tightly regulate the transportation of molecules between blood and 

parenchyma [18]. This barrier is composed of endothelial cells, basal lamina and 

surrounding astrocyte endfeet. The endothelial cells of this barrier are unique. They are 

continuously interconnected with tight junctions that limit the paracellular flux [18]. On 

the abluminal surface of endothelial cells, embedded in the basement membrane, 

pericytes with contractile capabilities are located [19]. Internal luminal surface of 

endothelial cells is coated with a glycoprotein layer, called glycocalyx that has important 

regulatory roles in capillary physiology [20]. This glycocalyx layer can cause a substantial 

increase in microvascular flow resistance, especially at low velocities [21]. All these 

elements make the capillaries very different from simple tubes, with highly dynamic 

constrictions, dilations and irregularities along the route. Further complicating the system.  

 

Secomb et al. (2001) stated that an increasing flow velocity is accompanied by a 

decreased flow resistance and an increasing Fåhraeus effect. The increasing flow velocity 

also affects the shape of the RBCs in capillaries [22]. The pressure gradient along the 

vessels provides the force needed to overcome the resistance to the blood flow [23]. The 

flow in the arteries faces high resistance that helps control the blood pressure and 

decreases the downstream flow to the capillaries. As the blood flows through the 

arterioles, it faces a resistance and pressure drop in the vascular system [16].  It is worth 

noting that the capillary bed in the brain microcirculation is the site of largest 

hemodynamic resistance [24]. Although the flow in capillaries faces the highest pressure 

gradient, it only accounts for a small fraction of the total pressure drop in the circulatory 

system due to the short length of the capillaries [25].  
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The cycle of the blood continues as the capillaries merge into venules and then 

into veins that carry the blood back to the heart. The blood pressure at the entrance of the 

venules is very low compared to that at the entrance of arterioles. Since there is no need 

for the vessel walls to withstand high pressures, the venules and veins have thin walls. 

This is crucial to overcome the low pressure as well as the gravity effects to allow the 

return of the blood back to the heart. 

 

Blood flow faces a lower pressure drop as it passes through the venules and veins 

due to their low resistance to the flow [16]. The vessels in the venous system have large 

diameters that facilitate the movement of the sluggish flow with low pressure drop. While 

the average blood pressure drops, the velocity of the blood increases as it enters the veins. 

Veins have skeletal muscle pumps and one-way valves to permit a unidirectional flow 

[26]. A small change in the pressure of the venous system, which contains up to 70% of 

the circulating blood, can mobilize the stored blood [16]. 

 

The blood traveling through the circulatory system flows through various types of 

vessels with changing diameters that affect the physical characteristics of the blood. Thus, 

different parts of the circulatory system require different flow modeling approaches to 

obtain a satisfactory result. For example, the blood can be modeled as a Newtonian fluid 

in large arteries. This is considered a good approximation, especially at high shear rates. 

However, it is not an accurate approach when dealing with the blood flow in small vessels 

[27], [28]. 

 

2.3 Properties of the Blood and Its Components 

Viscosity represents the internal resistance of the blood to flow. This resistance is 

due to the frictional force between the layers that move relative to each other. As the 

blood flows through the vessel, the layers within the vessel move at different velocities. 

The fluid in direct contact with the wall assumes a zero relative velocity due to the no-

slip condition [23].  
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Due to the shear force between the layers, the layer near the wall slows down the 

adjacent layer, which slows down the next layer, and so on. This phenomenon is 

responsible for the development of the velocity profile [29]. 

 

Blood is a shear-thinning fluid. This means that its viscosity decreases 

exponentially with increasing shear rates. Although cardiovascular specialists consider 

blood viscosity with values 3.5-5.5 cP to be normal, the viscosity of the blood cannot be 

characterized by a single value [30], [31]. Instead, it should be expressed as a function of 

shear rate, that depends on the rheological properties of the RBC that are affected mainly 

by the diameter of the vessel and the flow rate [31]. Blood may possess a viscosity of 5-

6 cP at a shear rate of 200 s–1, however, this viscosity may increase up to 60 cP at a shear 

rate of 0.1 s–1. This is one of the reasons behind the fluctuating values of viscosity in 

circulatory system where the shear rate may vary from a few s–1 to over 1000 s–1 [30]. 

 

Blood has thixotropic and viscoelastic properties that affect the local 

hemodynamics. Both the blood and the walls of the vessels exhibit a viscoelastic behavior 

in a way that an elastic and viscous component transmits the stored and dissipated 

mechanical energy through the system [32]. While some papers model the wall vessels as 

an elastic wall many considered it to be rigid to simplify the solution.  

Eslami et al. (2020) examined the effect of the elasticity of the wall in the coronary 

arteries using hemodynamic numerical simulation. The paper showed that there is no 

difference between wall elasticity and rigid wall in the time average wall shear stress [33]. 

 

A thixotropic fluid has a time-dependent shear-thinning property. Where the 

viscosity of the blood is affected by the history of motion for a given shear/flow rate, the 

viscosity usually decreases with time [34]. The yield stress of blood ranges from 0.002 to 

0.40 dynes/cm2 depending on the rheometer and the experimental method used to measure 

it [13]. The yield stress is not constant through the circulatory system. It could be 

considered as a function of time as it depends on the thixotropy. The density of the blood 

is about 1050 kg/m3, while its pH range is around 7.35-7.45 [8], [14].  
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The viscosity of the blood, which is typically 0.0035 Ns/m2, can go up to 50 times 

higher when sickled cells are present [8], [35]. It could also be lower than the normal 

value for patients with severe anemia. The presence of sickled cells decreases the oxygen 

in the blood, increases the amount of oxygen transported from RBCs to the tissues, slows 

down the blood flow, and decreases the flow to the capillary. That is why modeling a 

healthy blood flow differs from the flow with sickled blood cells. The viscosity of the 

blood also depends on the hematocrit value, the viscosity of the plasma, and the 

mechanical properties of the RBCs [30]. Hematocrit (Ht) is the percentage of RBCs in the 

blood.  The Ht range is not a constant value; it ranges over an interval. The normal Ht 

ratio for a healthy human is 42-54% for men and 36-48% for women [36]. An increase in 

the hematocrit value can lead to an increase in the blood viscosity at all the shear rates 

[31]. 

 

Formed elements constitute 40-45% of the blood. These formed elements are cells 

and cell fragments with definite structures enclosed in a membrane suspended in the 

plasma [16]. They include platelets, white blood cells (WBCs), and red blood cells 

(RBCs). Platelets are responsible for clotting to stop bleeding, while WBCs are 

responsible for immune responses. RBCs are mainly responsible for the transportation of 

O2 and CO2 in the blood [37]. Most of the cellular components in the blood have a brief 

lifespan as billions of these cells die every day. Thus, the continued production of formed 

elements in the bone marrow is vital for human survival [38]. 

 

A range of 45-60% of the volume of the blood consists of plasma; a medium in 

which the cellular components of the blood are suspended. Plasma is a clear, straw-

colored liquid composed of about 90% water with over 100 different dissolved solutes 

including proteins. These proteins have a high molecular weight which prevents them 

from passing through the capillary walls. Plasma distinguishes the blood from the other 

connective tissues by enabling the elements to circulate throughout the body [38]. It acts 

as a lubrication layer between the blood cells and the vessel wall [39]. Plasma can be 

considered as a Newtonian fluid, however, the blood as a whole is mainly accounted for 

as having a non-Newtonian behavior particularly at low shear rates [38]. Many of the 

researches that were conducted over the past two decades modeled the blood as a 
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Newtonian fluid. However, in small vessels, the non-Newtonian effects are dominant. 

Hence, the blood is considered to be non-Newtonian [40], [41]. 

 

Red blood cells, also known as erythrocytes, are the densest cellular component 

of the blood. They account for around 95% of the formed elements and have the highest 

effect on the mechanical properties of blood [38]. Human RBCs have a basic biconcave-

disk shape with a diameter of ∼8 μm. In capillaries with diameters between 3 and 13 μm, 

RBCs can easily be deformed into a parachute-like shape due to external forces [42]. The 

shape RBCs take within the capillaries depends on several factors including the velocity 

of the flow, vessel diameter, cell geometry, RBC membrane characteristics, cytoplasmic 

composition, pressure gradient, and internal viscosity [31], [43]–[45]. At high shear rates, 

RBCs are deformed in a way that forces the cells to align parallel with laminar flow 

streamlines. This causes a decrease in the viscosity of the blood and the internal resistance 

of blood to flow. At low flow rates, RBCs lose their parallel alignment with the flow 

streamlines [31], [34]. In this case, RBCs take a biconcave disk shape that tends to form 

aggregates which leads to an exponential increase in the viscosity [46].  

 
 

Deformability is a vital feature that enables RBCs to travel through even the 

smallest capillaries [44]. RBCs can pass constrictions or small capillaries with apertures 

much smaller than the size of their cross-section [47]. In the smallest capillaries, RBCs 

flow in a single file (bolus flow). The bolus flow is not very stable at D = 8 μm. In fact, 

the RBCs may show some clustering in the capillaries under this condition. As the vessel 

diameter increases to D=10 μm, RBCs display a more stable single-file motion. However, 

when the vessel diameter is further increased to D=12μm, a hematocrit-dependent 

transition from single-file to multi-file flow is observed. In this case, single-file and multi-

file motions may coexist [48], [49]. In a large vessel, the deformable RBCs are 

concentrated near the axis of the vessels, while platelets and WBCs are near the wall [50].  
 

The cellular elements of the blood interact with each other and with the vessel 

wall. RBCs prompt the radial motion of the WBCs toward the wall. The migration of 

WBCs is affected by the shape of the RBCs. Flat RBCs can easily aggregate and form a 

shape of rouleaux under low shear conditions [51]. This provides the WBCs with 
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sufficient force to start rolling on the endothelium. The net force applied to the bouncing 

WBCs fluctuates from positive to negative as they roll on the wall of the vessel.   

 

The rouleaux formation is a reversible low-energy process. RBCs that aggregate 

to form the rouleaux may disaggregate at regions with high shear rates such as arteries 

[31], [51]. A rouleaux with ellipsoidal RBCs, on the other hand, applies lower force on 

the WBCs. This is because RBCs are inclined to roll against one another, thus the 

rouleaux dissociates faster. At a low shear rate, another problem arises in vessels due to 

the non-homogeneous distribution of RBCs. Phase separation and particle migration near 

the boundaries are higher in capillaries compared to the larger blood vessels. Therefore, 

to find the true viscosity of the blood, a data reduction process must be performed unless 

a constitutive model of the blood is priory made. On the other hand, the viscosity at a 

higher shear rate is practically constant [13]. The difficulty in finding some measurements 

in capillaries might be the reason behind the low number of papers published that relate 

modeling at microscale compared to the macroscale blood flow.  

 

2.4 Microfluidics 

Microfluidics is a science that handles and analyzes the behavior of fluids at the 

micrometer scale [52]. Due to the small size of the system in question, the behavior of the 

fluid differs from the conventional flow [53]. This field caught the attention of many 

researchers after the end of the cold war [54]. Microfluidic systems were designed and 

used to detect biological and chemical threats. Microfluidics was also considered a 

promising technology in the 3-billion-dollar Human Genome Project, where there was a 

need for systems with high sensitivity and resolution [55], [56].  

 

Over the past two decades, there has been significant progress in the field of 

microfluidics [55]. This progress led to the creation of many devices with smaller 

volumes, shorter reaction times, high sensitivity, and the possibility of parallel operation 

[52], [54]. There have been many devices manufactured that were capable of 

outperforming their normal-sized versions. This is due to the different forces that 

dominate at the microscale [55]. Although gravity may be one of the dominant forces at 
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the macroscale, it has a lower effect at the microscale when compared to diffusion, surface 

tension, and the resistance of the fluid.  It is also important to note that due to the small 

size of channels at this scale, the flow is almost always laminar. This means that the 

streamlines adjacent to each other will not mix except by diffusion [52], [55]. The mixing 

takes place between two streams transverse to the direction of flow. Utilization of this 

characteristic resulted in the creation of many devices including blood diagnostics, 

microfluidic circuit boards, in-channel microfabrication, and DNA analysis devices, just 

to name a few [57]. 

 

Reynolds number is a dimensionless quantity that correlates the ratio of the inertia 

forces to the viscous forces. At low values, the flow is considered laminar. Inertia force 

is considered trivial and the flow is controlled almost entirely by the viscous force and 

pressure [27]. As the value increases, the flow undergoes a transition from laminar 

to turbulent [58]. Blood flow for a healthy human is normally considered laminar. 

However, it may have high-frequency fluctuations that indicate turbulence. Blood is a 

suspension of mainly RBCs. The concentration and size of the RBCs appear to hinder the 

formation of eddies [59]. However, some diseases may affect the nature of the flow. For 

example, high blood pressure causes an increase in velocity which increases Reynolds 

Number thus increasing the chances of turbulent flow [60]. Other factors that may affect 

the nature of the flow include dynamical relaxation parameters, diffusion, and perfusion 

[59].  

 

2.5 Blood Rheology 

The development of new techniques used to study the behavior of blood flow has 

led to many advancements in blood rheology [61]. Rheology is the study of the 

deformation and flow of matter due to the forces applied [62], [63]. Hemorheology, on 

the other hand, is the application of the science of rheology to the blood and its 

components. Hemorheology of the blood is affected by the alterations of hematocrit ratio, 

cytoplasmic viscosity, plasma protein composition, vascular properties, RBC properties, 

etc [61].  

 

https://www.sciencedirect.com/topics/engineering/microfabrication
https://en.wikipedia.org/wiki/Turbulence
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Abnormalities in hemorheology indicate inadequate circulatory function of the 

system. There are many pathologies of hematological origin; some of these include 

thalassemia, leukemia, and anemia. Other hemorheological deviations may increase the 

risk of hypertension, diabetes, or even strokes. Consequently, understanding the various 

alterations of hemorheological parameters of the blood provides an insight to the 

underlying condition [38], [61]. 

 

Fluids may be classified under two main groups; Newtonian and non-Newtonian. 

Newtonian fluids have a constant viscosity which is independent of the shear rate. The 

shear rate of the Newtonian fluids is directly proportional to the shear stress, and its 

viscosity is only dependent on temperature [64]. On the other hand, the viscosity of the 

non-Newtonian fluid is dependent on the variations in shear rate or deformation history.  

Blood demonstrates a non-Newtonian shear-thinning behavior. This means that its 

apparent viscosity decreases as the shear rate of the blood increases [61]. 

 

In the circulatory system, the interactions between the cells and the wall play a 

significant role in the flow. Since the blood cells are not uniformly distributed, there has 

been a need for a type of measurement that would account for the effects of the rheological 

properties. Therefore, the apparent viscosity is used to represent the resistance to the flow, 

while accounting for the interaction of the blood components and the boundaries of the 

flow [27], [65].  

 

Up till now, there is no universally used viscous model for the blood [66]. Some 

constitutive models for the non-Newtonian blood have been found. The Power-Law, 

Casson, Herschel-Bulkley, and Carreau-Yasuda are some of the models that show the 

shear-rate dependency of the viscosity [62]. Carreau has been chosen by many researchers 

for its accuracy compared to the other methods, as it gives one of the best approximations 

to the empirically measured blood viscosity compared to the previously mentioned non-

Newtonian models. 
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2.6 CFD and Previous Studies  

Over the years, CFD proved to be an indispensable tool in understanding the 

human body’s fluid flow, particularly the blood flow and its rheological properties. 

According to rheologists, blood can be considered as a solid-liquid suspension or a 

multiphase liquid.  

 

The choice of the approach to be used to model the flow of blood in the capillary 

depends on the complexity of the application. Chen et al. (2021) compared the single-

phase and multiphase flow of cavopulmonary connection structures to evaluate the 

hemolysis risk. The multiphase flow simulation was able to display the mechanical 

behavior of RBCs and WBCs. The researchers found that the impact shear stress in the 

complex multiphase flow was smaller relative to that of the single-phase [67]. 

  

Fedosov et al. (2010) modeled the blood as a suspension of RBCs in microvessels 

of 10-40 µm in diameter. He used the dissipative particle dynamics method to model the 

blood flow with Ht ratio that ranges from 0.15 to 0.45. The paper explained that an 

increase in Ht values results in an increase in the blood’s resistance to flow, as well as, 

the bluntness of the velocity profiles [68].  

 

Botkin et al. (2019) proposed a formula for the resistance of the blood flow 

accounting for the hematocrit level. These researchers modeled the blood flow in a 

computer-generated microvessel network. The diameters of the vessels were below 10 

µm. In the study, two approaches were used to mathematically model the RBCs motion. 

The first approach was of a two-phase continuum blood flow. A high viscosity was 

assigned to the RBCs that travel through the center of the vessel as a continuum flow. 

Conversely, the plasma had a much lower viscosity, as it surrounds the RBCs near the 

wall. The other approach was a discrete model of the blood flow where a single file of 

RBCs flows, and the effect of each RBC is considered. In this model, the plasma fills the 

spaces between the RBCs, in addition to the space between the wall and the RBCs [39]. 
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Some of the numerical methods that were used to capture the behavior of RBCs 

include; the boundary element method (BEM), direct numerical simulations (DNS), and 

lattice Boltzmann method (LBM). In BEM, the mesh is generated on a 2D surface, even 

though the flow is 3D; hence, the total number of meshes is lower than that in the other 

methods. It is considered a good tool in the analyses of blood flow with moving 

boundaries. Cristini and Casab (2003) used adaptive meshing techniques to analyze the 

motion of RBCs at the microscale level [69]. LBM is also a numerical method used in 

CFD where the working fluid is represented by an assembly of virtual particles. This 

enables the modeling of a multiphase flow (i.e. blood flow) by introducing particular 

forces among the virtual particles that represent the RBCs. Some of the research that used 

LBM considered the blood to be Newtonian fluid [70], [71]. Others, however, modeled it 

as a three-phase non-Newtonian fluid [72]. 

 

Direct numerical simulations (DNS) is another numerical method used in 

modeling a multiphase blood flow. It is the most accurate approach used in simulating 

turbulent flows [73]. Although it is in its infancy, DNS has been considered an effective 

tool in examining complex multiphase flows. It can be used with laminar and turbulent 

flow applications. However, it is considered a very expensive method. This is because the 

computational capacity it requires predates that of conventional computers. The first DNS 

of a 3D cellular-scale blood flow in realistic microvascular networks was conducted in 

2017 [74]. The unsteady flow was computed for a system small enough to enable the full 

solution of the application yet, not too large to capture trivial scale interactions [75].  

 

The finite element method (FEM) is used to solve partial differential equations 

representing conservation laws by subdividing the domain into elements that form a grid. 

This method is usually used in the structural analysis of solids. It can be applied to fluids, 

but the model must be carefully formulated to ensure a conservative solution [76]. FEM 

is more stable than the finite volume method [77]; nevertheless, it may require more 

memory and provide a slower solution compared to FVM. Most of the research that was 

conducted using FEM modeled the blood as a Newtonian fluid [78]–[80]. Weddell et al. 

(2015) investigated the differences in the wall shear stress between non-Newtonian and 

Newtonian models [63]. While Mubita et al. (2014) used a multiphase non-Newtonian 

FEM model [81].  
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The finite volume method (FVM) is a widely used numerical approach in flow 

simulations. In this method, the governing equations are integrated over a volume or cell 

assuming a piecewise linear variation of the dependent variables (u, v, w, ꝭ, T). The 

piecewise linear variation determines both the accuracy and the complexity of the solution 

[82]. The flux through the control volume in FVM is conserved making it a preferred 

method in CFD. This method can be used in various problems, including high Reynolds 

number turbulent flows, due to its advantageous memory usage and speed [83]. This made 

FVM a suitable choice for several fluid flow applications involving mass and heat transfer 

[83] .  

 

Shibeshi and Collins (2005) investigated the hemodynamics of the blood flow 

using: Casson, Carreau and the power law models. Carreau model had the highest 

viscosity at all shear ranges. The power law model faced its lowest viscosity at a high 

shear rate while the Newtonian model faced it at a low one. At high shear rates, the 

Carreau model results coincided with the results of the Newtonian and Casson model. 

Yet, at low shear rates, the results coincided with that of the power law. It is also 

noteworthy to mention that Carreau model produced the smallest vortices while the 

Newtonian model produced the largest [84].  

 

Many numerical approaches could be used to model blood flow. Choosing the 

right approach is important for an accurate and realistic simulation. Many researchers 

used a two-phase flow simulation of the blood vessels, taking into consideration the effect 

of RBCs and plasma. Some others opted to investigate the modeling of a three-phase flow 

simulation [67], [72], [81]. However, in this study, we are trying to investigate different 

models that will allow a reliable prediction of the blood flow without the need to simulate 

the motion of individual RBCs. 
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3. THEORY, MODELLING AND METHODOLOGY 

 

In this chapter, different approaches are introduced to investigate the blood flow in a 

capillary segment. ANSYS Fluent is used in the computational process. Details of the 

computational processes including; domain, mesh, governing equations, boundary 

conditions, assumptions, etc. are available in this section. 

    

The FVM is considered a powerful tool in modelling single-phase blood flow, 

especially in macrocirculation. However, there are a few limitations in analyzing 

multiphysics problems with moving boundaries especially at the microscale blood flow. 

Thus, in order to simplify the model the walls of the vessels are assumed to be rigid.  

 

There are numerous mathematical models and engineering correlations that may be 

used to describe the movement of fluids. Nevertheless, there are two main conservation 

equations that FLUENT solves for every flow simulation; mass Eq. 1 and momentum Eq. 2 

[85].  

 

 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

= 0 
(1) 

 𝜕𝜕𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕

+ 𝜕𝜕𝜕𝜕𝑢𝑢𝑖𝑖𝑢𝑢𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

= 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

 �𝜇𝜇 �𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

+ 𝜕𝜕𝑢𝑢𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖
��        (2) 

 

The principles of mass and momentum conservation govern the motion of a fluid. The 

mass continuity equation, which is the differential form of the mass conservation, states that 

a region will conserve its mass in the absence of mass sources and sinks [86]. The momentum 

equation, on the other hand, states that the sum of the surface forces acting on an element of 

fluid is equal to the acceleration or rate of change of momentum [87].  
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In our simulations the flow is incompressible thus the density is constant. 

Accordingly, the mass and momentum conservation equations can be rewritten as follows: 

 

 𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

= 0                         (3) 

 𝜕𝜕 𝜕𝜕𝑢𝑢𝑖𝑖𝑢𝑢𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

= 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

 �𝜇𝜇 �𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

+ 𝜕𝜕𝑢𝑢𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖
��        (4) 

 

 

Three different modelling approaches were elected to be applied to the three-

dimensional confocal microscopy images. However, before applying the various models 

to the segment, investigation of a recent two-phase flow study was made. This was 

performed to enable the comparison of the results obtained from a single-phase flow with 

those from the published article. The model of the recent study was applied to circular 

microchannels of various lengths and diameters. 

 

The work published by Windes et al. in 2016 [88] was taken as a reference to 

investigate the difference that could arise from using a one-phase blood flow in the 

capillaries. Windes et al., [88] used standard second-order FVM to model the 

incompressible human blood flow through a cylinder. The three-dimensional, two-phase 

CFD model was composed of 3-7 RBCs placed in plasma. A relatively constant pressure 

drop across RBCs was observed. The results of viscosity and hematocrit of the model 

were compared with experimental data. The two-phase capillary flow model was 

validated for 5–10 μm diameters, 0.1-5 mm/s average flow velocities and up to 0.45 

discharge hematocrits which is very similar to our simulations.  

 

Equation 5 was used to find the relative apparent viscosity μrel (the ratio of 

apparent viscosity to suspending medium viscosity). Five different cylinders with varying 

length were modelled Fig.3.1. The length of the cylinders were chosen to resemble those 

of Windes et al. [88].  
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Figure 3. 1: Five different cylinders with 6, 7, 8 and 9 µm in diameters and varying 

lengths that resemble the geometries in Windes et al. [88]. 

 

The flow setting of the 3D microchannel blood flow included; no slip boundary 

condition and constant viscosity obtained from Eq. 5. The inlet boundary condition of the 

laminar flow had a fully-developed parabolic velocity profile set normal to the inflow 

velocity. The average inlet velocity was 0.5 mm/s and the vessel walls were assumed to 

be rigid. The outlet boundary condition was set to be zero gauge pressure. Outflow was 

also set as the outlet boundary condition in order to compare the results of the different 

exits. The density was set to 1050 kg/m3 and the convergence criterion was chosen to be 

10-6.  

 

 μ𝑒𝑒𝑒𝑒𝑒𝑒 =  𝛥𝛥𝛥𝛥
𝑙𝑙

𝜋𝜋𝐷𝐷4

128𝑄𝑄
                         (5) 

 

In the aforementioned simulations, an additional length was added to all the 

geometries to create a fully-developed parabolic velocity profile at the inlet. Although in 

a realistic model of the blood flow the velocity will not be fully developed due to the 

irregular shape of the vessels and the pulsatile nature of the flow. Yet, Windes et al. [88] 

used fully-developed velocity profile as an inlet boundary condition of the cylinder. In 

order to enable an accurate comparison, identical inlet boundary conditions were 

implemented in the cylinders’ simulations. Since the flow is assumed to be steady and 

fully developed at the inlet, there will be no acceleration through our region of interest. 
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It is well-known that the pressure drop in the fully-developed region is lower than 

that in the developing region. This is mainly because the wall shear stress is at its highest 

at the hydraulic entrance region. It decreases gradually until it reaches to the fully 

developed region value. At the fully developed region, the shear stress becomes a linear 

function of the radial coordinate and remains constant along the flow direction [29], [89].  

 

3.1 Capillary Segment  

Three-Dimensional confocal microscopy images of capillary segments were 

obtained in collaboration with the Institute of Neurological Sciences and Psychiatry. The 

confocal microscopy image, also known as confocal laser scanning microscopy 

(CLSM), was used in the 20th century to overcome the limitation of acquiring the 

subsurface image of turbid samples at a microscopic scale. Later on this technology was 

used on a wider range of applications [90].  

 

Methanol-fixed retina, obtained from Swiss-Albino mouse samples, was used for 

the acquisition of the capillary segment images. These images were already available for 

another project. The procedure to obtain the images was approved by the Hacettepe 

University Animal Experimentation Local Ethics Board, App. No. 2018/20. There has 

not been any additional test carried out for the current study. Hence no additional 

procedural approval was required. 

 

Capillary endothelial lining was labeled by incubating the whole-mount retina in 

fluorescein-conjugated tomato lectin (1:200 concentration) at +4 °C overnight. The 

samples were then washed in phosphate buffered saline (PBS), embedded in glycerol with 

Hoechst 33258 solution, and cover-slipped for imaging.  

 

The process of taking the images was performed with a Leica SP8 laser scanning 

confocal microscope. Fluorescence was caught in the images with laser excitation at 

405nm and 488 nm for Hoechst and fluorescein, respectively. A 63X oil immersion 

objective (NA: 1.4) was also used. A 40x40 µm image of the capillary segment with 

512x512 pixels was obtained.  
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This image was obtained for a Z-stack of 11 µm with 0.3 µm Z-steps. Afterwards, 

it was converted to an isotropic Z-stack of 0.08 µm pixel resolution. The segment was 

then used for manual segmentation of the capillary lumen in Slicer3D software. In this 

process the endothelial lining was used as an outline. The segmentation was then exported 

in .stl format for further processing. 

 

The .stl format segment obtained from Institute of Neurological Sciences and 

Psychiatry was processed using SpaceClaim before being used in the simulation. The 

segment with the unique structure displays the smallest deviations along the segment 

including the contractions and expansions. The 3D confocal microscopy of the segment 

had millions of sharp-edged facets that made it difficult to be handled using ANSYS 

Fig.3. 2a. Thus, there was a need to smoothen the geometry. This was accomplished by 

merging the facets along the segment. The edges of the inlet and outlet were first cut to 

straighten the inlet and outlet. The sharp inlet and outlet edges were a practical choice 

that facilitated the merging operation.  

 

Small number of adjacent visible facets were chosen for each process. A range of 

100-2500 facets were merged at a time to avoid any error or disfiguration of the segment. 

The merging process resulted in 45 patches along the segment. After the merging process, 

scaling operation was performed to the segment. This resulted in a segment with a length 

of around 131 µm and a varying cross-sectional area of 2-9 µm in diameter. The resulted 

segment is shown in Fig. 3.2b. 
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Figure 3. 2: a)  The 3D confocal microscopy image of the capillary segment before 

processed, b) The processed segment.  

 

After processing the segment, a mesh independence study of the Carreau model 

was performed to ensure a mesh independent results are obtained. Element sizes of 0.25, 

0.2, 0.18 and 0.163 µm were used to find the optimal element size that would best 

represent the flow while using minimal computational recourses without a significant loss 

in accuracy Fig 3.3. The optimal mesh element size was around 0.18 µm. 

 

 

Figure 3. 3: Mesh independency test results for different mesh structures. 
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3.2 Models 

The first applied model to 3D confocal microscopy image was non-Newtonian 

blood model. Carreau, Casson and the power law models are the most widely used non-

Newtonian models [6]. These models have been chosen by many researchers for their 

accuracy compared to the other methods as they give a good approximation to the 

empirically measured blood viscosity. In our simulation, the shear thinning behavior of 

blood was accounted for by using the ‘Carreau’ model with the following blood properties 

[84].  

 

Density (kg/m3) 𝜕𝜕 1050 

Time constant (s) λ 3.313 

Power-Law Index n 0.3568 

Zero Shear Viscosity (kg/m.s) µ◦ 0.056 

Infinite Shear Viscosity (kg/m.s) µ∞ 0.0035 

 

In the Carreau model the viscosity of the fluid is calculated using the following 

equation [85]: 

 μ𝑒𝑒𝑒𝑒𝑒𝑒 =  μ∞ + (μ° − μ∞)[1 + (𝜆𝜆Ὑ)2]
𝑛𝑛−1
2                          (6) 

 

The second model was the Newtonian model with a constant dynamic viscosity 

of 0.0035 Pa.s, corresponding to a hematocrit value 0.43 [91]–[93].  This model was used 

in many researches that investigated the blood flow at a macroscale [78], [84], [91], [94]–

[97]. The last investigated model in this study was an empirical equation proposed in 

1992 by Pries et al., [98].  The developed correlation relates the relative apparent viscosity 

of the blood to the tube diameter and the blood hematocrit Eq. 7-9. Apart from for the 

viscosity, the domain and the flow settings were identical to the previous models.  
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μ𝑟𝑟𝑟𝑟𝑟𝑟 = 1 + (𝜇𝜇0.45 − 1)

(1 −𝐻𝐻𝑡𝑡)𝐶𝐶 − 1
(1 − 0.45)𝐶𝐶 − 1

 

                         

(7) 

 μ0.45 = 220 exp(−1.3𝐷𝐷) + 3.2 − 2.44exp (−0.06𝐷𝐷0.645) 

 

(8) 

 𝐶𝐶 = (0.8 + exp(−0.075𝐷𝐷))(−1 + (1 + 10−11𝐷𝐷12)−1) + (1 + 10−11𝐷𝐷12)−1 

 

(9) 

In the aforementioned equations, D is the diameter in μm and μ0.45 is the viscosity 

that corresponds to the Ht value of 0.45. 

 

3.3 Blood Flow in the Capillary Segment 

Although there are numerous articles that investigated the flow in the blood 

vessels, only a few of them investigated the flow in the capillaries. Even fewer articles 

investigated the flow in a realistic domain rather than an approximation of the geometry, 

mainly a cylinder.  In this section, the three previously mentioned models will be used to 

investigate the blood flow in the 3D confocal microscopy image of a capillary segment. 

 

The Carreau model and the Newtonian model with constant viscosity were first 

applied to the segment. The flow setting of the 3D confocal microscopy image blood flow 

included; no slip boundary condition and the vessel walls were assumed to be rigid. The 

inlet boundary condition of the flow had constant inlet velocity of 0.5 mm/s set normal to 

the inlet. In these simulations two different outlet boundary condition; outflow and zero 

pressure gauge, were used in order to compare the results of the different exits. The 

density was set to 1050 kg/m3 and the convergence criterion was chosen to be 10-6. A 

Pressure-based, simple second order solver is used in FLUENT. 

 

The last model applied was the empirical relation. In this model Eq. 7-9 were not 

directly implemented. This was due to the lack of means that could directly utilize the 

diameter of the segment. Thus, the following processes took place in order to implement 

the varying viscosity along the segment. 
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Figure 3. 4: Processes used to utilize the varying viscosity along the segment 

 

Equally spaced planes were placed along the capillary segment dividing it into 10, 

20 and 30 sections equal in length Fig. 3.5 (a). Afterwards, the segment was again divided 

into 10, 20 and 30 sections, however, the planes were not equally spaced. The planes were 

placed where there was the greatest variation in the geometry diameter and the viscosity 

value. This resulted in a capillary segment that had sections with varying lengths Fig. 3.4 

(b). 
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Figure 3. 5:  a) Equally spaced planes placed along the capillary dividing it into 10, 20 

and 30 sections equal in length, b) Capillary segment divided into 10, 20 and 30 section 

with varying length. 

 

Twelve different simulations were conducted with six different section 

configurations. The first six simulations assigned a constant viscosity for each section. 

The average viscosity of two planes, at the beginning and the end of each section, was 

assigned to the flow in between the planes. In the remaining simulations, a linear 

correlation was assigned for each section utilizing the viscosity of the planes at the ends 

of each section.  

 

Aside from the viscosity the previous simulations all had the same flow settings 

and hematocrit of 0.45 to enable a comparison between the results. One of the twelve 

simulations will be chosen as specimen for further examination.  
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4. RESULTS AND DISCUSSION  

 
In this study, Newtonian and non-Newtonian fluid simulations of the blood flow 

have been conducted. First, the results of a single-phase flow are compared with the 

numerical study of Windes et al. [88]. The results of the empirical relation simulations 

are compared. Accordingly, one of the 12 simulations is chosen for further examination. 

Furthermore, the effect of changing the hematocrit ratio is investigated. In the end, a 

comparison between the models is presented.   

 

4.1 Single-Phase Flow and Two Phase Flow 

In the current study, there was a need to investigate the difference that could arise 

from using one-phase instead of a multi-phase blood flow. The numerical study published 

by Windes et al. in 2016 [88] was taken as a reference to investigate such a difference of 

flow in the capillaries. Five different cases were investigated.  

 

The outlet boundary condition was set to be zero gauge pressure in the first set of 

simulations. Outflow was also set as the outlet boundary condition. The pressure drop 

obtained from setting the outlet boundary condition to zero gauge pressure was essentially 

the same as setting the outflow. 

 

Table 1: The results of single-phase flow compared with two-phase flow results  

Diameter 

(µm) 

Length of the 

Segment (µm) 

Apparent 

Viscosity 

(mPa.s) 

Pressure Drop of the Two-

Phase Flow reported by 

Windes [88] 

Pressure Drop 

found by Single-

Phase Flow (Pa) 

6 72 1.575 50.4 50.3 

7 65.1 1.68 35.55 35.7 

8 51.3 1.785 22.89 22.9 

9 44.4 1.838 16.1 16.13 
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The results of the performed simulations, available in Table 1, were almost 

identical to those found by Windes et al., [88]. Thus, a single-phase flow was chosen for 

modeling the segments.      

 

4.2 Results of the Empirical Relation Simulations  

Three different models were used in this study. One of these models is an empirical 

relation proposed by Pries et al., [98].  The correlation relates the relative apparent 

viscosity of the blood to the tube diameter and the blood hematocrit. Twelve simulations 

were conducted using the aforementioned correlation. For the first half of these 

simulations, planes were planted uniformly along the segment. The other half, on the 

other hand, had planes placed at various distances along the segment. The pressure drop 

results of the 12 simulations are present in charts 4.1 and 4.2.  

 

 

Figure 4. 1: The pressure drops of 6 simulations with equally spaced planes. Three of 

the simulations used the average value of the viscosity while the remaining half used 

linear correlations. 
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Figure 4. 2: The pressure drops of 6 simulations with planes placed at varying lengths. 

The average value of the viscosity was employed in three simulations, whereas linear 

correlations were used in the other half. 

 

In the light of the previous results, the simulation of the evenly spaced planes 

showed a huge difference between the average and linear correlation results. Although an 

increase in the number of planes gave better results, the second set of simulations was 

considered more promising. The last simulation with linear correlation for 30 planes 

placed at varying lengths was chosen for further studies. 

 

The aforementioned 12 simulations had a hematocrit of 0.45. In order to 

investigate the effect of changing the hematocrit, the UDF of the chosen simulation was 

modified. After adapting the UDF to the hematocrit of 0.4, the results were compared. 

 

4.3  Comparison between the Models  

In this section, we will take a closer look at the results of 4 different simulations. 

The first model was the Newtonian model with a constant viscosity of 0.0035 Pa.s along 

the segment. The second model was the Carreau model. The last two simulations used the 

aforementioned empirical relation with hematocrit of 0.40 and 0.45 respectively.   
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The four simulations' pressure, velocity, and vorticity findings are compared. 

Figure 4.3 illustrates the pressure contour along the capillary segment while Fig 4.4 

presents the streamlines of the four cases.  

 

Although there is no noticeable difference in the streamlines Fig 4.4, the empirical 

relation with Ht of 0.45 has a little bit higher velocity compared to the other models. The 

pressure contour, on the other hand, shows a great difference between the models. 

 

 

 

 

    

  

 

Figure 4. 3: The pressure contour along the capillary segment, (New) Newtonian model, 

(Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 (Emp45) empirical 

relation with Ht of 0.45 
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Figure 4. 4: The velocity streamlines along the capillary segment, (New) Newtonian 

model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 (Emp45) 

empirical relation with Ht of 0.45 

 

In order to make the comparison between the cases more comprehensible three 

sections along the segments are chosen for further examination Fig 4.5. The first two 

sections are chosen since their cross-sectional areas and hence their viscosities are at the 

highest and lowest value. The last section is placed where the viscosity values of the flow 

experience the highest gradient. 
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Figure 4. 5:  The three sections along the segment chosen for further studies. 

 

The first section highlighted in Fig 4.6 has the largest cross-sectional areas along 

the segment. The pressure, velocity, and vorticity contour of the first segment are 

available in Fig 4.7, 4.8, and 4.9. 

 

 

Figure 4. 6:  The first section along the segment chosen for further studies. 
 

 

 

 

 

Figure 4. 7: The pressure contour of the first section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 
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Figure 4. 8: The velocity contour of the first section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 
 

 

 

 

   

   

Figure 4. 9: Vorticity contour of the first section along the segment, (New) Newtonian 

model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 (Emp45) 

empirical relation with Ht of 0.45 
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The pressure contour Fig 4.7 of the first segment shows a great difference between 

the models. Although there is no noticeable difference in the velocity and vorticity 

contour, the Carreau model Fig 4.8 and Fig 4.9 exhibits the highest vorticity while 

showing a little bit lower velocity contour compared to the other models.  

 

The second section highlighted in Fig 4.10 has the highest gradient of the cross-

sectional area along the segment. The pressure, velocity and vorticity contour of the 

section are available in Fig 4.11, 4.12 and 4.13. 

 

 

Figure 4. 10:  The second section chosen for further studies. 

 

 

 

 

 

 

 

Figure 4. 11: The pressure contour of the second section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 
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Figure 4. 12: The velocity contour of the second section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 
 

 

 

 

 

 

Figure 4. 13: The vorticity contour of the second section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 
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The pressure contour Fig 4.11 of the second segment shows a great difference 

between the models with the empirical relation with Ht of 0.45 having the highest 

pressure. Although there is no noticeable difference in the velocity and vorticity contour, 

the same model Fig 4.12 and Fig 4.13 exhibits the highest velocity while showing a little 

bit lower vorticity contour compared to the other models.  

 

The last section highlighted in Fig 4.14 has the smallest cross-sectional areas 

along the segment. The pressure, velocity and vorticity contour of the section are available 

in Fig 4.15, 4.16 and 4.17. 

 

 

Figure 4. 14:  The last section along the segment chosen for further studies. 
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Figure 4. 15: The pressure contour of the third section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 

 

 

 

 

 

 

 

 

 

Figure 4. 16: The velocity contour of the third section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 

 

The pressure contour of the third segment, which has the smallest cross-sectional 

area, is available in Fig 4.15. It could be noted that the empirical relation with Ht of 0.45 

have the highest pressure gradient while the Newtonian model faces the lowest pressure 

gradient. Although there is no noticeable difference in the velocity and vorticity contour, 

the Carreau model Fig 4.16 and Fig 4.17 exhibits the highest vorticity while showing a 

little bit lower velocity contour compared to the other models.   
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Figure 4. 17: The vorticity contour of the third section along the segment, (New) 

Newtonian model, (Car) Carreau model, (Emp40) empirical relation with Ht of 0.40 

(Emp45) empirical relation with Ht of 0.45 

 

 For further investigation, cross-sections of the segments are put under the 

microscope. The cross-sections are placed at the beginning and the end of three sections 

previously discussed. This resulted in a total of 6 cross-sectional areas along the segment. 

The first and second sections have the highest viscosities, the middle sections have the 

highest viscosity gradient, and the last two sections have the lowest viscosities. Fig 4.18. 

The pressure, velocity, and vorticity contours of the various models are available in Fig 

4.19, 4.20 and 4.21. Three different scale bars are available in these figures to enable a 

clearer view of the similarities and differences between the sections. 
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Figure 4. 18:  The cross-sections chosen for further studies. The sections highlighted in 

orange have the highest viscosities, the sections highlighted in blue have the highest 

gradient in viscosity while the sections in pink have the lowest viscosities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
  

 
  

 

  
 

Figure 4. 19: Pressure contour of the different models at 6 different locations along the 

segment. The sections on the left-hand side have the highest viscosities, the sections in 

the middle have the highest gradient in viscosity while the sections on the right-hand 

side have the lowest viscosities. 
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The pressure contour Fig 4.19 exhibits a great difference between the models with 

the empirical relation with Ht of 0.45 having the highest pressure gradient while the 

Newtonian model faces the lowest pressure gradient. Although there is no noticeable 

difference in the velocity and vorticity contour Fig 4.20 and Fig 4.21, Carreau model 

exhibits the highest vorticity while showing a little bit lower velocity contour. Empirical 

relation with Ht of 0.45 exhibits the highest velocity at some locations along the segment 

while showing a little bit lower vorticity contour compared to the other models. 
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Figure 4. 20: Velocity contour of the different models at 6 different locations along the 

segment. The sections on the left-hand side have the highest viscosities, the sections in 

the middle have the highest gradient in viscosity while the sections on the right-hand 

side have the lowest viscosities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

  
 

 

   

Figure 4. 21: Vorticity contour of the different models at 6 different locations along the 

segment. The sections on the left-hand side have the highest viscosities, the sections in 

the middle have the highest gradient in viscosity while the sections on the right-hand 

side have the lowest viscosities. 



 

 41 

In all four cases, the pressure drop is probably the most visible difference. The 

Newtonian model had a pressure drop of 1417 Pa, the Carreau model had a pressure drop 

of 1479 Pa, the empirical model with a hematocrit of 0.40 had a pressure drop of 1556 

Pa, and the last case had the largest pressure drop of 1698 Pa. It has been shown that 

increasing the hematocrit value from 40% to 45% leads to a noticeable increase in the 

pressure drop. In terms of viscosity and vorticity, there was no discernible difference 

between the four cases. 

 

The Newtonian model's results were found to be similar to those of the Carreau 

model. However, in comparison to the Newtonian model, the Carreau model showed a 

greater approximation to the latter two cases. 
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5. CONCLUSION 

Blood flow analysis has been a paramount research topic in biomechanics. Every 

year, numerous papers investigating blood flow are published. However, many of the 

published results are not comparable. Some of them even present conflicting results. 

Although numerical inaccuracies and experimental uncertainties may cause some 

inconsistency in the results, the main reason behind having conflicting results is 

comparing cases that are incomparable.  

 

The number of published articles investigating blood flow increase each year, still 

it is difficult to compare the findings of many of these publications. This is due to the 

employment of various flow settings, geometry, and even different dimensions of the 

same geometry. It's also challenging to compare the outcomes because many of the 

published studies are missing information. 

 

It is known that the dimensions of the geometry are an important factor that affects 

the results of the simulations. Nevertheless, having matching geometries is not enough 

for having comparable results; as having matching flow settings is equally important. This 

includes; wall elasticity, velocity profile, roughness of the wall, etc. ignoring or having 

non-identical values of any of these settings may influence the results. It is worth noting 

that the boundary conditions of the flow change along the circulatory system. 

Furthermore, the aforementioned flow settings differ from one human to another. While 

subject-specific flow settings may produce more accurate results, it also creates a unique 

situation with unique data that are difficult to compare. 

 

Hitherto, there is no universally accepted computational model of the human 

blood flow. This is primarily owing to the complexity of the field. Even though the 

literature is full of studies investigating different models of blood flow, many of the 

models that demonstrated promising results in one study had discouraging results in 

others. Even if the exact flow settings were to be applied, a variation in the results may 

arise due to using different vessel geometry or even using the same geometry with 

different dimension.  
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In order to investigate the blood flow in capillaries a computational tool was first 

selected. In this study, ANSYS Fluent, a widely used industry-leading software was 

chosen to perform the simulations. Following that, it was necessary to determine the 

approach that would be used to model the blood flow in capillary. The choice of the 

approach depends on the complexity of the application. One-phase flow was a 

recommended choice that has been used in many articles. However, the difference 

between one-phase and multi-phase blood flow in capillaries was explored before 

choosing this approach. 

 

The numerical study published by Windes et al. in 2016 [88] was taken as a 

reference to investigate the difference between using one-phase and multi-phase blood 

flow. The pressure drop results of the performed one-phase simulations were identical to 

the multi-phase results found by Windes et al., [88]. Thus, a single-phase flow was chosen 

for modeling the segments.  

 

The three-Dimensional confocal microscopy images of a capillary segment from 

fixed mouse retina was processed using SpaceClaim before being used in the simulation. 

The use of a capillary segment visualized by high-resolution microscopic imaging of 

retinal tissue allowed testing the models in a more realistic environment, as capillaries are 

not simple tubular structures but have irregular geometries by constricting elements, like 

pericytes in their walls.  

 

The segment used in this study has a unique structure with an accurate illustration 

of the deviations found along the segment. To the best of the author’s knowledge there 

has not been any segment used the literature to investigate the blood flow with such an 

accurate representations of the structure of the micro-vessels. 

 

In this study, three models were chosen to investigate the blood flow in the 

capillary segment. The first model was the Newtonian model with a constant viscosity of 

0.0035 Pa.s along the segment. The second model was the Carreau model. While, the last 
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two simulations used the empirical relation proposed by Pries et al., [98] with hematocrit 

of 0.40 and 0.45 respectively.  

 

In the previous section, the streamlines, pressure, velocity, and vorticity findings 

from the four simulations were compared. Moreover, three sections and 6 cross-sectional 

areas were chosen for further examination to make the comparison between the cases 

more comprehensible. The sections were chosen where the viscosities are at the highest 

and lowest value and where the viscosity undergoes the highest gradient in value. 

 

In this study, the pressure drop was the foremost result which is expected due to 

the changing viscosity. The Newtonian model had a pressure drop of 1.42 kPa, the 

Carreau model had a pressure drop of 1.48 kPa, the empirical model with a hematocrit of 

0.40 had a pressure drop of 1.56 kPa, and the last case had the largest pressure drop of 

1.70 kPa. Changing the model has a minor impact on the results of the velocity and 

vorticity. This can be attributed to the trivial impact of the viscosity part in Eq. 4 which 

is used in the FLUENT solver. The viscosity part in momentum equation has a small 

effect due to being the product of the small value acceleration. 

 

 It has been noticed that increasing the hematocrit value, even by a small 

percentage, leads to a noticeable increase in the pressure drop. The change of the inlet 

velocity, even by a small percentage, also has a huge impact on the pressure drop. In terms 

of viscosity and vorticity, there was no discernible difference between the four cases. 

 

The results of the Newtonian model were found to be close to those of the Carreau 

model. In comparison to the Newtonian model, the Carreau model showed a better 

approximation to the last two cases. Nonetheless, since the last model is highly dependent 

on the cross-sectional area of the geometry, any change in the dimensions will have a 

significant impact on the results. In fact, an increase in the average cross sectional area 

by 2-3 µm will result in having a pressure drop even lower than that of the Newtonian 

model. 
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While velocity and vorticity profiles were virtually identical in all models, the 

striking difference in pressure profile is interesting and must be carefully interpreted. 

Pressure gradient across a capillary segment is the main driving force that determines the 

plasma and cell velocity. However, in all tissues, capillaries form dense interconnected 

networks and a pressure change in any segment will be immediately transmitted to the 

upstream and downstream capillaries, affecting the overall blood flow in the network.  

 

This work shows that the choice of an appropriate model, that will accurately 

represents the blood elements in capillaries, is crucial for computations. The cross-

sectional area changes due to contractile actions of the capillary wall. For example, 

pericytes or luminal narrowing by endothelial or astrocyte endfeet swelling which can 

significantly affect the pressure distribution. This can be simulated by the utilization of 

an appropriate rheological model. The red blood cell fraction also seems to be a 

determinant of the pressure gradients across luminal irregularities, as previously revealed 

by the effect of hematocrit ratio.  
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APPENDIX 

App 1 – Tables 

 

Table 2: Cross-sectional area, diameter and the viscosity obtained from 10 equally 

spaced planes placed along the segment with Ht of 0.45 

 Cross-Sectional 
Area (µm)  

Average 
Diameter (µm)  

Relative 
Apparent 
Viscosity  

Average Viscosity of Two 
Consecutive Planes (cP) 

Inlet 30.3188 6.2131 1.2604 1.3187 

P101 32.8817 6.4704 1.2514 1.3126 

P102 39.8257 7.1209 1.2488 1.3218 

P103 51.2110 8.0749 1.2690 1.4416 

P104 19.5153 4.9847 1.4770 1.5807 

P105 18.4983 4.8531 1.5340 1.4610 

P106 34.2284 6.6016 1.2489 5.1585 

P107 5.2800 2.5928 8.5769 5.3304 

P108 17.8652 4.7693 1.5762 1.4871 

P109 31.2284 6.3057 1.2564 3.8379 

Outlet 6.6416 2.9080 6.0538  
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Table 3: Cross-sectional area, diameter and the viscosity obtained from 20 equally 

spaced planes placed along the segment with Ht of 0.45 

 Cross-Sectional 
Area (µm) 

Average 
Diameter (µm) 

Relative 
Apparent 
Viscosity 

Average Viscosity of Two 
Consecutive Planes (cP) 

Inlet 30.3188 6.2131 1.2604 1.3199 

P101 32.0454 6.3876 1.2536 1.3151 

P102 32.8818 6.4704 1.2514 1.3390 

P103 25.8621 5.7383 1.2991 1.3376 

P104 39.8258 7.1209 1.2488 1.3116 

P105 33.7666 6.5569 1.2496 1.3223 

P106 51.2110 8.0749 1.2690 1.3499 

P107 25.6307 5.7126 1.3023 1.4591 

P108 19.5153 4.9847 1.4770 2.1993 

P109 11.1792 3.7728 2.7122 2.2292 

P110 18.4983 4.8531 1.5340 1.4948 

P111 24.9148 5.6323 1.3133 1.3452 

P112 34.2284 6.6016 1.2489 1.3514 

P113 24.2417 5.5557 1.3253 5.1986 

P114 5.2800 2.5928 8.5769 7.7791 

P115 6.5129 2.8797 6.2404 4.1037 

P116 17.8651 4.7693 1.5762 1.6669 

P117 17.5587 4.7283 1.5988 1.4990 

P118 31.2284 6.3057 1.2564 1.8052 

P119 13.1143 4.0863 2.1821 4.3239 

Outlet 6.6416 2.9080 6.0538  
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Table 4: Cross-sectional area, diameter and the viscosity obtained from 30 equally 

spaced planes placed along the segment with Ht of 0.45 

 

 Area (µm) Average Diameter 
(µm) 

Relative 
Apparent 
Viscosity 

Average Viscosity of Two 
Consecutive Planes (cP) 

Inlet 30.3188 6.2131 1.2604 1.3165 

P101 37.3998 6.9006 1.2473 1.3123 

P102 32.5111 6.4338 1.2523 1.3144 

P103 32.8818 6.4704 1.2514 1.3223 

P104 29.1203 6.0891 1.2673 1.3392 

P105 27.1852 5.8833 1.2834 1.3294 

P106 39.8258 7.1209 1.2488 1.3114 

P107 40.1437 7.1493 1.2491 1.3110 

P108 39.1145 7.0571 1.2481 1.3215 

P109 51.2110 8.0749 1.2690 1.3236 

P110 32.5804 6.4407 1.2521 1.3153 

P111 32.1540 6.3984 1.2533 1.4334 

P112 19.5153 4.9847 1.4770 1.9195 

P113 13.1277 4.0884 2.1793 2.1041 

P114 15.2479 4.4062 1.8286 1.7653 

P115 18.4983 4.8531 1.5340 1.8925 

P116 13.6769 4.1730 2.0707 1.7446 

P117 32.4655 6.4293 1.2524 1.3132 

P118 34.2284 6.6016 1.2489 1.3292 

P119 27.2362 5.8888 1.2829 1.4407 

P120 19.8369 5.0256 1.4613 5.2701 

P121 5.2800 2.5928 8.5769 7.7486 

P122 6.5523 2.8884 6.1823 6.6237 

P123 6.3853 2.8513 6.4342 4.2055 

P124 17.8651 4.7693 1.5762 1.7231 

P125 16.3327 4.5602 1.7059 1.6383 

P126 20.9525 5.1650 1.4145 1.4023 

P127 31.2284 6.3057 1.2564 1.4223 

P128 20.0252 5.0494 1.4527 2.1988 

P129 11.1132 3.7616 2.7354 4.6144 

Outlet 6.6416 2.9080 6.0538  
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Table 5: Cross-sectional area, diameter and the viscosity obtained from 10 planes placed 

at varying distances along the segment with Ht of 0.45 

 

 Cross-sectional 
Area (µm)  

Average 
Diameter (µm)  

Relative 
Apparent 
Viscosity  

Average Viscosity of Two 
Consecutive Planes (cP) 

Inlet 30.3188 6.2131 1.2604 1.3171 

P101 39.3752 7.0805 1.2484 1.5590 

P102 16.1828 4.5392 1.7212 2.5123 

P103 10.2886 3.6194 3.0642 5.1046 

P104 6.2447 2.8197 6.6588 5.9197 

P105 7.8955 3.1706 4.6169 3.8962 

P106 10.9240 3.7295 2.8044 2.2749 

P107 18.5832 4.8642 1.5287 1.4595 

P108 32.8887 6.4711 1.2513 1.9608 

P109 11.8990 3.8923 2.4835 4.4821 

Outlet 6.6416 2.9080 6.0538  
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Table 6: Cross-sectional area, diameter and the viscosity obtained from 20 planes placed 

at varying distances along the segment with Ht of 0.45 

 

 Cross-sectional 
Area (µm) 

Average 
Diameter (µm) 

Relative 
Apparent 
Viscosity 

Average Viscosity of Two 
Consecutive Planes (cP) 

Inlet 30.3188 6.2131 1.2604 1.3171 

P101 39.3752 7.0805 1.2484 1.5590 

P102 16.1828 4.5392 1.7212 2.2778 

P103 11.4608 3.8200 2.6175 2.0478 

P104 27.2167 5.8867 1.2831 2.2823 

P105 10.2886 3.6194 3.0642 3.5625 

P106 9.0602 3.3964 3.7216 4.6502 

P107 7.3782 3.0650 5.1360 6.2472 

P108 6.1815 2.8055 6.7635 8.0113 

P109 5.3139 2.6011 8.4962 7.9564 

P110 6.2447 2.8197 6.6588 6.7175 

P111 6.5838 2.8953 6.1365 6.3108 

P112 6.7642 2.9347 5.8840 5.5130 

P113 7.8955 3.1706 4.6169 3.8962 

P114 10.9240 3.7295 2.8044 2.2749 

P115 18.5832 4.8642 1.5287 1.6954 

P116 16.3861 4.5677 1.7006 1.5498 

P117 32.8887 6.4711 1.2513 1.3989 

P118 20.9882 5.1694 1.4132 2.0458 

P119 11.8990 3.8923 2.4835 4.4821 

Outlet 6.6416 2.9080 6.0538  
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Table 7: Cross-sectional area, diameter and the viscosity obtained from 30 planes placed 

at varying distances along the segment with Ht of 0.45 

 Cross-Sectional 
Area (µm) 

Average 
Diameter (µm) 

Relative 
Apparent 
Viscosity 

Average Viscosity of Two 
Consecutive Planes (cP) 

Inlet 30.3188 6.2131 1.2604 1.3165 

P101 37.3254 6.8938 1.2473 1.3204 

P102 29.0513 6.0819 1.2678 1.3204 

P103 37.0150 6.8651 1.2472 1.3102 

P104 39.3752 7.0805 1.2484 1.3204 

P105 50.1376 7.9898 1.2666 1.3375 

P106 27.4322 5.9100 1.2810 1.3334 

P107 30.6732 6.2493 1.2588 2.0350 

P108 11.4608 3.8200 2.6175 3.1553 

P109 9.6202 3.4998 3.3926 2.4547 

P110 27.2167 5.8867 1.2831 1.4278 

P111 20.3947 5.0958 1.4366 2.3629 

P112 10.2886 3.6194 3.0642 5.1595 

P113 6.1815 2.8055 6.7635 7.9507 

P114 5.3632 2.6132 8.3808 7.6215 

P115 6.5838 2.8953 6.1365 6.4728 

P116 6.5452 2.8868 6.1927 6.3403 

P117 6.7642 2.9347 5.8840 5.5130 

P118 7.8955 3.1706 4.6169 3.8962 

P119 10.9240 3.7295 2.8044 2.2749 

P120 18.5832 4.8642 1.5287 1.6954 

P121 16.3861 4.5677 1.7006 1.7402 

P122 17.3624 4.7017 1.6141 1.5708 

P123 22.0507 5.2987 1.3779 1.3803 

P124 32.8887 6.4711 1.2513 1.3247 

P125 28.4883 6.0227 1.2718 1.4097 

P126 20.9882 5.1694 1.4132 1.6839 

P127 15.5259 4.4461 1.7942 2.2458 

P128 11.8990 3.8923 2.4835 3.0899 

P129 9.6029 3.4967 3.4020 4.9643 

Outlet 6.6416 2.9080 6.0538  
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Table 8: Cross-sectional area, diameter, the constant C and the viscosity obtained from 

30 planes placed at varying distances along the segment with Ht of 0.40 

 Cross-Sectional 
Area (µm) 

Average 
Diameter (µm) 

Constant C 
value 

Relative Apparent 
Viscosity 

Inlet 30.3188 6.2131 0.922239 1.2924 

P101 37.3254 6.8938 0.752446 1.2787 

P102 29.0513 6.0819 0.939223 1.2994 

P103 37.0150 6.8651 0.763222 1.2788 

P104 39.3752 7.0805 0.672787 1.2790 

P105 50.1376 7.9898 0.051810 1.2898 

P106 27.4322 5.9100 0.956454 1.3118 

P107 30.6732 6.2493 0.916875 1.2908 

P108 11.4608 3.8200 0.999754 2.5597 

P109 9.6202 3.4998 0.999913 3.2831 

P110 27.2167 5.8867 0.958413 1.3138 

P111 20.3947 5.0958 0.992413 1.4574 

P112 10.2886 3.6194 0.999871 2.9766 

P113 6.1815 2.8055 0.999994 6.4292 

P114 5.3632 2.6132 0.999997 7.9387 

P115 6.5838 2.8953 0.999991 5.8440 

P116 6.5452 2.8868 0.999991 5.8966 

P117 6.7642 2.9347 0.999989 5.6084 

P118 7.8955 3.1706 0.999973 4.4257 

P119 10.9240 3.7295 0.999815 2.7341 

P120 18.5832 4.8642 0.995631 1.5434 

P121 16.3861 4.5677 0.997932 1.7039 

P122 17.3624 4.7017 0.997082 1.6231 

P123 22.0507 5.2987 0.987951 1.4025 

P124 32.8887 6.4711 0.876423 1.2835 

P125 28.4883 6.0227 0.945743 1.3032 

P126 20.9882 5.1694 0.991006 1.4355 

P127 15.5259 4.4461 0.998499 1.7912 

P128 11.8990 3.8923 0.999692 2.4346 

P129 9.6029 3.4967 0.999914 3.2918 

Outlet 6.6416 2.9080 0.999990  
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App 2 – Codes 

/************************************************** *********************  
UDF for 10 equally spaced planes with average viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
   if (xc[0]< 0.0000130945410167) 
   { 
   mu = 1.31868999540353e-3; 
   } 
     
   else if (xc[0] <= 0.0000261896475704) 
   { 
   mu = 1.31256279965800e-3; 
   } 
    
   else if (xc[0] <= 0.0000392847541241) 
   { 
   mu = 1.32181477809123e-3; 
   } 
    
   else if (xc[0] <= 0.0000523798606778) 
   { 
   mu = 1.44162756299246e-3; 
   } 
    
   else if (xc[0] <= 0.0000654749672315) 
   { 
   mu = 1.58074500864957e-3; 
   } 
    
   else if (xc[0] <= 0.0000785700737852) 
   { 
   mu = 1.46100130778828e-3; 
   } 
    
   else if (xc[0] <= 0.0000916651803389) 
   { 
   mu = 5.15853504135248e-3; 
   } 
    
   else if (xc[0] <= 0.0001047602868926) 
   { 
   mu = 5.33036961880770e-3; 
   } 
    
   else if (xc[0] <= 0.0001178553934463) 
   { 
   mu = 1.48713140398798e-3; 
   } 
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   else  
    { 
   mu = 3.83789527309031e-3; 
    } 
return mu; 
   
 } 
 
 
/************************************************** *********************  
UDF for 20 equally spaced planes with average viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
   if (xc[0]< 0.00000654698774) 
   { 
   mu = 1.31987081463054e-3; 
   } 
     
   else if (xc[0] <= 0.00001309454102) 
   { 
   mu = 1.31510741223854e-3; 
   } 
    
   else if (xc[0] <= 0.00001964209429) 
   { 
   mu = 1.33899699166047e-3; 
   } 
    
   else if (xc[0] <= 0.00002618964757) 
   { 
   mu = 1.33763319830695e-3; 
   } 
    
   else if (xc[0] <= 0.00003273720085) 
   { 
   mu = 1.31163581609860e-3; 
   } 
    
   else if (xc[0] <= 0.00003928475412) 
   { 
   mu = 1.32225158788536e-3; 
   } 
    
   else if (xc[0] <= 0.0000458323074) 
   { 
   mu = 1.34993989541695e-3; 
   } 
    
   else if (xc[0] <= 0.00005237986068) 
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   { 
   mu = 1.45913690853142e-3; 
   } 
    
   else if (xc[0] <= 0.00005892741395) 
   { 
   mu = 2.19931872811103e-3; 
   } 
    
   else if (xc[0] <= 0.00006547496723) 
   { 
   mu = 2.22924079559994e-3; 
   } 
    
   else if (xc[0] <= 0.00007202252051) 
   { 
   mu = 1.49484013675304e-3; 
   } 
    
   else if (xc[0] <= 0.00007857007379) 
   { 
   mu = 1.34517436840284e-3; 
   } 
   else if (xc[0] <= 0.00008511762706) 
   { 
   mu = 1.35144919188195e-3; 
   } 
   else if (xc[0] <= 0.00009166518034) 
   { 
   mu = 5.19864705885009e-3; 
   } 
   else if (xc[0] <= 0.00009821273362) 
   { 
   mu =  7.77907790659432e-3; 
   } 
   else if (xc[0] <= 0.00010476028689) 
   { 
   mu = 4.1037146170814e-3; 
   } 
   else if (xc[0] <= 0.00011130784017) 
   { 
   mu = 1.66686651395083e-3; 
   } 
   else if (xc[0] <= 0.00011785539345) 
   { 
   mu = 1.49899158864402e-3; 
   } 
   else if (xc[0] <= 0.00012440294672) 
   { 
   mu = 1.80524801181297e-3; 
   } 
   else  
    { 
   mu = 4.32388680622210e-3; 
    } 
return mu; 
   
 } 
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/************************************************** *********************  
UDF for 30 equally spaced planes with average viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
   if (xc[0]< 0.00000436446998) 
   { 
   mu = 1.31654962e-3; 
   } 
    
   else if (xc[0] <= 0.0000087295055) 
   {  
   mu = 1.31227037e-3; 
   } 
    
   else if (xc[0]< 0.00001309454102) 
    { 
    mu = 1.31441074e-3; 
    } 
 
   else if (xc[0] <= 0.00001745957653) 
   {  
   mu = 1.3223083e-3; 
   } 
 
   else if (xc[0] <= 0.00002182461205) 
   {  
   mu = 1.33915004e-3; 
   } 
    
   else if (xc[0] <= 0.00002618964757) 
   {  
   mu = 1.32940455e-3; 
   } 
 
   else if (xc[0] <= 0.00003055468309) 
   {  
   mu = 1.31136565e-3; 
   } 
 
   else if (xc[0] <= 0.00003491971861) 
   {  
   mu = 1.31104206e-3; 
   } 
    
   else if (xc[0] <= 0.00003928475412) 
   {  
   mu = 1.32149118e-3; 
   } 
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   else if (xc[0] <= 0.00004364978964) 
   {  
   mu = 1.32356757e-3; 
   } 
    
   else if (xc[0] <= 0.00004801482516) 
   {  
   mu = 1.31532485e-3; 
   } 
 
   else if (xc[0] <= 0.00005237986068) 
   {  
   mu = 1.43338485e-3; 
   } 
 
   else if (xc[0] <= 0.0000567448962) 
   {  
   mu = 1.91953910e-3; 
   } 
 
   else if (xc[0] <= 0.00006110993171) 
   {  
   mu = 2.10411754e-3; 
   } 
    
   else if (xc[0] <= 0.00006547496723) 
   { 
      mu = 1.76532345e-3; 
   } 
    
   else if (xc[0] <= 0.00006984000275) 
   { 
   mu = 1.89246051e-3; 
   } 
    
   else if (xc[0] <= 0.00007420503827) 
   { 
   mu = 1.74463907e-3; 
   } 
    
   else if (xc[0] <= 0.00007857007379) 
   { 
   mu = 1.31317987e-3; 
   } 
    
   else if (xc[0] <= 0.00008293510930) 
   { 
   mu = 1.32920094e-3; 
   } 
    
    
   else if (xc[0] <= 0.00008730014482) 
   { 
   mu = 1.44073919e-3; 
   } 
    
   else if (xc[0] <= 0.00009166518034) 



 

 67 

   { 
   mu = 5.27007330e-3; 
   } 
    
   else if (xc[0] <= 0.00009603021586) 
   { 
   mu = 7.74859532e-3; 
   } 
    
   else if (xc[0] <= 0.00010039525137) 
   { 
   mu = 6.62368519e-3; 
   } 
    
   else if (xc[0] <= 0.00010476028689) 
   { 
   mu = 4.20545948e-3; 
   } 
    
   else if (xc[0] <= 0.00010912532241) 
   { 
   mu = 1.72312475e-3; 
   } 
    
   else if (xc[0] <= 0.00011349035793) 
   { 
   mu = 1.63825922e-3; 
   } 
    
   else if (xc[0] <= 0.00011785539345) 
   { 
   mu = 1.40226588e-3; 
   } 
    
   else if (xc[0] <= 0.00012222042896) 
   { 
   mu = 1.42227843e-3; 
   } 
    
   else if (xc[0] <= 0.00012658546448) 
   { 
   mu = 2.19875916e-3; 
   } 
    
   else  
   { 
   mu = 4.61437600e-3; 
   } 
   
return mu; 
   
 } 
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/************************************************** *********************  
UDF for 10 planes placed at varying distances  
along the segment with average viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
   C_CENTROID(xc, cell, thread); 
 
   if (xc[0]< 0.000035) 
   { 
   mu = 1.31711299e-3; 
   } 
 
   else if (xc[0] <= 0.0000535) 
   {  
   mu = 1.55899287e-3; 
   } 
    
   else if (xc[0] <= 0.00009) 
   {  
   mu = 2.51229699e-3; 
   } 
    
    
   else if (xc[0] <= 0.000093) 
   { 
   mu = 5.10455630e-3; 
   } 
   
   else if (xc[0] <= 0.000102) 
   { 
   mu = 5.91971644e-3; 
   } 
    
    
   else if (xc[0] <= 0.000103) 
   { 
   mu = 3.89618457e-3; 
   } 
    
   else if (xc[0] <= 0.000105) 
   { 
   mu = 2.27491665e-3; 
   } 
    
   else if (xc[0] <= 0.000119) 
   { 
   mu = 1.45953748e-3; 
   } 
    
   else if (xc[0] <= 0.000125) 
   { 
   mu = 1.96081701e-3; 
   } 
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   else  
   { 
   mu = 4.4821292e-3; 
   } 
    
return mu; 
   
 } 
 
 
 
 
/************************************************** *********************  
UDF for 20 planes placed at varying distances  
along the segment with average viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
  
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
   if (xc[0]< 0.000035) 
   { 
   mu = 1.31711299e-3; 
   } 
 
   else if (xc[0] <= 0.0000535) 
   {  
   mu = 1.55899287e-3; 
   } 
    
   else if (xc[0] <= 0.00006) 
   {  
   mu = 2.2778062e-3; 
   } 
 
   else if (xc[0] <= 0.000083) 
   {  
   mu = 2.04783557e-3; 
   } 
   
   else if (xc[0] <= 0.00009) 
   {  
   mu = 2.28232636e-3; 
   } 
    
   else if (xc[0] <= 0.0000903) 
   {  
   mu = 3.56253207e-3; 
   } 
 
   else if (xc[0] <= 0.0000907) 
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   {  
   mu = 4.65024567e-3; 
   } 
 
   else if (xc[0] <= 0.000091) 
   {  
   mu = 6.24722878e-3; 
   } 
 
   else if (xc[0] <= 0.0000915) 
   {  
   mu = 8.01130914e-3; 
   } 
    
   else if (xc[0] <= 0.000093) 
   { 
   mu = 7.95635027e-3; 
   } 
    
   else if (xc[0] <= 0.000094) 
   { 
   mu = 6.71751366e-3; 
   } 
    
   else if (xc[0] <= 0.000101) 
   { 
   mu = 6.31075281e-3; 
   } 
    
   else if (xc[0] <= 0.000102) 
   { 
   mu = 5.51295559e-3; 
   } 
    
    
   else if (xc[0] <= 0.000103) 
   { 
   mu = 3.89618457e-3; 
   } 
    
   else if (xc[0] <= 0.000105) 
   { 
   mu = 2.27491665e-3; 
   } 
    
   else if (xc[0] <= 0.000109) 
   { 
   mu = 1.69542344e-3; 
   } 
    
   else if (xc[0] <= 0.000119) 
   { 
   mu = 1.54979566e-3; 
   } 
    
   else if (xc[0] <= 0.000122) 
   { 
   mu = 1.39889462e-3; 
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   } 
    
   else if (xc[0] <= 0.000125) 
   { 
   mu = 2.04580194e-3; 
   } 
    
   else  
   { 
   mu = 4.4821292e-3; 
   } 
    
return mu; 
   
 } 
 
 
 
/************************************************** *********************  
UDF for 30 planes placed at varying distances  
along the segment with average viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
   if (xc[0]< 0.0000037) 
   { 
   mu = 1.316541982198e-3; 
   } 
    
   else if (xc[0] <= 0.0000175) 
   {  
   mu = 1.320402423246e-3; 
   } 
    
   else if (xc[0] <= 0.000025) 
   {  
   mu = 1.32038264895e-3; 
   } 
    
   else if (xc[0]< 0.000035) 
   { 
   mu = 1.310181800273e-3; 
   } 
 
   else if (xc[0] <= 0.00004) 
   {  
   mu = 1.320375214342e-3; 
   } 
    
   else if (xc[0] <= 0.0000465) 
   {  
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   mu = 1.33750044709e-3; 
   } 
 
   else if (xc[0] <= 0.00005) 
   {  
   mu = 1.333360162384e-3; 
   } 
    
   else if (xc[0] <= 0.00006) 
   {  
   mu = 2.03504825943e-3; 
   } 
 
   else if (xc[0] <= 0.000067) 
   {  
   mu =  3.15529882012e-3; 
   } 
 
   else if (xc[0] <= 0.000083) 
   {  
   mu = 2.454735147968e-3; 
   } 
    
   else if (xc[0] <= 0.000087) 
   {  
   mu = 1.427849313684e-3; 
   } 
 
   else if (xc[0] <= 0.00009) 
   {  
   mu = 2.362903775675e-3; 
   } 
 
   else if (xc[0] <= 0.000091) 
   {  
   mu = 5.159515179216e-3; 
   } 
 
   else if (xc[0] <= 0.000092) 
   {  
   mu = 7.950724690345e-3; 
   } 
      
   else if (xc[0] <= 0.000094) 
   { 
   mu = 7.621547683974e-3; 
   } 
    
   else if (xc[0] <= 0.000097) 
   { 
   mu = 6.472836916706e-3; 
   } 
    
   else if (xc[0] <= 0.000101) 
   { 
   mu = 6.340294200288e-3; 
   } 
    



 

 73 

   else if (xc[0] <= 0.000102) 
   { 
   mu = 5.512955593449e-3; 
   } 
       
   else if (xc[0] <= 0.000103) 
   { 
   mu = 3.896184565242e-3; 
   } 
       
   else if (xc[0] <= 0.000105) 
   { 
   mu = 2.274916647249e-3; 
   } 
    
   else if (xc[0] <= 0.000109) 
   { 
   mu = 1.695423443076e-3; 
   } 
    
   else if (xc[0] <= 0.000111) 
   { 
   mu = 1.740230563839e-3; 
   } 
    
   else if (xc[0] <= 0.000114) 
   { 
   mu = 1.570773988828e-3; 
   } 
    
   else if (xc[0] <= 0.000119) 
   { 
   mu = 1.380339083565e-3; 
   } 
    
   else if (xc[0] <= 0.0001205) 
   { 
   mu = 1.324667589258e-3; 
   } 
    
   else if (xc[0] <= 0.000122) 
   { 
   mu = 1.409652520298e-3; 
   } 
    
   else if (xc[0] <= 0.0001235) 
   { 
   mu = 1.68389464647e-3; 
   } 
    
   else if (xc[0] <= 0.000125) 
   { 
   mu = 2.245817035147e-3; 
   } 
    
   else if (xc[0] <= 0.00013) 
   { 
   mu = 3.089891619071e-3; 
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   } 
    
   else if (xc[0] <= 0.000131) 
   { 
   mu = 4.964296487642e-3; 
   } 
    
   else 
   { 
   mu = 3.5e-3; 
   } 
return mu; 
   
 } 
 
 
 
 
 
 
/************************************************** *********************  
UDF for 10 equally spaced planes with linear  
correlation for the viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
  if (xc[0]< 0.0000130945410167) 
  { 
  mu = 0.0013234529863624-0.727508764050356*xc[0]; 
  } 
     
  else if (xc[0] <= 0.0000261896475704) 
  { 
  mu = 0.00131665406222704-0.208290554975234*xc[0]; 
  } 
    
  else if (xc[0] <= 0.0000392847541241) 
  { 
  mu = 1.62133419174058*xc[0]+0.00126873683492447; 
  } 
    
  else if (xc[0] <= 0.0000523798606778) 
  { 
  mu = 16.6775295110747*xc[0]+0.000677257903760007; 
  } 
    
  else if (xc[0] <= 0.0000654749672315) 
  { 
  mu = 4.5697119572572*xc[0]+0.00131146370034119; 
  } 
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  else if (xc[0] <= 0.0000785700737852) 
  { 
  mu = 0.00310729384894137-22.8580245431776*xc[0]; 
  } 
    
  else if (xc[0] <= 0.0000916651803389) 
  { 
  mu = 587.57794008373*xc[0]-0.0448547049329345; 
  } 
    
  else if (xc[0] <= 0.0001047602868926) 
  { 
  mu = 0.0604605015059384-561.333850080286*xc[0]; 
  } 
    
  else if (xc[0] <= 0.0001178553934463) 
  { 
  mu = 0.00434099062900627-25.6393370014339*xc[0]; 
  } 
 
  else if (xc[0] <= 0.0001309505) 
  { 
  mu = 384.668697986022*xc[0]-0.0440160242686185; 
  } 
   else  
    { 
   mu = 3.5e-3; 
    } 
return mu; 
   
 } 
 
 
 
/************************************************** *********************  
UDF for 20 equally spaced planes with linear  
correlation for the viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
  if (xc[0]< 0.00000654698774) 
  { 
  mu = 0.00132345277911736-1.09432740702844*xc[0]; 
  } 
     
  else if (xc[0] <= 0.00001309454102) 
  { 
  mu = 0.00131864966501529-0.36069015386462*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00001964209429) 
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  { 
  mu = 7.65794411016682*xc[0]+0.00121364932972055; 
  } 
    
  else if (xc[0] <= 0.00002618964757) 
  { 
  mu = 0.00152266797545227-8.07452520646002*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00003273720085) 
  { 
  mu = 0.133426940208114*xc[0]+0.00130770460145961; 
  } 
    
  else if (xc[0] <= 0.00003928475412) 
  { 
  mu = 3.10924144646173*xc[0]+0.00121028476427604; 
  } 
    
  else if (xc[0] <= 0.0000458323074) 
  { 
  mu = 5.34836289258879*xc[0]+0.00112232142882012; 
  } 
    
  else if (xc[0] <= 0.00005237986068) 
  { 
  mu = 28.0066961135137*xc[0]+0.000083837735467054; 
  } 
    
  else if (xc[0] <= 0.00005892741395) 
  { 
  mu = 198.087476423082*xc[0]-0.00882496984149383; 
  } 
    
  else if (xc[0] <= 0.00006547496723) 
  { 
  mu = 0.0139820329676501-188.948052210428*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00007202252051) 
  { 
  mu = 0.00392718422100867-35.3802205333104*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00007857007379) 
  { 
  mu = 0.00212342398436546-10.3358285310509*xc[0]; 
  } 
  else if (xc[0] <= 0.00008511762706) 
  { 
  mu = 12.2525211620004*xc[0]+0.000348655682188091; 
  } 
  else if (xc[0] <= 0.00009166518034) 
  { 
  mu = 1162.9033584588*xc[0]-0.0975920131631185; 
  } 
  else if (xc[0] <= 0.00009821273362) 
  { 
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  mu = 0.0433518610322023-374.691109500983*xc[0]; 
  } 
  else if (xc[0] <= 0.00010476028689) 
  { 
  mu = 0.080013248616596-747.976591261853*xc[0]; 
  } 
  else if (xc[0] <= 0.00011130784017) 
  { 
  mu = 3.6227838072667*xc[0]+0.00127548245801029; 
  } 
  else if (xc[0] <= 0.00011785539345) 
  { 
  mu = 0.00778968938728449-54.9014577854646*xc[0]; 
  } 
  else if (xc[0] <= 0.00012440294672) 
  { 
  mu = 148.449814139504*xc[0]-0.0161763547739906; 
  } 
 
  else if (xc[0] <= 0.0001309505) 
  { 
  mu = 620.887581689141*xc[0]-0.0749490051989838; 
  } 
   else  
    { 
   mu = 4.3e-3; 
    } 
return mu; 
   
 } 
 
 
/************************************************** *********************  
UDF for 30 equally spaced planes with linear  
correlation for the viscosity  
************************************************** **********************/ 
 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
  if (xc[0]< 0.00000436446998) 
  { 
  mu = 0.00132345160908317-3.1632180187825*xc[0]; 
  } 
    
  else if (xc[0] <= 0.0000087295055) 
  {  
  mu = 1.20252286056999*xc[0]+0.00130439746407478; 
  } 
    
  else if (xc[0]< 0.00001309454102) 
  { 
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  mu = 0.00131683137054559-0.221831184548986*xc[0]; 
  } 
 
  else if (xc[0] <= 0.00001745957653) 
  {  
  mu = 3.84038250355494*xc[0]+0.00126363854677471; 
  } 
 
  else if (xc[0] <= 0.00002182461205) 
  {  
  mu = 3.87627681893411*xc[0]+0.00126301184722835; 
  } 
    
  else if (xc[0] <= 0.00002618964757) 
  {  
  mu = 0.00152966076244716-8.34153097567463*xc[0]; 
  } 
 
  else if (xc[0] <= 0.00003055468309) 
  {  
  mu = 0.0763542469409275*xc[0]+0.00130919931518214; 
  } 
 
  else if (xc[0] <= 0.00003491971861) 
  {  
  mu = 0.00131839550696581-0.224620623476622*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00003928475412) 
  {  
  mu = 5.01226896090016*xc[0]+0.00113552479628773; 
  } 
  else if (xc[0] <= 0.00004364978964) 
  {  
  mu = 0.00149196190231892-4.06089730971994*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00004801482516) 
  {  
  mu = 0.284196541887476*xc[0]+0.0013022994697302; 
  } 
 
  else if (xc[0] <= 0.00005237986068) 
  {  
  mu = 53.8092892769862*xc[0]-0.00126769849961836 ; 
  } 
 
  else if (xc[0] <= 0.0000567448962) 
  {  
  mu = 168.939987686515*xc[0]-0.00729822844230056; 
  } 
 
  else if (xc[0] <= 0.00006110993171) 
  {  
  mu = 0.00707574401143322-84.3686517913345*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00006547496723) 
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  { 
    mu = 0.00625036567846542-70.8622002232871*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00006984000275) 
  { 
  mu = 129.114676024446*xc[0]-0.00684311374061268; 
  } 
   
  else if (xc[0] <= 0.00007420503827) 
  { 
  mu = 0.0159218727226828-196.844452940443*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00007857007379) 
  { 
  mu = 0.00137767362649113-0.844296680545683*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00008293510930) 
  { 
  mu = 8.18493295602079*xc[0]+0.000668246387679244; 
  } 
    
  else if (xc[0] <= 0.00008730014482) 
  { 
  mu = 42.9203815505263*xc[0]-0.0022125418380906; 
  } 
    
  else if (xc[0] <= 0.00009166518034) 
  { 
  mu = 1711.62850491535*xc[0]-0.14789100267015; 
  } 
   
  else if (xc[0] <= 0.00009603021586) 
  { 
  mu = 0.0618051858280132-576.003371445646*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00010039525137) 
  { 
  mu = 60.584823741789*xc[0]+0.000673484030235951; 
  } 
    
  else if (xc[0] <= 0.00010476028689) 
  { 
  mu = 0.12407609683014-1168.58300158804*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00010912532241) 
  { 
  mu = 31.2109336512341*xc[0]-0.00161466003440804; 
  } 
    
  else if (xc[0] <= 0.00011349035793) 
  { 
  mu = 0.00944040051787628-70.0951638533287*xc[0]; 
  } 
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  else if (xc[0] <= 0.00011785539345) 
  { 
  mu = 0.00580174267547394-38.0337807652021*xc[0]; 
  } 
    
  else if (xc[0] <= 0.00012222042896) 
  { 
  mu = 47.203259750801*xc[0]-0.0042439022710532; 
  } 
   
  else if (xc[0] <= 0.00012658546448) 
  { 
  mu = 308.569666347182*xc[0]-0.0361882166009967; 
  } 
    
  else if (xc[0] <= 0.0001309505) 
  { 
  mu = 798.233167413034*xc[0]-0.0981724983223205; 
  } 
    
  else  
  { 
  mu = 4.3e-3; 
  } 
    
return mu; 
   
 } 
 
 
/************************************************** *********************  
UDF for 10 planes placed at varying lengths with  
linear correlation for the viscosity  
************************************************** **********************/ 
 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
  if (xc[0]< 0.000035) 
  { 
  mu = 0.00132345319310417-0.362303145833309*xc[0]; 
  } 
 
  else if (xc[0] <= 0.0000535) 
  {  
  mu = 26.8346255135135*xc[0]+0.000371560690027027; 
  } 
    
  else if (xc[0] <= 0.00009) 
  {  
  mu = 38.6347306027397*xc[0]-0.000259744932246575; 
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  } 
    
    
  else if (xc[0] <= 0.000093) 
  { 
  mu = 1258.11698866667*xc[0]-0.110013148158; 
  } 
   
  else if (xc[0] <= 0.000102) 
  { 
  mu = 0.0291467156053333-238.225632444444*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000103) 
  { 
  mu = 0.198957073318-1903.033061*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000105) 
  { 
  mu = 0.0719290609475-669.7513875*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000119) 
  { 
  mu = 0.0037895820275-20.8039692142857*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000125) 
  { 
  mu = 215.635773166667*xc[0]-0.0243467473158333; 
  } 
    
  else if (xc[0] <= 0.001309505) 
  { 
  mu = 629.99911553651*xc[0]-0.076142165112063; 
  } 
    
     
  else  
  { 
  mu = 4.3e-3; 
  } 
    
return mu; 
   
 } 
 
 
/************************************************** *********************  
UDF for 20 planes placed at varying lengths with  
linear correlation for the viscosity  
************************************************** **********************/ 
 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
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 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
 
  if (xc[0]< 0.000035) 
  { 
  mu = 0.00132345319310417-0.362303145833309*xc[0]; 
  } 
 
  else if (xc[0] <= 0.0000535) 
  {  
  mu = 26.8346255135135*xc[0]+0.000371560690027027; 
  } 
    
  else if (xc[0] <= 0.00006) 
  {  
  mu = 144.797859538462*xc[0]-0.00593947233030769; 
  } 
 
  else if (xc[0] <= 0.000083) 
  {  
  mu = 0.00640351405243478-60.918580173913*xc[0]; 
  } 
   
  else if (xc[0] <= 0.00009) 
  {  
  mu = 267.158417714286*xc[0]-0.0208268767722857; 
  } 
    
  else if (xc[0] <= 0.0000903) 
  {  
  mu = 2301.00832666667*xc[0]-0.203873368578 ; 
  } 
 
  else if (xc[0] <= 0.0000907) 
  {  
  mu = 3712.8117575*xc[0]-0.33135921838225; 
  } 
 
  else if (xc[0] <= 0.000091) 
  {  
  mu = 5696.13838*xc[0]-0.511246943043; 
  } 
 
  else if (xc[0] <= 0.0000915) 
  {  
  mu = 3638.638426*xc[0]-0.324014447229; 
  } 
    
  else if (xc[0] <= 0.000093) 
  { 
  mu = 0.126604423432-1286.15797466667*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000094) 
  { 
  mu = 0.05799630434-548.436264*xc[0]; 
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  } 
   
  else if (xc[0] <= 0.000101) 
  { 
  mu = 0.0100030141957143-37.8693475714286*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000102) 
  { 
  mu = 0.140559618586-1330.508995*xc[0]; 
  } 
      
  else if (xc[0] <= 0.000103) 
  { 
  mu = 0.198957073318-1903.033061*xc[0]; 
  } 
   
  else if (xc[0] <= 0.000105) 
  { 
  mu = 0.0719290609475-669.7513875*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000109) 
  { 
  mu = 45.1290915*xc[0]-0.0031333893475; 
  } 
   
  else if (xc[0] <= 0.000119) 
  { 
  mu = 0.0069279957175-47.1771935*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000122) 
  { 
  mu = 56.6566206666667*xc[0]-0.00542822816833333; 
  } 
    
  else if (xc[0] <= 0.000125) 
  { 
  mu = 374.614925666667*xc[0]-0.0442191413783333; 
  } 
    
  else if (xc[0] <= 0.0001309505) 
  { 
  mu = 629.99911553651*xc[0]-0.0761421651120637; 
  } 
    
   else  
   { 
   mu = 4.3e-3; 
   } 
    
return mu; 
   
 } 
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/************************************************** *********************  
UDF for 30 planes placed at varying lengths with  
linear correlation for the viscosity  
************************************************** **********************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
      
  if (xc[0]< 0.0000037) 
  { 
  mu = 0.00132345128553305-3.73532933325807*xc[0]; 
  } 
     
  else if (xc[0] <= 0.0000175) 
  {  
  mu = 1.561138623189*xc[0]+0.001303854354;  
 } 
    
  else if (xc[0] <= 0.000025) 
  {  
  mu = 0.0013815352247-2.8777682667*xc[0];  
 } 
 
  else if (xc[0]< 0.000035) 
  { 
  mu = 0.0013066371+0.1181565*xc[0]; 
  } 
 
  else if (xc[0] <= 0.00004) 
  {  
  mu = 3.8410526*xc[0]+0.001176335742; 
  }  
     
  else if (xc[0] <= 0.0000465) 
  {  
  mu = 2.31464646153846*xc[0]+0.00123739198753846; 
  }  
 
  else if (xc[0] <= 0.00005) 
  {  
  mu = 0.001654922577-6.664506*xc[0]; 
  } 
   
  else if (xc[0] <= 0.00006) 
  {  
  mu = 142.6701965*xc[0]-0.005811812548; 
  } 
 
  else if (xc[0] <= 0.000067) 
  {  
  mu =  116.257022285714*xc[0]-0.00422702209514; 
  } 
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  else if (xc[0] <= 0.000083) 
  {  
  mu = 0.01283720311675-138.43290625*xc[0]; 
  } 
   
  else if (xc[0] <= 0.000087) 
  {  
  mu = 40.288708*xc[0]-0.001996690866; 
  } 
 
  else if (xc[0] <= 0.00009) 
  {  
  mu = 569.651364*xc[0]-0.048051241938; 
  } 
 
  else if (xc[0] <= 0.000091) 
  {  
  mu = 3884.268715*xc[0]-0.346366803528; 
  } 
    
  else if (xc[0] <= 0.000092) 
  { 
    mu = 1698.150307*xc[0]-0.1474300284; 
  } 
   
  else if (xc[0] <= 0.000094) 
  { 
  mu = 0.117198998564-1178.25216*xc[0]; 
  } 
   
  else if (xc[0] <= 0.000097) 
  { 
  mu = 0.004592034896+19.694262*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000101) 
  { 
  mu = 0.01436345762075-81.04205475*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000102) 
  { 
  mu = 0.140559618586-1330.508995*xc[0]; 
  } 
   
  else if (xc[0] <= 0.000103) 
  { 
  mu = 0.1989570733-1903.033061*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000105) 
  { 
  mu = 0.0719290609475-669.7513875*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000109) 
  { 
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  mu = 45.1290915*xc[0]-0.0031333893475; 
  } 
    
  else if (xc[0] <= 0.000111) 
  { 
  mu = 0.0067398474385-45.4510625*xc[0]; 
  } 
 
  else if (xc[0] <= 0.000114) 
  { 
  mu = 0.010871187426-82.6703416666667*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000119) 
  { 
  mu = 0.004475948774-26.571757*xc[0]; 
  } 
     
  else if (xc[0] <= 0.0001205) 
  { 
  mu = 14.3438647*xc[0]-0.0003930102; 
  } 
   
  else if (xc[0] <= 0.000122) 
  { 
  mu = 98.9693766666667*xc[0]-0.0105903844003333; 
  } 
    
  else if (xc[0] <= 0.0001235) 
  { 
  mu = 266.686791333333*xc[0]-0.03105190899; 
  } 
    
  else if (xc[0] <= 0.000125) 
  { 
  mu = 482.54306*xc[0]-0.05771015817; 
  }   
   
  else if (xc[0] <= 0.00013) 
  { 
  mu = 192.8669156*xc[0]-0.02150064012; 
  } 
    
  else if (xc[0] <= 0.0001309505) 
  { 
  mu = 2929.48464913204*xc[0]-0.377260945479165; 
  } 
    
  else  
  { 
  mu = 3.45e-3; 
  } 
    
return mu; 
   
 } 
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/***************************************************************************  
UDF for 30 planes placed at varying lengths with linear  
correlation for the viscosity and hematocrit of 40 
****************************************************************************/ 
 
#include "udf.h" 
DEFINE_PROPERTY(cell_viscosity, cell, thread) 
{ 
 real xc[ND_ND]; 
 real mu; 
 
   C_CENTROID(xc, cell, thread); 
       
  if (xc[0]< 0.0000037) 
  { 
  mu = 0.001292392978-3.69923837837838*xc[0]; 
  } 
     
  else if (xc[0] <= 0.0000175) 
  {  
  mu = 1.49883289855072*xc[0]+0.00127316011427536; 
  } 
    
  else if (xc[0] <= 0.000025) 
  {  
  mu = 0.001347518022-2.7501904*xc[0]; 
  } 
  
  else if (xc[0]< 0.000035) 
  { 
  mu = 0.025775*xc[0]+0.001278118887; 
  } 
 
  else if (xc[0] <= 0.00004) 
  {  
  mu = 2.1490182*xc[0]+0.001203805375; 
  }  
     
  else if (xc[0] <= 0.0000465) 
  {  
  mu = 3.39523569230769*xc[0]+0.00115395667530769; 
  }  
 
  else if (xc[0] <= 0.00005) 
  {  
  mu = 0.00159144020628571-6.01301228571429*xc[0]; 
  } 
   
  else if (xc[0] <= 0.00006) 
  {  
  mu = 126.8885406*xc[0]-0.005053637438; 
  } 
 
  else if (xc[0] <= 0.000067) 
  {  
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  mu =  103.340479571429*xc[0]-0.00364075377628571; 
  } 
    
  else if (xc[0] <= 0.000083) 
  {  
  mu = 0.0115291202175625-123.0755501875*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000087) 
  {  
  mu = 35.88272175*xc[0]-0.00166441635325; 
  } 
 
  else if (xc[0] <= 0.00009) 
  {  
  mu = 506.390474666667*xc[0]-0.042598590857; 
  } 
 
  else if (xc[0] <= 0.000091) 
  {  
  mu = 3452.690983*xc[0]-0.307765636607; 
  } 
    
  else if (xc[0] <= 0.000092) 
  { 
   mu = 1509.467475*xc[0]-0.130932297379; 
  } 
   
  else if (xc[0] <= 0.000094) 
  { 
  mu = 0.104293594537-1047.335698*xc[0]; 
  } 
   
  else if (xc[0] <= 0.000097) 
  { 
  mu = 0.004198472763+17.506023*xc[0]; 
  } 
   
  else if (xc[0] <= 0.000101) 
  { 
  mu = 0.01288418831025-72.03743625*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000102) 
  { 
  mu = 0.125058698096-1182.676147*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000103) 
  { 
  mu = 0.176968198436-1691.592817*xc[0]; 
  } 
   
  else if (xc[0] <= 0.000105) 
  { 
  mu = 0.0640569767255-595.3673635*xc[0]; 
  } 
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  else if (xc[0] <= 0.000109) 
  { 
  mu = 40.1218935*xc[0]-0.0026693952595; 
  } 
    
  else if (xc[0] <= 0.000111) 
  { 
  mu = 0.0061082137475-40.4066295*xc[0]; 
  } 
    
  else if (xc[0] <= 0.000114) 
  { 
  mu = 0.009783280206-73.5153363333333*xc[0]; 
  } 
 
  else if (xc[0] <= 0.000119) 
  { 
  mu = 0.004115451196-23.797538*xc[0]; 
  } 
   
  else if (xc[0] <= 0.0001205) 
  { 
  mu = 13.1170573333333*xc[0]-0.000277385648666667; 
  } 
     
  else if (xc[0] <= 0.000122) 
  { 
  mu = 88.218364*xc[0]-0.009327093102; 
  } 
   
  else if (xc[0] <= 0.0001235) 
  { 
  mu = 237.110828666667*xc[0]-0.0274919737913333; 
  } 
    
  else if (xc[0] <= 0.000125) 
  { 
  mu = 428.943428*xc[0]-0.051183299809; 
  } 
    
  else if (xc[0] <= 0.00013) 
  { 
  mu = 171.4389218*xc[0]-0.018995236534; 
  }   
    
  else if (xc[0] <= 0.0001309505) 
  { 
  mu = 2602.62279074658*xc[0]-0.335049139497056; 
  } 
    
   else  
   { 
   mu = 3.5e-3; 
   } 
    
return mu; 
   
 } 
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