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ÖZET

TÜRKÇE İÇİN NÖRAL BAĞLILIK AYRIŞTIRMA

Salih Tuç

Yüksek Lisans, Bilgisayar Mühendisliği
Tez Danışmanı: Dr. Öğr. Burcu CAN BUĞLALILAR

Haziran 2020, 66 sayfa

Bağlılık ayrıştırma, sözcükler arasındaki sözdizimsel ve anlamsal ilişkilerin belirlenerek

dilbilgisel yapıların ortaya çıkarılmasını içerir. Uzun dönemli bağlılıkların çıkarılması ve

sözlük dışı sözcüklerin meydana getirdiği sorunlardan ötürü bağlılık ayrıştırmada henüz iste-

nen başarı elde edilememiştir. Mevcut sorunlar Türkçe iiçin de geçerli olup, özellikle sondan

eklemeli yapısı gereği sözlük dışı sözcük oranı diğer dillere göre nispeten daha fazladır.

Şimdiye kadar yapılan çalışmalar, Tekrarlı Sinir Ağlarının uzun dizilerde başarılı olamadığını

göstermiştir. Bu tezde önerdiğimiz nöral model, kodlayıcı-kod çözücü yaklaşımını, Trans-

former ağı üzerine kurulu bir kodlayıcı ve Yığıt Tabanlı İşaretçi Ağı üzerine kurulu bir kod

çözücüyle gerçekleştirmektedir. Sözlük dışı sözcük problemi için ise sözcüklerin karak-

ter tabanlı österimleri kullanılmaktadır. hem Türkçe, hem de İngilizce için gerçekleştirilen

deneyler, önerilen modelin diğer nöral modellere göre özellikle uzun cümlelerde daha başarılı

olduğunu ve uzun dönemli bağlılıkları etkili bir şekilde bulabildiğini göstermektedir.

i
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ABSTRACT

NEURAL DEPENDENCY PARSING FOR TURKISH

Salih Tuç

Master of Science, Computer Engineering Department
Supervisor: ASSIST. PROF. DR. BURCU CAN BUĞLALILAR

June 2020, 66 pages

Dependency Parsing is the task of finding the grammatical structure of a sentence by identify-

ing syntactic and semantic relationships between words. The current accuracy of the depen-

dency parsers is still not satisfying due to the long term dependencies and out-of-vocabulary

(OOV) problem. Those problems also apply to Turkish because of the high percentage of

OOV words due to its agglutinative morphological structure compared to other languages.

The recent work shows that Recurrent Neural Networks (RNNs) are not efficient for long

sequences. The deep neural architecture that we propose in this thesis follows an encoder-

decoder structure with an encoder based on a Transformer Network and a decoder based

on a Stack Pointer Network. The character-level word embeddings are also integrated in the

model to cope with the OOV problem. The results for both Turkish and English show that the

proposed model performs better for long sentences and can identify long term dependencies

more efficiently compared to other neural models.
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1. INTRODUCTION

1.1. Overview

Dependency Parsing is the task of finding the grammatical structure of a sentence by identi-

fying the syntactic and semantic relationships between words. Dependency parsing has been

utilized in many other NLP tasks such as machine translation [10, 11], relation extraction

[12, 13], named entity recognition [14, 15], information extraction [16, 17], all of which

involve natural language understanding to an extent. Each dependency relation is identi-

fied between a head word and a dependent word that modifies the head word in a sentence.

Although such relations are considered as syntactic, they are naturally built upon semantic

relationships between words. For example, each dependent has a role of modifying its head

word, which is a result of a completely semantic influence.

Dependency structures are represented either by hierarchical structures which are called de-
pendency trees, or represented in the form of directed graphs, which are called dependency
graphs. An example dependency graph for the sentence Thank you, Mr. Pottering. is given

below:

Thank you , Mr. Poettering .

ROOT

Syntactic relations between words are generally figured out with an arrow in a dependency

tree, which connects each head word to a dependent. In other words, in a relation such as

I → am; ”I” becomes the head and ”am” becomes the dependent and the arrow between

them states a dependency between the two words.

The ROOT token represents the root of the dependency tree (i.e. the starting point of depen-

dency parsing or the head of the complete sentence). Even if the rules of dependency parsing

will be discussed later, it is good to state here that every sentence must contain a ROOT token

in its dependency tree.
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It is also typical to define the type of each grammatical relation between a head and a depen-

dent in a dependency structure. In the Universal Dependencies [18], there are 37 dependency

relations defined. In the latest tag set in Universal Dependencies (UD v2.0), relations are

split into four main categories (Core Arguments, Non-core dependents, Nominal dependents

and Other) and nine sub-categories (Nominals, Clauses, Modifier Words, Function Words,

Coordination, MWE, Loose Special and Other). Some of the prominent ones and their de-

scriptions in UD are as follows:

• NSUBJ - Nominal subject (Core arguments→ Nominals)

• OBJ - Object (Core arguments→ Nominals)

• IOBJ - Indirect object (Core arguments→ Nominals)

• CCOMP - Clausal complement (Core arguments→ Clauses)

• XCOMP - Open clausal complement (Core arguments→ Clauses)

• NMOD - Nominal modifier (Nominal dependents→ Nominals)

• NUMMOD - Numeric modifier (Nominal dependents→ Nominals)

• APPOS - Appositional modifier (Nominal dependents→ Nominals)

• AMOD - Adjectival modifier (Nominal dependents→ Modifier Words)

• DET - Determiner (Nominal dependents→ Function Words)

• CASE - Prepositions and other case markers (Nominal dependents→ Function Words)

• CONJ - Conjunct (Other→ Coordination)

• CC - Coordinating conjunction (Other→ Coordination)

• ROOT - Root (Other→ Other)

• PUNCT - Punctuation (Other→ Other)

The final dependency graph enriched with dependency relation types for the previous exam-

ple, ”Thank you, Mr. Poettering.”, is given below:

2



Thank you , Mr. Poettering .

ROOT

obj
punct

vocative

flat

punct

Of course, not every sentence in a language is grammatically simple and short like this ex-

ample. Discovering dependencies in longer sentences is one of the main challenges in de-

pendency parsing. We will use the term long term dependency throughout the thesis to refer

to orthographic distance and not structural distance. Hockenmaier and Steedman [19] define

another term long range dependency in order to refer to the structural distance between de-

pendencies. Our aim in this thesis is to find long term dependencies correctly, especially by

considering orthographic distance.

Another challenge in dependency parsing is the out-of-vocabulary (OOV) words problem,

where a test set generally contains some unseen words for which it gets harder to find depen-

dencies.

1.2. Motivation

In this thesis, we mainly focus on Turkish grammar. Turkish has a free-order grammar

and rich morphology, which makes dependency parsing even harder for Turkish language.

Previous work on Turkish dependency parsing, does not perform well enough for especially

long sentences.

Here, we propose a novel neural architecture based on Transformer Networks [8] and Stack

Pointer Networks [9] to handle long-term dependencies problem. Recent Recurrent Neural

Networks (RNNs) and sequence-to-sequence models based on such RNN structures have is-

sues in finding relations between distant words in a sequence, since the data transferred from

one end to another is prone to fade away. However, Transformer Networks do not have such

sequential structures and all structure is built upon an attention mechanism, where relations

between all word couples can be learned effectively. We utilize Transformer Networks to

handle long-term dependencies in this thesis, which will be a novel language-independent

neural dependency parser although our main focus is the Turkish language.

3



1.3. Research Questions

Our main aim is to find answers to the following research questions:

• Is it possible to overcome long-term dependencies problem in dependency parsing with

a full attention mechanism, such as Transformer Networks without using any recurrent

structure?

• Can a Transformer Network efficiently encode the grammatical structure of a sentence?

• Is it possible to mitigate the OOV problem by using character-level word embeddings

in an agglutinative language like Turkish?

1.4. Thesis Outline

The thesis is structured as follows:

In Chapter 2, the essential background knowledge to ease the understanding of this thesis

for any reader is given. The essential background knowledge is given under two sections:

Linguistic background and deep learning background.

Literature review on dependency parsing for Turkish and other languages will be given in

Chapter 3. In that section, models will be classified into graph-based and transition-based

as two dependency parsing approaches in the literature. Moreover, the previous studies will

be reviewed in terms of their methods, such as neural or probabilistic methods.

In Chapter 4, our proposed Transformer-Stack Pointer architecture will be explained in

detail along with the mathematical details.

Finally, in Chapter 5, the experiments and the results of the proposed model will be pre-

sented along with an error analysis of the results.

4



2. Background

We give the essential background knowledge for the ease of the reader in two sections: Lin-

guistic background and deep learning background.

2.1. Linguistic Background

In this section, we review background knowledge related to linguistics, especially the main

concepts in dependency grammar.

2.1.1. Dependency Grammar

The dependency of a word in a sentence refers to the word’s relations to other words in a

sentence. For example, in the following sentence:

Thank you, Mr. Poettering .

the word you and the phrase Mr. Poettering correspond to the same subject and, both of

them are affected by the thanking action. Therefore, the head of the word you is thank

because the word you is affected from the action. The same applies to also Mr.. We can

also describe a similar relation between the words Mr and Poettering. In this phrase, the

name’s head is the title. There is punctuation which could be removed from the sentence but

normally punctuation helps to build the grammatical relations between words in a sentence.

For example, in the example sentence, comma is a bridge between the thanking action and

the object Mr. Poettering, while the fullstop finalizes the sentence and therefore finalizes

the thanking action. So, both comma and fullstop have thank as their head. Each of these

head-dependent relationships are called as dependency and discovering the dependencies in

a sentence is called dependency parsing in the literature.

We can visualize these relations with a dependency graph as given in Figure 2.1..

We will describe the terms head and dependent in more detail in the next sub-section, but

before that, we should look at the history of dependency parsing. Finding the dependencies

in a sentence is not a new task in the field. In computational linguistics, even the very first

5



Thank you , Mr. Poettering .

ROOT

Figure 2.1. An example of dependency parsing for the sentence ”Thank you, Mr. Poettering.”

studies are led by Hays[20] in 1960s. The first modern parser examples were introduced in

mid-1900s by Lucien Tesnière [21], a French polyglot. However, the literature shows that the

dependency parsing goes back to the 12century that introduces the Arabic parsing, 5century

that introduces Panini’s Sanskrit parsing, and even goes back to ancient India [22].

2.1.2. Dependency Parsing

Dependency parsing is a task that finds the lexical dependencies between words in a sentence,

and thereby extracts the grammatical structure of a sentence. This task can be visualized by

dependency trees as given in 2.1..

Dependency is a head-dependent relation between the words. The head is the one that affects

the dependents, and in other words each dependent is affected by its head. The arrows in

dependency trees are always from the head to the dependents.

There are two main approaches applied to dependency parsing problem in the literature:

transition-based and graph-based. These approaches will be explained in Chapter 3..

Transition-based approaches are generally based on transition commands and a two-stack

structure that contains a dependency stack and a word buffer. Word buffer contains the

words in a sentence. Words are drawn from the word buffer and pushed into the dependency

stack. If there is a transition between the top two words of the dependency stack, then a

dependency is created between them and this operation continues until there are no words in

the dependency stack. The last word in the dependency stack would be the ROOT , which is

the root of the dependency tree; starting point of the whole dependency parsing process.

Graph-based approaches are generally based on performing the entire parsing process as

graph operations where the nodes in the graph represent the words in a sentence. For the

6



sentence, ”John saw Mary”, imagine a weighted graph G with four vertices where each of

them refers to a word including the ROOT . Edges store the dependency scores between

the words. The main idea here is to find the maximum spanning tree of this graph G. An

example is given in Figure 2.2..

Figure 2.2. Graph-Based Dependency Parsing

So, we can state that the dependencies are between ROOT and saw, saw and John; and

saw and Mary where the first ones are the heads and the second ones are the dependents.

When the parsing structure is represented as a graph, finding dependencies becomes easier to

visualize, and the task becomes finding the highest scored tree. Edge scores in the graph rep-

resent the dependency measure between a word couple. It could be defined as a probability

or any other measure, which is learned through a mathematical model.

The parsing, no matter which approach is used, creates a dependency tree or a graph, as we

mentioned above. There are some formal conditions of this graph:

• Graph should be connected.

– Each word must have a head.

• Graph must be acyclic.

– If there are dependencies such as w1 → w2 and w2 → w3, there must not be a

dependency such as w3→ w1.

• Each of the vertices must have one incoming edge.
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– Each word must only have one head. A graph that includes w1→ w2 and w3→
w2 is not allowed in a dependency graph.

• Graph should be projective. (Nevertheless, sometimes both projective graphs and non-

projective graphs are accepted.)

– For example, if there is a dependency w1 → w3; there should not be a de-

pendency such as w4 → w2. Dependencies in the dependency tree should not

intersect with other dependencies.

root John hit the ball with the hat

Figure 2.3. A projective tree with none crossing edges

A dependency tree is projective if it can be drawn on the plane with no crossing edges. Figure

2.3. shows a projective dependency graph with no crossing edges and Figure 2.4. shows a

non-projective dependency graph with crossing edges. Some algorithms create projective

trees while others create non-projectives. For example, algorithms like Chu-Liu/Edmonds

[23] or Eisner’s algorithm [24] are examples to graph-based dependency parsing and Eisner’s

algorithm tends to create projective trees while the Chu-Liu/Edmonds algorithm creates non-

projective trees.

root John saw a dog yesterday which was a Yorkshire Terrier

Figure 2.4. Non-projective tree that contains crossing edges

2.2. Deep Learning Background

Deep learning is a machine learning field that is built on Artificial Neural Networks (ANNs)

with multiple layers that are capable of extracting features from raw input. ANNs are inspired

by biological neurons and brain. They could be considered as the prototypes of the brain,
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where the neurons are the activation functions and they are able to learn some specific tasks

with the help of these neurons.

There are various deep learning architectures that are based on neural networks. The ones

that are related to this thesis are explained in the following sub-sections.

2.2.1. Sequence-to-sequence Models

Neural sequence-to-sequence (seq2seq) models are introduced by Sutskever et al. [25]. The

main idea is based on mapping a fixed-length input (input sequence) to a fixed-length output

(output sequence). The lengths of the two sequences could be different. It was first applied

to machine translation, where the input sequence corresponds to a sentence in one language

(source language) and it is mapped to the translation of the sentence in another language

(target language). Seq2seq models are applied to various tasks such as speech recognition

(e.g. Prabhavalkar et al. (2017) [26]), text summarization (e.g. Dong et al. (2019) [27]) etc.

Seq2seq models are generally composed of two components: encoder and decoder.

Encoder is a structure that encodes the given input sequence and outputs the encoded input

sequence. It collects any features in the input sequence that are peculiar to a specific task.

Generally, neural network based structures such as Recurrent Neural Networks (RNNs),

Long-Short Term Memory Networks (LSTMs) or Bi-directional LSTMS (Bi-LSTMS) are

used for learning the features of the input sequence. Thus, the output of the encoder contains

valuable information about the input sequence.

Decoder is a structure that decodes the encoded information and generates the output se-

quence. The output of the decoder is a matrix or probability distribution for prediction. For

example, the output of a decoder in a machine translation task can correspond to the proba-

bilities of generating each word in each time step in the output sequence. Decoders generally

cannot associate two distant words in the input sequence. So, when the size of the input se-

quence increases; the accuracy of the predictions in the seq2seq models tend to decrease[4].

Attention mechanisms are found to be useful for associating words in an input sequence

while decoding each word into a target sequence. The attention mechanism is based on a

cognitive perspective, that claims humans attend to different parts of a text while reading

it. Analogously, in a seq2seq model, the decoder is forced to attend to different parts of the
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Figure 2.5. An example Seq2Seq Model

Figure 2.6. An example Seq2Seq Model with Attention

input sequence while generating an item in each time step. The attention mechanism brings

one important advantage: the model can handle long distance relations between two further

words in the input sequence and this advantage makes the seq2seq models stronger compared

to simple seq2seq models without an attention mechanism.

Attention layer is usually a feed-forward neural network that is trained with all other com-

ponents of the model. Assume that there is a model like in Figure 2.7. which has input
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Figure 2.7. Closer look to the Attention Mechanism

embeddings x = X1, . . . , XT and encoder outputs h = h1, . . . , hT and a decoder layer s.

The arrows labelled with ai,j are the attention layer and those are the attention weights in the

model. Summation of the attention scores will give the context vector, which is used to pre-

dict the following word. The final score of the encoder and the attention layers are calculated

as follows:

ei,j = a(si−1, hj) (1)

where e is the final score, a is the attention layer, si1 is the output of last decoder, h is the

encoded input, i is the time step and j is the counter that iterates over the input embeddings.

After applying softmax to those scores; context vector (ci) is calculated as a weighted sum

as follows:

ci =
T∑
i=1

ei,jhj (2)
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2.2.2. Transformer Networks

Transformer networks are firstly introduced by Vaswani et. al. [8]. In the seq2seq models,

encoder and decoder components contain neural network models to learn the input sequence

and predict the matching output sequence. However, the authors of the paper reveal that

the attention mechanism can be used instead of these recurrent neural networks, which tells

everything about the title of the original paper ”Attention is All You Need”. This reduces the

cost of the model and it eases the learning of the model.

Transformer networks are effectively applied to sequential data, and therefore it could be part

of a seq2seq model. Transformer networks in a seq2seq model have encoder/decoder stacks

which contain one or more encoder(s)/decoder(s). The encoder and decoder stacks contain

variations of the specialized versions of Self Attention which is an attention mechanism that

mentioned in the paper.Details of the transformer model will be explained in Section 4.2..

2.2.3. Pointer Network

Pointer Network is a sequence-to-sequence model that uses a sequence of pointers to the

items of input series instead of converting one sequence into another. The model is firstly

proposed by Vinyals et al. (2015) [1] and is generally used for ordering the items of a

variable-length sequence or set.

As we can see from the left part of Figure 2.8., while an LSTM or RNN-based model pro-

cesses the input sequence (blue ones), the dimensionality of the output sequence (purple

ones) is determined by the dimensionality of the problem and it remains the same during

training and inference [25]. However, on the right hand side of the figure, we can see that

every output of the output sequence points to each of the input nodes. So, this model can

handle the dimensionality problem with this simple approach.

This approach is used in the model that is proposed in this thesis. The output of the En-

coder stack is an n × dim sized matrix where n is the number of words in the sentence and

dim is the dimension of vectors in the model. However, we need an n × n matrix for Eis-

ner’s algorithm[24] because it parses the sentence and needs a score matrix which contains

each word’s relation to all words in a given sentence. Thus, with Pointer Networks, we can

transform the given input to a squared matrix without losing any relational information.
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Figure 2.8. a) Basic seq2seq model and b) Pointer Network [1]

2.3. Learning and Neural Networks

Some concepts related to learning in neural networks are covered below.

2.3.1. Loss Function

Loss function is a simple mathematical function that evaluates how well the prediction of

the model fits to the gold value. Weights that are learned from the model are updated after

calculating the loss function. This update operation is performed by back-propagation and

an optimizer in neural networks. An example neural network is given in Figure 2.9..

Learning means updating weights in each iteration (i.e. epoch) until the loss gets close to

zero. Learning can be divided into two parts: forward pass and backward pass. At forward

pass, scores are calculated for each node. For example;

h1 = Fact(l1× w1 + l2× w2) (3)

where Fact is the activation function such as sigmoid, tanh, etc.
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Figure 2.9. A simple Neural Network

After calculating all scores in the first layer, we can predict the output scores as given below:

o1 = Fact(h1× w5 + h2× w6) (4)

After a sufficient number of epochs, the prediction begins to fit onto the gold values. Dif-

ferent loss functions can be applied depending on the task. For example, while the Mean

Square Error (MSE) loss function is used for regression tasks, Negative Log-Likelihood loss

function is generally used for classification tasks.

Since our example in Figure 2.9. is a simple model, we can use Squared Error Function:

Etotal =
∑ 1

2
(target− output)2 (5)

Once the errors are summed over for each output node (i.e. o1 and o2), weights are updated

by back-propagating the errors. For this purpose, gradients based on each weight are calcu-

lated to determine how much each weight will be changed in that epoch. For example, in

order to update w5, we need to calculate the derivative of that weight according to the total

loss value: δEtotal

δw5
.

Derivatives are calculated by using chain rule as follows:

δEtotal
δw5

=
δEtotal
δo1

× δo1
δneto1

× δneto1
δw5

(6)
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Figure 2.10. The effect of learning rate on the loss function

where neto1 is the input of Fact in equation 4. And the new value for w5 will be:

w+
5 = w5 − α×

δEtotal
δw5

(7)

where α is the learning rate.

After updating all weights in the network, the forward pass and backward pass are applied

again and again until the loss becomes close enough to zero or any value under a pre-defined

threshold value, or till a pre-defined maximum number of iterations is exceeded.

2.3.2. Optimizer

Optimizer is an approach used for updating weights in a model based on the calculated loss.

So, an optimizer is run after the loss is back-propagated.

Learning rate is a ratio that is used to update the weights. Imagine a parabola y = x2. Our

starting point is the leftmost point of it and our aim is to reach the local minimum. If the

learning rate is large, the loss will change unorderly. It will probably go to the right and left

and right on different epochs. However, if the learning rate is small enough, our loss will

follow the curve and reach the local minimum efficiently.

In Figure 2.10., the parabola represents the change of the calculated loss according to the

current weights, w. In other words, it shows how the α parameter effects the prediction of w.

The aim is to reach the local minimum at the parabola, where the value of the loss function

is the smallest. Red dots show the calculated loss values in different iterations and the red
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lines show the change of the loss values from one iteration to the another. If the learning rate

is large, our predictions will be less effective. However, if the learning rate is small enough,

we can reach the local minimum more efficiently.

Another important concept in an optimizer is regularization. It is a penalty constant that is

added to the loss function to penalize larger weights. Weights are updated during training

but they should not memorize the training set. If memorization happens, the model would

perform very well on training data but it will perform poorly on real-world examples, on a

test dataset. This issue is called as overfitting and regularization is a way to reduce the risk

of overfitting.

Gradient Descent[28] is the ancestor of all optimizers, which is used to reach the local min-

imum. There are different types of optimizers such as Adam [29], Adagrad [30], etc. Adam

optimizer differs from the other optimizers with its intuition on the concept of momentum by

injecting values from previous gradients to the current gradient. While the Adam implements

the exponential average of the gradients to scale the learning rate, Adagrad takes the simple

average of them. However, in case of the gradient descent, it uses same learning rate for each

parameter and updates all weights at once.
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3. RELATED WORK

3.1. Introduction

As aforementioned, Dependency Parsing is performed by mainly two approaches: Transition-

Based and Graph-Based. Related work that follows these approaches will be reviewed in this

chapter. The categorization will be based on these two approaches. Moreover, the ones that

are experimented on Turkish will be further discussed. Turkish is a language that the re-

searchers are shy of working on it because it is an agglutinative and low-resource language.

However, the work in this thesis mainly focuses on Turkish language. So, we first review the

dependency parsing literature based solely on Turkish language.

3.2. Related Work on Turkish Dependency Parsing

Turkish is an agglutinative language that builds the words with countless suffixes that are

attached to the end of the word. When talking about Turkish, a typical example would be:

Çekoslovakyalılaştıramadıklarımızdanmışsınızcasına

(Like you are the one from those who we couldn’t make Czechoslovakian)

This example is generally given for the Morphological Segmentation task. However, because

of the number of affixes, such inflected words become sparse in a corpus. Thus, finding a

word’s dependency gets harder because of sparsity and out-of-vocabulary (OOV) problem.

Eryigit and Oflazer (2006) [31] come with the idea of using inflectional groups (IGs) for

dependency parsing. In their study, the authors use a statistical parser that firstly computes

unit-unit relations where the units are words or IGs and then finds the maximum spanning

tree from these computed relations. They have three baseline models: Word-based, IG-

Based, and IG-Based with word-final IG contexts which is an IG-Based model with strict

outputs. As expected, IG-Based models give the best results.

Eryigit, Oflazer and Nivre (2008) [2] show that the morphological structure plays a crucial

role in Turkish dependency parsing. The authors show that parsing a sentence considering
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Figure 3.1. Inflection Groups (IGs) used in dependency parsing [2]

the IGs, which are sublexical units of a word, outperforms dependency parsing based on

word tokens of sentences.

An example dependency graph from Eryigit, Oflazer and Nivre (2008) [2] is given in Fig-

ure 3.1.. Here, the rectangles correspond to the inflection groups. Finding the dependencies

between these inflectional groups provides an improvement on the performance of the depen-

dency parsing. In this work, two different models are introduced. A probabilistic model with

beam search algorithm and a rule-based parser based on Nivre et al. (2006) [32], which uses

Support Vector Machine (SVM) classifier that evolves to MaltParser (Nivre et al. (2007)
[33]) are used to predict the next dependency relation in a sentence. The two models are

used to parse the sentence with a Word-based approach and IG-based approach. Their find-

ings show that the IG-based models outperform Word-based models and using IGs increases

the accuracy in both probabilistic and rule-based models. They claim that the rule-based

model is more accurate than the probabilistic model. Moreover, that study shows that the

morphological structure contains ”important syntactic information” in Turkish.

Oflazer (2014) [3] analyzes different NLP tasks on Turkish. In the dependency parsing task,

the author underlines the importance of IGs and morphological units in dependency parsing.

Also, he explains the ambiguity and variety of Turkish sentences with the example in Figure

3.2.

As we can seen from Figure 3.2., the order of the words in a sentence brings different mean-

ings. This issue affects the semantics mostly, however, it also shows the importance of the
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Figure 3.2. Ambiguity in Turkish grammar [3]

syntactic structure. Eryigit (2012) [34] makes an analysis on parsing in raw datasets in

Turkish and shows that the locations of words in a sentence plays a crucial role in parsing.

Cakici and Baldridge (2006) [35] also use IGs in their work. Their study shows the ten-

dency of the structure of the dependency trees in Turkish language as either being projective

or non-projective. They employ IG based dependency parsing with two main parsing models:

head-driven generative parsing and discriminative dependency parsing. Head-driven gener-

ative parsing adopts Collins’ algorithm (Collins (1997) [36]) to create non-projective trees.

Discriminative dependency parsing model uses two algorithms; Eisner’s algorithm (Eisner

(1996) [24]) to produce projective trees and McDonald et al. (2005) [37] to produce fully

non-projective trees. The study shows that the discriminative parsing algorithms outperform

phrase-structure head-driven parsers. Moreover, the paper shows that the non-projective trees

give slightly better accuracies than the projective ones like Eisner’s algorithm for Turkish.

Another study that shows the relation between dependency parsing and IGs is presented by

Cetinoglu and Kuhn (2013) [38]. In this study, morphological segmentation and parsing

are learned jointly. The study also shows that using IG-based parsing increases the accuracy.

They perform several experiments to include morphological features: not using them, using

them only at training and using them at both training and parsing. The latter one gives the

best results.

Yuret (1998) [39] addresses the dependency’s quality between two distant words in longer

sentences. The author builds a bootstrap acquisition method and calculates a probability

called lexical attraction. Also, this model contains a simple memory unit, which basically

contains the counts of relations between two words. Thus, the idea is that if two words are

located together in the dataset, it is more likely to have a dependency relation between them.
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Gonzalez and Rodriguez (2018) [40] introduce a parser based on the Covington’s parser

[41] with only one difference: instead of the No-Arc relation in the regular Covington model,

they adapt non-local principle. In this principle, instead of just saying there is No-Arc; they

try to parse No-Arc with Left-Arc (LA) and Right-Arc (RA) transitions. In Covington’s study,

there are two stacks λ1 and λ2 and if the Right-Arc transition comes, word is shifted from λ1

to λ2 and vice versa for Left-Arc transition. If there is No-Arc, they shift the latest word from

λ1 to λ2. In Gonzalez and Rodriguez (2018) [40], they use a parameter k for LA and RA

instead of a No-Arc transition in order to define how many words will be shifted from one

stack to other. So,RAk means that shift k leftmost words from λ1 to λ2 because words before

the k word has no-arc with any other word in the sentence. They use a parameter which

stores the count of the dependency arcs in the sentence. Therefore, the authors introduce a

novel transition-based non-projective parser called NL-Covington which outperforms other

transition-based parsers on Penn Treebank dataset (UAS = 94.5% and LAS = 92.4%) and

improves the Covington’s accuracy on other languages such as Turkish, Spanish, Swedish,

etc. in CONLL datasets. Their accuracy is 81.30% UAS and 71.28% LAS for Turkish while

the Covington is 80.29% and 70.68% respectively.

McDonald et al. (2006) [42] propose a two-stage parser which firstly parses the sentence

with a standard parsing algorithm and then labels the parsing with a dynamic algorithm such

as Viterbi [43]. This work has 74.7% UAS and 63.2% LAS accuracy on Turkish dataset in

CONLL-X shared task [44].

Another work is presented by Titov and Henderson (2007a) [45]. In this work, the au-

thors use Incremental Sigmoid Belief Networks (ISBN)[46] which is also proposed by Titov

and Henderson (2007b) [46]. ISBN is an improved version of Sigmoid Belief Networks

(SBN)[47] and it is similar to Hidden Markov Models (HMMs) because of using binary la-

tent variable vectors to encode information about the parsing history. However, instead of

using dependency edges between states like in HMM; they use dependency edges between

latent variables. They also employ a Beam Search-like heuristic search algorithm that is de-

scribed in another study of the authors [48]. In that paper, they obtain 86.2% UAS and 79.8%

LAS on Turkish dataset in CONLL-2017 shared task [49].

In addition to these probabilistic models, there are numerous neural network based mod-

els that are experimented on Turkish. One of them is by Akdemir and Gungor (2019)
[50], which is a recent work that jointly learns the dependency trees and named entity tags.

Their model is based on an encoder that is built upon Long-Short Term Memory Networks
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(LSTMs) and Multi-Layer Perceptrons (MLPs) and a decoder that uses Conditional Random

Fields (CRFs) [51] at decoding.

In the study of Akdemir and Gungor (2019) [50], they propose three different models (two of

them contain dependency parsing and the other one only learns NER features). The one that

gives the best score (60.0% average LAS-UAS accuracy on Turkish dataset in CONLL-2018

shared task [52]) is similar to the joint parser proposed by Nguyen and Verspoor (2018)
[53].

The proposed model in Nguyen and Verspoor (2018) [53] jointly learns POS tags and de-

pendencies using the POS tags. Their model takes input word vectors as a concatenation of

the word and character embeddings. After learning POS tags from these embeddings using

a BiLSTM and MLP-based tagging component they use the input vectors and learned POS

embeddings in order to learn dependencies in a layerered structure. Their parsing compo-

nent concatenates the input embeddings and the POS embeddings and gives them to BiLSTM

model for encoding sentences. After encoding, they create score matrices through MLP and

gives that score matrix to the Eisner’s algorithm in order to find the highest scoring projective

parse tree. Their model has an accuracy of 70.53% UAS and 62.55% LAS in Turkish IMST

dataset in CONLL-2018 shared task [52].

Kondratyuk and Straka (2019) [54] presents a parser called UDify that uses multilin-

gual BERT [55] self-attention features to encode sentences. Their model outperforms the

transition-based model called UDPipe by Straka et al. (2018) [56] which generates transi-

tions in a search-based oracle. UDify model in Kondratyuk and Straka (2019) gives 74.56%

UAS and 67.44% LAS for Turkish IMST dataset and 67.68% UAS and 46.07% LAS for

Turkish PUD dataset in CONLL-2018 shared task [52].

In addition to the models that use BERT, there are plenty of works that use deep-contextualized

vectors like ELMo [57] such as Che and Liu (2018) [58] and Kulmizev and Nivre (2018)
[59]. The first study [58] uses the model introduced by Dozat and Manning (2016) [5] as

the baseline model and adds the ELMo [57] embeddings to it and performs 66.44% LAS

accuracy for Turkish IMST dataset in CONLL 2018 shared task [52]

The latter paper[59] shows the effect of BERT [55] and ELMo [57] embeddings on transition-

based and graph-based parsers. According to their study, using ELMo or BERT increases the

accuracy but the BERT gives 1% more accuracy and achieves 64.9% LAS score in Turkish

IMST dataset in CONLL 2018 shared task [52]

21



Ballesteros et al. (2015) [60] show that using character-based embeddings increases the

accuracy when compared to word-based embeddings. Especially the languages like English

have some defined affixes like −s or −ing. So, instead of the word itself, if we extract the

probability of words that ends with ing; their lexical heads will be similar words too. How-

ever, in Turkish, there are plenty of affixes so even if this approach increases the accuracy for

one dataset, it may fail for another dataset. This study uses a stack-based LSTM network and

obtains 76.32% UAS and 64.34% LAS for Turkish IMST dataset in CONLL-2018 shared

task [52].

Another stack-based LSTM approach is introduced by Ma et al. (2018) [9], where the au-

thors suggest two models for the parsing task: One of them is called STACKPTR which

is a stack-based LSTM model that uses BiLSTM-CNN network in encoding and LSTM in

decoding, and the other one is called BiAff , an improved version of Dozat and Manning

(2016) [5] (slight changes like dropout value and adding one perceptron to the model’s atten-

tion). Their BiAff model gives 79.84% UAS and 68.63% LAS which are the best results in

Turkish currently for Turkish dataset in CONLL-2006 shared task [44].

Besides these models, some of the studies such as Turk et al. (2019) [61], Ambaty et al.

(2012) [62] and Sulubacak et al. (2016) [63] present results on Turkish datasets as well.

To conclude, Turkish is a language that is hard to deal with. There are no recent papers that

mainly focus on Turkish dependency parsing. However, the papers that use CONLL datasets

generally test their models on Turkish CONLL datasets too.

We will discuss the related work on graph-based and transition-based parsers in the following

sections which are introduced for other languages and not solely for Turkish language.

3.3. Literature Review on Graph-Based Dependency Parsing Models

Graph-Based Dependency Parsing is a task that firstly represents the sentence as a graph and

then finds the maximum spanning tree in this graph in order to find the correct dependency

tree. In general, there is a distinction between the Graph-Based parsers and Transition-Based

parsers. However, some studies do not define their parsers as graph-based or transition-based.

Because of this reason, the ones that do not contain transition rules or stacks are classified as

Graph-Based parsers in this thesis.
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Figure 3.3. The Seq2Seq Parser introduced by Li et al. (2018) [4]

There are especially two main studies that can be counted as the baseline neural models. One

of them is presented by Li et al. (2018) [4] and it is a typical sequence-to-sequence (seq2seq)

model that uses a bi-directional LSTM in its encoder and Long-Short Term Memory (LSTM)

in its decoder. Between the encoder and decoder stages; there is an attention mechanism to

encode the word’s context as can seen in Figure 3.3..

With the attention mechanism and a sub-root decomposition & beam search algorithm to

create dependency trees, they aim to increase the parsing accuracy in longer sentences. They

obtain 94.11% UAS on Penn Treebank and 88.78% UAS on Chinese Treebank.

Kiperwasser and Goldberg (2016a) [64] propose a model based on two BiLSTMs and

a MLP models, where one of them is for transition-based parsing while the other one is

for graph-based dependency parsing. Kiperwasser and Goldberg (2016b) [65] propose

another BiLSTM based model which contains two RNNs for finding right and left arcs in the

dependency tree.

Dozat and Manning (2016) [5] propose a novel parser that uses a biaffine attention mecha-

nism. The model is a modified version of th one presented by Kiperwasser Goldberg (2016

[64]), Hashimoto et al. (2016) [66], and Cheng et al. (2016) [67]. They create a model(3.4.)

which is built upon a BiLSTM + MLP that uses biaffine attentions instead of using bilinear

or MLP mechanisms. Their deep biaffine attention uses the recurrent states directly and can

be defined mathematically as follows:
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Figure 3.4. The model introduced by Dozat and Manning (2016) [5]

harc depi =MLP arc dep(ri) (8)

harc headj =MLP arc head(rj) (9)

sarci = Harc headU (1)harc depi +Harc headu(2) (10)

where h is an MLP that represents the head and dependency arcs, H is the recurrent units

(BiLSTMs) and s is the score matrix.

The model introduced by Dozat and Manning (2016)[5] increases the accuracy of its baseline

models. The Biaffine parser that is proposed in Dozat and Manning (2016) is a baseline for

many other papers such as Zhou and Zhao (2019) [6] and Li et al. (2019) [68]. The latter

one is composed of a Self-Attention mechanism in the Transformer Model with the deep

biaffine network of Dozat and Manning (2016). The first one forms the dependency tree as a

Head-Driven Phase Structure Grammar (HPSG)[69].

They present two parsers in their study: One of them is called division-span decoder that

is used along with a constituency parser by Kitaev and Klein (2018) [70] that uses Self-

Attention mechanism and the other one is called joint-span decoder that uses the parser

suggested by Dozat and Manning (2016). Their joint-span model that uses XLNet [71] or

BERT [55] in the encoder gives the best scores.
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Figure 3.5. The model introduced by Zhou and Zhao (2019) [6]

Mrini et al. (2019) uses the concept of forming the dependencies to Head-Driven Phase

Structure Grammar (HPSG)[69]. They use XLNet in the encoding step and proposes a

new attention mechanism called Label Attention Layer which is an evolved version of Self-

Attention. This work is at the top of the accuracy list between the models that use Penn

Treebank as dataset in dependency parsing.

Another LSTM-based model introduced by Choe and Charniak (2016) [72] considers the

dependency parsing task as part of language modelling (LM) and parses the sentence with a

LSTM-LM architecture which generates parse trees simultaneously with the n-gram proba-

bilities.

Another study introduced by Ji et al. (2019) [73] proposes a Graph Neural Network (GNN)

that can be counted as an extended version of the biaffine model.

The recent studies generally focus on the encoder of the neural network models because

a better encoding of an input with its context eliminates most of the cons of the sequence

models. For example, Hewitt and Manning (2019) [74] and Tai et al. (2015) [75] aim to

increase the effectiveness of LSTM-based encoders while Clark et al. (2018) [76] develop a

new attention based approach for encoding, which is called Cross-View Training (CVT).

As we mentioned above, most of these models are trained and tested on Penn Treebank.

There are some works which just concentrate on Universal Dependencies and we can count

Stanford’s CONLL parser (Qi et al. (2019)) [77] as one of them.
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Moreover, there are a few unsupervised approaches applied for dependency parsing task. The

iterative re-ranking model of Le and Zuidema (2015) [78] is the one that outperforms other

unsupervised models in dependency parsing task for English Penn Treebank WSJ corpus

[79].

Spitkowski et al. (2013) [80] propose that the parsing operation can be brute-forcely per-

formed. They proposed adding two additional operations (Transforms (Unary) and Joins

(Binary)) to the probabilistic model during training to transform words in order to reach the

local optima easier.

Klein and Manning (2004) [81] propose an unsupervised model that combines DMV (de-

pendency model with valence) and CCM (constituent context model) models and creates

dependency trees with the Expectation-Maximization (EM) principle. Their model is exper-

imented on English, German and Chinese and gives high scores compared to other unsuper-

vised models.

Another unsupervised model is presented by Smith and Eisner (2005) [82] which represents

sentences as lattices and perform different modifications on the sentence in order to increase

the number of input sentences and improve the probability of an original sentence. They

propose a method called Contrastive Estimation (CE) which is a principle that improves the

original sentence’s probability by decreasing the modified false sentence’s probability.

Headden et al. (2009) [83] combine the latter two studies (Klein and Manning (2004) [81]

and Smith and Eisner (2005) [82]) and shows that the scores substantially increase with the

use of Contrastive Estimation along with Expectation Maximization algorithm.

In addition to the unsupervised models, McDonald et al. (2005) [37] show the effect

of Maximum Spanning Tree (MST) algorithms and the Eisner’s parser [24] on the lan-

guages that contains non-projective dependencies. Eisner’s parser is an improved version

of Cocke–Younger–Kasami algorithm (CYK algorithm)[84][85][86] and it is a competitor to

Chu-Liu/Edmonds[23]. It is one of the simplest parsing algorithms and is currently used as

a baseline parser in many dependency parsing frameworks.

The model that is proposed in this thesis is an example of Graph-Based Dependency Parsing.

However, knowing some of the transition-based dependency parsers will help understanding

the choice of graph-based parsing in this thesis. Following section reviews the related work

on transition-based dependency parsing.
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Figure 3.6. The neural parser presented by Paper Chen and Manning (2014) [7]

3.4. Literature Review on Transition-Based Dependency Parsing Models

Transition-Based Dependency Parsing is an approach to find dependency trees with, gener-

ally, two stack structures (input buffer and parsing stack) by considering a set of transitions.

Usually, the input buffer, an ordered list of words in a sentence, feeds the parser. For each

word, model checks the parsing stack; if there is a dependency relation (which is from the set

of transitions) between the current word and the word at the top of the stack, then the parser

relates these two words and continues for other words until there is no word in the stack.

Final word in the stack will be the ROOT .

Chen and Manning (2014) [7] propose a neural network model to perform transition-based

dependency parsing. The architecture of the model is given in Figure 3.6..

Chen and Manning (2014) [7] propose a standard Recurrent Neural Network (RNN) model

with input embeddings that contain words, Part of Speech (POS) tags and arc labels that are

concatenated to build the final input to be fed into the RNN. They propose various modifi-

cations to the model by injecting single-word, word-pair and three-word features. The paper

is one of the best parsers in its era and outperforms other parsers such as MaltParser (Nivre

(2007)) [33] and MST Parser [42] in most languages.

Weiss et al. (2015) [87] follow a similar architecture that follows the model proposed by

Chen and Manning (2014) [7]. Weiss et al. (2015) introduce a model that contains an extra

hidden layer and different activation functions compared to the model proposed by Chen and

Manning. They obtain 94.26% UAS and 92.41% LAS score in Penn Treebank (PTB) dataset.
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There are other studies that make use of RNNs. For example, Dyer et al. (2015) [88] and

Chen et al. (2015) [89] are also examples to such neural parsers.

Mohammadshahi and Henderson (2019) [90] use Transformer Model for dependency

parsing. They inject graph features for the input and output embeddings of the Transformer

in order to extract information from the graph for transition-based parsing purposes. Thus,

the Graph2Graph model is introduced in their study. When the model is extended with pre-

trained BERT embeddings, it outperforms other transition-based models.

Andor et al. (2016) [91] propose a feed-forward neural network model that is used for de-

pendency parsing, PoS tagging and sentence compression tasks. The model adopts Global

Normalization instead of standard Local Normalization, so it can handle the label bias prob-

lem efficiently.

Currently, the model that gives the best results is presented by Gonzalez and Rodriguez
(2019) [92]. The authors propose a transition-based algorithm that is similar to the STACKPTR

model [9]. While the original work uses a standard top-down parsing, Gonzalez and Ro-

driguez (2019) [92] use left-to-right parsing. In other words, while iterating over the words

in a sentence, they parse the sentence into n attachments where n is the number of words in

the sentence. Thus, their model does not require a buffer or stack to predict the tree. The

authors claim that the model successfully finds and holds the single-head dependencies; how-

ever, during the parsing of the sentence, sometimes it may produce cycles. As we mention

in Section 2.1.2., there must not be a cycle in the dependency graph. So, here the authors

check and fix this issue in an additional step with a complexity of O(n). So, they can predict

the final parse trees in O(n) time complexity. Finally, they obtain 96.04% UAS and 94.43%

LAS scores in English PTB dataset.

In addition to these models that are described above, there are some works such as greedy

parsers of Ballesteros et al. (2016) [93] and Kuncero et al.(2016) [94] or the high-performance

parser arc-swift of Qi and Manning (2017) [95].

Nivre and McDonald (2008) [96] show that we can integrate graph-based and transition-

based parsers by integrating their features. From this point of view, studies such as Goldberg
and Elhadad (2010) [97], Spitkovsky et al. (2010) [98], Ma et al. (2013) [99], Ballesteros
and Bohnet (2014) [100] and Zhang and Clark (2008) [101] work on the methods, features

and/or on a common model that can be used for both transition and graph-based parsing.
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3.5. Conclusion

To conclude, there are different approaches employed in dependency parsing without con-

sidering whether it is graph-based or transition-based. As the one can see from the reviewed

related work above, recent papers are barely using Turkish datasets for dependency parsing.

The transformer-based models are promising for future works, especially in sequence-to-

sequence tasks. Thus, as a motivation from all of these related works, we decided to use a

popular model, transformer, on a resource-scarce language, that is Turkish.

Following section contains detailed information about the proposed model in this thesis.

Firstly, the baseline model will be mentioned. After that, components and their details will

be explained.
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4. MODEL

4.1. Introduction

As we mentioned in Chapter 1, there are two approaches applied to dependency parsing,

namely transition-based and graph-based parsing. Our proposed model can be categorized

as a graph-based model that uses neural networks in a sequential-to-sequential structure.

We use the Transformer network [8] which contains an Encoder-Decoder structure with

multi-head attention. We extend the baseline Transformer network architecture with extra

steps on decoding and the loss function and thereby obtaining a specialized version of the

original model for especially adopting it for parsing dependencies.

4.2. Baseline Transformer Model

The Transformer Model is firstly proposed by Ashish Vaswani and the Google Brain Team

in 2018 with the paper “Attention is All You Need” [8]. The model is proposed due to some

inadequacies of standard seq2seq models. For example, a standard seq2seq model cannot be

paralleled easily and it fails to learn relations between two distant words in a sequence.

As we mention in Section 2.2.1., seq2seq models contain encoder-decoder layers for repre-

senting and converting the sequence to another, and one or more attention layers between

the encoder and decoder layers. A seq2seq model encodes the input sequence generally with

RNNs or LSTM/Bi-LSTMs. A target sequence is generated by the decoder that may also use

an extra attention layer to focus at some parts of the encoded sequence in each time step.

This might be an effective method for shorter sentences. Howeve, for longer input sequences,

it fails to decode effectively because the model starts to give high scores (i.e. attention

weights) to the words that are closer to each other and the long distant relations become

impossible to be detected.

Vaswani et al. (2017) [8] realize that using neural network architectures such as RNNs

or LSTMs in encoding and decoding is not required. Their study claims that attentions

are sufficient to encode and decode each sequence. Thus, the idea of ”Self Attention” is

proposed.
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Figure 4.1. The Transformer Network architecture [8].

As Figure 4.1. illustrates, both the encoder (on the left) and the decoder (on the right) stacks

contain attentions in addition to Feed Forward neural networks and layer normalization. De-

tails of these structures will be explained in the next section. However, it is good to mention

about Query, Key and Value matrices here, which are the key components of a Self Atten-

tion mechanism. Query, Key and Value are the matrices which are learned during training

and they represent the contextual relations between words. The query is usually the hidden

state of the decoder. A key is the hidden state of the encoder and the value is the normal-

ized weight that represents the weights in the encoder. Dot product of the key and the query

creates the value. Details of the self-attention is given in Section 4.4..

Positional encoding is used to inject positional information for each encoded word since

there is not a sequential structure such as a recurrent neural network in the self attention

mechanism. Thus, the relation between closer words and distant words can be defined better.

Layer Normalization is applied after each attention and feed forward component. It is used

to normalize the data, for the current sentence. If batch normalization is used, it normalizes

the data for the whole batch.

In the transformer network, outputs are generated by shifting the outputs one to the right.

In encoder stack, we relate all words in the sentence with other words in the same sentence.

However, in the decoder stack, words are predicted based on the ones which are already

predicted. For example, if the third word is currently being predicted, then it is assumed that

the fourth word is not known yet thereby having a sequence problem. In other words, the

third one is predicted based on the first and the second words in the sequence.

The self attention model contains one encoder and decoder stack. Usually, three or four

encoder/decoders are contained in each stack. For each stack, each encoder’s output is fed
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Figure 4.2. Stack Pointer Network for dependency parsing [9]

into the next encoder’s input. Finally, the last encoder’s output is used for the decoder’s

prediction.

The transformer model is a baseline for other recent deep learning models such as BERT

[55] and it is generally used for machine translation task. There are studies that use BERT

for dependency parsing, or there are some models that use the encoder stack and the self-

attention. However to our knowledge, there is not any work that directly uses transformer

model for dependency parsing as a seq2seq problem. Moreover, there is not any work that

uses Transformer model in Turkish dependency parsing. This explains our reason to choose

the transformer model in our work.

4.3. Baseline Stack Pointer Model

The Stack-Pointer (STACKPTR) model is proposed by Ma et al. (2018) with the paper

“Stack-Pointer Networks for Dependency Parsing”. The main idea is to combine Pointer

Networks [1] with an internal stack in order to predict dependencies in a sentence.

The model contains an encoder and a decoder like in a standard sequence-to-sequence model.

The architecture is similar to a Pointer Network [1]. However, Stack Pointer networks addi-

tionally contain an internal stack and some high-order information about words in a sentence.

Thus, after encoding each sentence, the model processes the word at the top of the internal

stack using related high-order information about the word. Then the decoder decodes the

encoded information and produces a prediction similar to a Pointer Network.
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Figure 4.3. Overview of Self Attended Stack Pointer Model

The encoder in STACKPTR contains a BiLSTM-CNN architecture. BiLSTM encoder

encodes each word and generates a hidden state vector which is called context vector of that

word. CNN is used for character-level encoding. Thus, the output of the CNN is a vector

that represents character-level encoding of a word. In addition to the character-level word

encoding, word-level word embeddings and PoS embeddings are used as input. Each of these

vectors are concatenated and the final vector is the input of the BiLSTM encoder.

Once words are encoded by the encoder, the top word in the stack is popped with its high-

order information. High-order information is about the word’s grandparent and siblings. The

hidden state vectors of the current word, the grandparent word, and the sibling words are

summed to have the final hidden state vector of the top word.

Eventually, the final vectors are fed into the LSTM decoder. After decoding the sequence,

BiAffine classifier [5] is used to predict the heads of the words in the sentence. Cross-Entropy

Loss is used for the loss function.

4.4. The Proposed Model: Self Attended Stack Pointer Network Model

Our proposed model, the Self Attended Stack Pointer Network Model, contains an encoder

and a decoder stack. In this model, the encoder is adopted from the Transformer Network’s

Multi-Head Attention encoder and the decoder is adopted from the Stack Pointer’s LSTM

decoder. The overall architecture is given in Figure 4.3..
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Input of the model is a concatenation of word embeddings, PoS embeddings and character-

level word embeddings. Character-level word embeddings are obtained from a CNN which

encodes each word’s character-level information. After the concatenation, we apply Posi-

tional Encoding (PE) (see Section 4.4.1.) to this vector, in order to inject positional informa-

tion in the encoder. Self attended encoder has no information about the positions of words in

an input sentence. Hence, we encode the input sentence without losing positional informa-

tion.

Once the inputs are obtained, the model encodes each input vector in the encoder stack

through a Multi-Head Attention, a Feed Forward network and two Layer Normalization

steps. Each encoder stack can contain more than one layer of these components. The in-

put of the first encoder layer in the encoder stack is the concatenated vector. Inputs of other

encoders are the outputs of the previous encoder layers. Output of each encoder is called as

”hidden state vector”s of each word.

Once words are processed within the encoder stack, the model generates the internal stack,

which is used to find dependencies between words. We use high-order information of the

word at the top of the internal stack. Input of the decoder LSTM is a vector-wised sum of

the word’s, its sibling’s and its grandparent’s hidden state vectors. The concatenation is other

way to do that, but instead of increasing the complexity by increasing the vector’s dimension;

we rather use the element-wise summation.

Finally, we decode the highly-ordered hidden state vectors that are generated in the last step

and find the possible head-dependent relations using the output of the LSTM decoder and

the BiAffine classifier [5]. We predict head-dependent relations by applying softmax on the

outputs of the classifier.

The details of the model will be described below.

4.4.1. Positional Encoding

Once the word embeddings are created, we apply Positional Encoding on the embeddings.

During the processing of the embeddings in the encoder component of the transformer net-

work, there is no information about the position of words in a sentence. As mentioned

before, in the transformer, all words are related with all words. Thus, understanding each

word’s position is a valuable thing for the model.
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So, the authors of the baseline model in paper Vaswani et al. (2017) [8] come up with a

simple but effective method, that is positional encoding. It is an injection method applied

to embeddings to expose some relative or absolute positions of words in a sentence. This

encoding is a basic mathematical expression, actually. The cos function is used for the odd

indices and the sin function is used for even indices. The injection of the information of

position is performed with the sinus waves. The sin function for even indices is defined as

follows:

PE(x, 2i) = sin
( x

100002i/dmodel

)
(11)

where dmodel is the dimension of the word embeddings, i ∈ [0, dmodel/2), and x is the position

of each word where x ∈ [0, n] in the input sequence s = (w0, w1 . . . wn).

The cos function is applied for odd indices as given below:

PE(x, 2i+ 1) = cos
( x

100002i/dmodel

)
(12)

After calculating these values for each value in the embedding, these two values are summed

up together. So, the dimension dmodel does not change after this process. Concatenation

is also possible theoretically. However, in the input and output embeddings, the position

information is stored in the first few indices in the embedding. Thus, when the dmodel is high

enough, there is no need to concatenate; the summation also meets the requirements.

After adding positional encoding to the embeddings, the encoder stack is initialized. Our

model uses 6 layers for both encoder and decoder stacks. However, we experimented with

also different number of layers.

Before describing the details of encoder and decoder stacks, first we will explain the self

attention mechanism.

4.4.2. Self Attention

Instead of computing the whole sentence’s representation, self-attention focuses on different

positions and their dependencies in this sentence. Hence, all words are encoded using all

words in the sentence. So it learns better relations between words. This all-to-all encoding

is performed by using Query, Key and Value matrices.
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The self-attention mechanism operates as follows: For a sentence s which contains three

words, w1, w2 and w3, in order to find a relation between the words w1 and w2, w1 queries

w2 to predict a value that tells the relation between the two words. And the w2 provides this

information in the form of its own key.

When the sentence’s embedding (Es = [Ew1Ew2E[w3]]) is given, first of all, three different

but same-sized vectors (Query: Qwi
, Key: Kwi

and Value: Vwi
) are created for each word in

this sentence. Then, scores are calculated with dot product of the query and key values of

each word. For example, the dot product of Qw1 with each of Kw1 , Kw2 and Kw3 , creates the

main part of the score. After that, the score is divided by the square root of the dmodel, the

dimension of embeddings, and finally, softmax function is applied to scores in order to make

all of them positive and to have a proper probability distribution that sums to 1.

Then, the final scores are multiplied with the value vector of each word. For example, scores

that are calculated using Qw1 and Kwi
are multiplied with Vwi

and it creates V ′wi
. This oper-

ation reduces the value of irrelevant words. So it makes the relevant words more important.

After that operation is applied to each score that is calculated in the previous step, we obtain

the weighted values V ′wi
for these scores. The summation of these weighted values of each

word creates the final embedding for this word. So, new embedding of w1 is obtained as

follows: Ew1 = V ′w1
+ V ′w2

+ V ′w3
. As we can see, new embedding of the word contains

relevant information about all other words in the sentence.

Self-attention is a base for other attentions in the model such as Multi-Head Attention,

Masked Multi-Head Attention and Encoder-Decoder Multi-Head Attention. In the next sub-

section, we will describe the details of these attentions.

4.4.3. Multi-Head Attention

There are multiple sets of queries, keys and values that are learned in the model. Self-

attention is calculated for each of these sets and a new embedding is created. The new

embeddings for each set are concatenated and multiplied with Z matrix. Z matrix is trained

jointly and multiplied with the concatenated weight matrix in order to reduce the embeddings

into a single final embedding for each set. So, in other words, the final embedding is learned

from different contexts at the same time.
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This operation makes multi-head attention different from the self-attention mechanism. It

is multi-head because it learns from the “head” of each set. And the “head” of each set is

calculated by using self-attention.

Masked Multi-Head Attention A word in a sentence can depend on the ones before them

and the ones after them. Encoding phase of the model actually practices this definition, so

all words in a sentence are part of the attention in the encoder stack. However, in decoder

stack, we only know the word that we predict; so only the words before the current word are

already known at that time step. Because of that, a mask is used at the time of decoding.

The attention in the encoder receives the relations between all words, while the attention

in the decoder receives the relations between the first word and the words until the current

word. The output embeddings (input embedding of the decoder stack) are shifted one right

to predict the next word in a target sequence. Thus, a masked self attention is applied in the

decoder.

The model is able to learn without applying any masking. However, in that case it tries to

decode something that it does not know anything. So it brings ambiguity to the model.

The output of the Encoder stack contains the input embedding (input of the model), positional

information and contextual information. In other words, the output of the encoder stack is an

improved version of the input embedding. When we feed this embedding to the self-attention

with the embedding obtained from the masked multi-head attention, we can predict the next

word in a target sequence with the following features:

• Standard Input Embedding

• Positional Information

• Contextual information

• Output Embedding (until the current word)

4.4.4. Layer Normalization

Layer Normalization [102] is used to normalize the input across various features. It is more

consistent compared to batch normalization because, in batch normalization, features are
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normalized across a batch. Thus, it imposes a lower bound on the batch size. However, in

layer normalization, the computed values are for each feature and it is independent from the

other examples.

In the model, we use layer normalization after each attention and feed-forward neural net-

work because it normalizes the weights and retain some form of information from the previ-

ous layers.

4.4.5. Feed-Forward Neural Network

In the model, there is one feed-forward neural network in encoder and one in decoder. It is

basically a neural network with two Linear layers and ReLU activation function. It is placed

at the end of the encoder and decoder because with this feed-forward neural network, we can

train the embeddings with a latent space of words.

4.4.6. Encoder

As we mentioned above, an Encoder stack contains one or more encoders which contains

a Masked Multi-Head attention, a Feed-Forward Neural Network and Layer Normalization

after each of them. If there is one layer in encoder stack, then the output of this encoder

directly goes to Encoder-Decoder attention of each layer in Decoder stack. If there are many

layers in the encoder stack, then each encoder’s output is an input for the next layer except

the last one. The last one always goes to Encoder-Decoder attention of each layer in Decoder

stack.

Using many layers is a rational choice, because if the encoder improves the input embed-

dings; output of the second layer is the improved version of output of the first layer and so

on. However, while the number of layers increases, the feature space also increases and it

requires a larger dataset. That will bring some computational issues in the model.

4.4.7. Higher-order Information

Before decoding, the model operates hidden state vectors, which are the outputs of the en-

coder. During encoding, hidden state vectors are created for all words in a sentence. But the
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head sibling modifier

Figure 4.4. Sibling structure

grandparent head modifier

Figure 4.5. Grandchild structure

most important word at a time stamp is the word at the top of stack. Thus, creating a vector

with some higher-order information about the word at the top makes the hidden state vector

more efficient.

For that purpose, Ma et al. (2018)[9] are inspired from the model of McDonald and Per-

reira (2006)[103] and propose to use some higher-order information such as siblings and

grandchilds.

In the sibling structure given in Figure 4.4., a head word is the head of two different modifiers.

In other words, if the word is sharing the same head with another modifier, then the word is

a sibling of this modifier.

In the grandchild structure given in Figure 4.5., there is a head-to-tail connection. In other

words, the grandparent of a word is the head of this word’s head.

Thus, the input of the decoder is the element-wise sum of the encoder hidden state sh, sibling

hidden state ss and grandchild hidden state vectors sg:

βi = sh + ss + sg (13)

where βi is the input vector of decoder.
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4.4.8. Decoder

A decoder contains an LSTM structure and a BiAffine classifier[5] to process all contextual

and higher-order information about the word at the top of the stack.

Normally, in a pointer network, at each time step t, the decoder receives the input and outputs

decoder hidden state ht, as follows:

eti = score(ht, si) (14)

where et is the output of the scoring function, si is the encoder hidden state and ht is the

decoder hidden state. In our model, scoring function is adopted from Deep BiAffine attention

mechanism [5]:

eti = hTt Wsi + U tht + V tsi + b (15)

where W is the weight matrix, U and V are weight vectors and b is the bias. Before com-

puting the scores, an MLP is applied to the output of the decoder as discussed in Dozat and

Manning (2016) [5]. After calculating the score for the potential outputs, the final prediction

is made by using softmax:

at = softmax(et) (16)

where at is the output vector and et is the output of the scoring function.

We use cross-entropy loss similar to STACKPTR. The probability of a head word given a

word in a sentence, Pθ(y|x) is computed as follows:

Pθ(y|x) =
k∏
i=1

Pθ(pi|p<i, x)

=
k∏
i=1

li∏
j=1

Pθ(ci,j|ci,<j, p<i, x)
(17)

where θ denotes the model parameters, x denotes the sentence, y denotes the parse tree, p<i
denotes the preceding paths that have already been generated, ci,j represents the jth word in

pi and ci,<j denotes all the following words on the path pi. A path is defined as all words

from a root till the leaf node in a parse tree.

The model learns the arcs and labels in the dependency tree simultaneously.
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5. EXPERIMENTS AND RESULTS

In this chapter, we give information about the datasets, pre-trained embeddings and evalua-

tion metrics which are used in this thesis and we present results obtained from our proposed

model. Finally, we compare the results with that of other related work on dependency parsing

and discuss the performance of the model depending on various features such as the length

of sentences.

5.1. Datasets

We ran experiments on both Turkish and English. Following subsections contain information

about the dependency datasets and the word embeddings used in the experiments.

5.1.1. Penn Treebank

Penn Treebank (PTB) [79] is an English dependency treebank which is obtained from various

sources such as Wall Street Journal (WSJ), the Air Traffic Information System, etc. The

dependency treebank contains non-projective and projective trees. However, the majority is

composed of projective sentences.

5.1.2. Universal Dependencies

Universal Dependencies (UD) is a framework created by an open community which con-

tains 150 treebanks for around 90 languages. We used the IMST dataset [63] in Universal

Dependencies for Turkish.

5.1.3. GloVe Embeddings

Global Vectors for Word Representation (GloVe) [104] is an unsupervised method for ex-

tracting vector representations of words. We use 200-dimensional GloVe vectors, which are

pre-trained on Wikipedia for both Turkish and English.
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5.1.4. Polyglot Embeddings

Polyglot [105] contains distributed word embeddings for more than one hundred languages.

Raw data is mainly obtained from Wikipedia data. The Polyglot embeddings give the best

results (compared with other embeddings) on languages such as English and Swedish for

sequence tagging task.

5.2. Evaluation Metrics

5.2.1. Unlabeled Attachment Score (UAS)

UAS is a metric that is used to calculate the accuracy of predicting words’ heads. In other

words, it is the ratio of the number of correctly predicted heads to the total number of words

in the dataset:
UAS = #ofcorrectheads

#ofwords
(18)

5.2.2. Labeled Attachment Score (LAS)

LAS is another metric for dependency parsing that measures the correctness of both heads

and labels. In other words, it is the ratio of correctly predicted heads and labels to the total

number of words in the dataset:

LAS = #ofcorrecthead, labelpair

#ofwords
(19)

5.2.3. Root Accuracy (RA)

RA is used to measure the prediction accuracy of theROOT word. In parsing, each sentence

has one ROOT word and correct prediction of the ROOT word plays a crucial role in the

prediction of other words’ dependencies in a sentence.

42



Model UAS LAS
Our Model w/ Glove[104] 74.43 64.26

Our Model w/ Polyglot[105] 76.81 67.95
Nguyen and Verspoor (2018)[53] 70.53 62.55

Kondratyuk and Straka (2019)[54] 74.56 67.44
McDonald et al. (2006)[42] 74.70 63.20

Dozat and Manning (2016)[5] 77.46 68.02
Ballesteros et al. (2015)[60] 79.30 69.28

Ma et al. (2018)[9] 79.56 68.93

Table 5.1. Results for Turkish IMST Dataset [63]

5.3. Experiments

We ran experiments for both English and Turkish using Penn Treebank dataset [79] and

IMST dataset [63] respectively.

5.3.1. Turkish

For Turkish, we used the Turkish IMST dataset [63] from CONLL 2018 Shared Task [52]

along with Polyglot [105] and Glove [104] analogously to the English experiments. Using

Polyglot embeddings gives better results in Turkish, too. Our model gives an UAS score of

74.43% and LAS score of 64.26% with Glove embeddings, whereas an UAS score 76.81%

and LAS score of 67.95% with Polyglot embeddings. The most important reason of Poly-

glot’s impact on the performance of dependency parsing comes from the number of unique

words that it contains. For Turkish, while the Glove was trained on 13411 words, Polyglot

was trained on 15104 words.

Our model comes the 4th out of 8 dependency parsers.

The main aim in this thesis behind utilizing Transformer Networks is to resolve the long-term

dependencies problem in parsing. We analyzed the accuracy of our model in both short and

longer sentences to see the impact of the Transformer Networks in model.

Our model performs better than our baseline model, the STACKPTR, in longer sentences.

An example sentence from IMST dataset [63] contains 38 words:
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Word Gold Prediction - StackPTR Prediction - Self-Attended StackPTR
Bu iş / det iş / det iş / det
iş olmayacaktı / nsubj olmayacaktı / obj olmayacaktı / nsubj

böyle olmayacaktı / advmod olmayacaktı / advmod olmayacaktı / advmod
olmayacaktı ROOT ROOT ROOT

, giriyorduk / punct giriyorduk / punct giriyorduk / punct
çünkü giriyorduk / cc giriyorduk / cc giriyorduk / cc

çok sık / advmod sık / advmod sık / advmod
sık giriyorduk / amod giriyorduk / amod giriyorduk / amod

belimize* suya / nmod giriyorduk / obl giriyorduk / obl
dek belimize / case belimize / case belimize / case

suya* giriyorduk / obl giriyorduk / amod giriyorduk / obl
giriyorduk* olmayacaktı / conj olmayacaktı / conj olmayacaktı / conj

ve . / cc sevgililerin / cc . / cc
kayalara serpiştirilmiş / obl serpiştirilmiş / obl serpiştirilmiş / obl

serpiştirilmiş dağılmış / acl dağılmış / acl dağılmış / acl
gibi serpiştirilmiş / case serpiştirilmiş / case serpiştirilmiş / case

birbirlerinden uzaklıklara / nmod dağılmış / obl uzaklıklara / nmod
belli uzaklıklara / amod uzaklıklara / amod uzaklıklara / nmod

uzaklıklara dağılmış / obl dağılmış / obl dağılmış / obl
dağılmış sevgililerin / nmod sevgililerin / acl sevgililerin / acl

sevgililerin rahatsız / compound olmayacaktı / conj rahatsız / compound
( yaz / punct başlamıştık / punct yaz / punct

yaz* sevgililerin / appos aşkları / amod sevgililerin / appos
aşkları yaz / compound bunlar / compound bunlar / compound
bunlar yaz / nsubj başlamıştık / nsubj yaz / nsubj

, düşünmeye / punct çakıyoruz / punct düşünmeye / punct
o kadarını / det kadarını / det kadarını / det

kadarını* çakıyoruz / obj çakıyoruz / obj çakıyoruz / obj
çakıyoruz* yaz / conj olmayacaktı / conj yaz / conj

) yaz / punct çakıyoruz / punct çakıyoruz / punct
, çakıyoruz / punct başlamıştık / punct başlamıştık / punct

bu durumdan / det durumdan / det durumdan / det
durumdan rahatsız / obl olacaklarını / obl rahatsız / obl
rahatsız düşünmeye / obj olacaklarını / amod olacaklarını / amod

olacaklarını rahatsız / compound:lvc düşünmeye / obj rahatsız / obj
düşünmeye başlamıştık / nmod başlamıştık / nmod başlamıştık / nmod

başlamıştık* olmayacaktı / conj çakıyoruz / conj olmayacaktı / conj
. başlamıştık / punct başlamıştık / punct başlamıştık / punct

Table 5.2. Prediction of the heads by STACKPTR [9] and our model Self-Attended
STACKPTR for a sample long sentence in Turkish IMST Dataset [63]

Bu iş böyle olmayacaktı, çünkü çok sık belimize dek suya giriyorduk ve kay-

alara serpiştirilmiş gibi birbirlerinden belli uzaklıklara dağılmış sevgililerin

(yaz aşkları bunlar, o kadarını çakıyoruz), bu durumdan rahatsız olacaklarını

düşünmeye başlamıştık.

This sentence contains more than one verbal. Moreover, as we can see in ”(yaz aşkları bunlar,

o kadarını çakıyoruz)”, it contains other sentences which describes the main sentence. Thus,

parsing this sentence is a bit tricky. Table 5.2. contains the gold heads of words in that

sentence with the prediction of the Ma et al. (2018) (STACKPTR) which is the best model

in Table 5.1. and our proposed model with Transformer Networks, which is named Self-

Attended StackPTR.
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Number of words in sentence UAS - StackPTR UAS - Self-Attended StackPTR
less than 10 words 93.23 86.47

between 10 and 20 words 88.96 81.63
more than 20 words 56.49 62.33

Table 5.3. Success rate by word counts for IMST Dataset[63]

In Table 5.2., the bold lines at the rightmost column are the head/label pairs which are pre-

dicted correctly by our model. As we can see, the wrong predictions are generally between

the first comma and last comma in the sentence, because those words between them are inner

sentences and verbals. Also, around the phrase ”(yaz aşkları bunlar, o kadarını çakıyoruz)”,

the difference in the predictions is even more.

For example, for the word ”başlamıştık”, the STACKPTR model predicts the head as

”çakıyoruz” which is the final word between the parentheses. However, correct prediction

is the fourth word, ”olmayacaktı”, which is the last word before the first comma. In other

words, while the correct prediction is the first verbal, STACKPTR model predicts the last

verbal. However, our model is able to correctly detect the dependency between these two

words.

Table 5.3. gives the results for different lengths of sentences to show the impact of using

Transformer Networks in longterm depedencies. We compare our model with the original

STACKPTR [9] model, which is based on LSTMs rather than Transformer Networks. As

the results show, our model performs better for sentences with more than 20 words compared

to the standard STACKPTR model. This is the most important benefit of Self-Attention

mechanism.

For less than 20 words, our model’s accuracy is lower compared to longer sentences. It

shows that our self-attention based model is not able to learn shorter sentences better than

the BiLSTM based STACKPTRmodel. However, we observed that decreasing the number

of layers in our encoder stack gives a higher accuracy for shorter sentences. However, it

decreases the overall accuracy for the entire dataset. It is possible that instead of decreasing

the number of layers, if we increase the size of the dataset, our model may outperform the

STACKPTR model.

Additionally, we analyzed the Root Accuracy (RA) for Turkish. The Root Accuracy (RA) of

our model is 82.47%.
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Dataset/Version w/ Punctuation w/o Punctuation
PTB 94.23 (92.67) 93.47 (91.94)

IMST 76.81 (67.95) 71.96 (62.41)

Table 5.4. Accuracy (UAS (LAS)) by punctuations for IMST[63] and PTB[79] Datasets

Score/Projectivity Projective Non-Projective
UAS 77.69 60.17
LAS 68.47 58.21

Table 5.5. Accuracy by projectivity for IMST[63] Dataset

We also analyzed the impact of using punctuation in the datasets during training. Analysis

of Spitkovsky et al. [106] shows that the usage of lexicalized and punctuated sentences

give better results in dependency parsing. So, we ran our model with both punctuated and

not-punctuated versions of both datasets in Turkish and English.

Table 5.4. shows that punctuation affects the learning of the model for both languages and

the results are comparably higher when the punctuation is also used in the datasets. The

impact of using punctuation is even more for Turkish language and both UAS and LAS are

around %5 higher compared to using datasets without punctuation.

Moreover, one of our other experiments is about projectivity of the predictions. In IMST

dataset [63], there are 58085 words in total that consist of 55043 projective and 3042 non-

projective words; in other words, approximately 5% of the dataset is non-projective. This

ratio is almost the same for both train, dev and test datasets.

Our model, which contains BiAffine classifier, produces mostly projective trees. Thus, the

performance for non-projective trees is slightly worse; because it tries to find a projective

tree for these sentences and it fails. Table 5.5. shows our model’s performance on projective

and non-projective sentences for IMST [63] dataset.

As explained in the Section 4.4., we utilize word embeddings, PoS tag embeddings and

char embeddings obtained from CNN in our model. Table 5.6. shows the impact of the

embeddings on the accuracy of the model. Character-level encoding plays a crucial role in

our model because it helps to mitigate the OOV problem during training. We obtained the

highest scores when Polyglot word embeddings, PoS tag embeddings and character-based

word embeddings are incorporated in training.
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Input Embeddings UAS
Glove 63.24

Polyglot 65.76
Polyglot + PoS 70.48
Polyglot + CNN 73.81

Polyglot + PoS + CNN 76.81

Table 5.6. The impact of using word embeddings (Glove or Polyglot), PoS tag embeddings and
character-based word embeddings for the Turkish IMST Dataset [63]

Model UAS LAS
Our Model w/ Glove[104] 93.43 91.98

Our Model w/ Polyglot[105] 94.23 92.67
Ballesteros et al. (2015)[60] 91.63 89.44
Chen and Manning (2014)[7] 91.8 89.6

Kiperwasser and Goldberg (2016)[64] 93.1 91.0
Ballesteros et al. (2016)[93] 93.56 91.42

Weiss et al. (2015)[87] 94.26 92.41
Andor et al. (2016)[91] 94.61 92.79

Ma and Hovy (2017)[108] 94.88 92.98
Dozat and Manning (2016)[5] 95.74 94.08

Ma et al. (2018)[9] 95.87 94.19

Table 5.7. Results for English PTB Dataset [79]

In addition to these emeddings, we can consider using morpheme embeddings (i.e. Morph2Vec[107])

and/or inflection groups (IGs)[2], which remain as future work.

5.3.2. English

For the experiments in English, we used Penn Treebank dataset [79] along with Polyglot

[105] or Glove [104] embeddings. Our model performs better with Polyglot embeddings.

While Glove gives 93.43% UAS and 91.98%LAS, Polyglot gives 94.23% UAS and 92.67%

LAS.

Table5.7. contains a comparison of our model and other related work in dependency parsing.
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Number of words in sentence UAS - StackPTR UAS - Self-Attended StackPTR
less than 10 words 97.42 95.92

between 10 and 20 words 95.38 92.85
more than 20 words 92.61 93.25

Table 5.8. Success rate by word counts for PTB Dataset[79]

Layer UAS
1 86.24
2 88.56
4 92.40
6 94.23
8 93.13

Table 5.9. Accuracy of encoder layers for PTB Dataset[79]

We can see from the table 5.7. that our model comes the 5th out of 10 other dependency

parsers for English language.

Rate of success by sentence length can be found in Table 5.8..

Our results show that our model performs better for the longer sentences in English, too.

5.4. Implementation Details

In our experiments, we use similar configurations with the baseline models: STACKPTR

model by Ma et al. (2018) [9] and Self-Attention mechanism by Vaswani et al. (2017) [8].

Differently from the baseline models, for the self-attended encoder stack; we use 6 layers

because this configuration performs better with the Polyglot embeddings as can be seen in

Table 5.9. and Table 5.10. for both English and Turkish respectively.

We implemented the model using PyTorch [109] framework in addition to NumPy[110] and

Gensim[111] libraries in Python 3. Our experiments were ran on Google Cloud server with

4 vCPUs and 15 GB memory. Details of the implementation can be found here: https:

//github.com/salihtuc/self-attn-stackptr.
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Layer UAS
1 69.89
2 71.48
4 74.51
6 76.81
8 75.32

Table 5.10. Accuracy of encoder layers for Turkish IMST Dataset [63]

5.5. Conclusion

Our experiments show that using Self-Attention mechanism increases parsing accuracy espe-

cially in longer sentences in Turkish. However, our parser requires more data to learn better

for also shorter sentences.

The results also show that using character level word embeddings along with word embed-

dings and PoS tag embeddings gives the highest accuracy for our model.

We obtained the highest scores when we include 6 layers in our encoder stack by using Poly-

glot embeddings. Our results also show that including punctuation in the dataset improves

the accuracy substantially.
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6. CONCLUSION

6.1. Conclusion

In this work, we proposed a novel neural encoder-decoder architecture, which is called Self-

Attended Pointer Networks. We utilized Self-Attention mechanism instead of a recurrent

structure such as a LSTM or RNN for encoding the sequences and used Stack Pointer Net-

works for decoding the sequence to obtain the dependencies . Hence, our model consists

of two components: Self-Attention encoder with a Transformer Network and LSTM-based

decoder with BiAffine classifier.

Our experiments show that our proposed model performs better in longer sentences (which

has more than 20 words) compared to a LSTM-based encoder-decoder structure. This shows

that self-attention mechanism handles long term dependencies efficiently. However, the over-

all results for our model is not the best because the self-attention mechanism needs more data

during training. Moreover, our method is the first Self-Attention based model used in Turkish

dependency parsing.

6.2. Future Research Directions

Our results show that using Transformer Networks leads to a better performance especially

for long term dependencies. However, our model gives an average accuracy for the entire

dataset for both Turkish and English. In consideration of the morphological structure of

Turkish and the heavy usage of suffixes and inflection groups in Turkish, we plan to in-

corporate morpheme embeddings in the model. Moreover, we plan to investigate to define

dependencies between inflectional groups or morphemes rather than between word tokens.

As we mentioned in the previous sections, the self-attention mechanism needs more data

compared to recurrent neural networks because it obtains information about all words from

all words in a dataset. If we increase the size of the dataset or find additional ways to increase

contextual relations between words in the dataset, we believe that our results will be better.
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[34] Gülşen Eryiğit. The impact of automatic morphological analysis & disam-

biguation on dependency parsing of Turkish. In Proceedings of the Eighth

International Conference on Language Resources and Evaluation (LREC’12),

pages 1960–1965. European Language Resources Association (ELRA), Istan-

bul, Turkey, 2012.

[35] Ruket Cakıcı and Jason Baldridge. Projective and non-projective turkish pars-

ing. 2006.

[36] Michael Collins. Three generative, lexicalised models for statistical parsing.

In 35th Annual Meeting of the Association for Computational Linguistics and

54



8th Conference of the European Chapter of the Association for Computational

Linguistics, pages 16–23. Association for Computational Linguistics, Madrid,

Spain, 1997. doi:10.3115/976909.979620.

[37] Ryan McDonald, Fernando Pereira, Kiril Ribarov, and Jan Hajič. Non-projective
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