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Abstract

The theoretical reason for the presence of differential item functioning (DIF) is that data
are multidimensional and two groups of examinees differ in their underlying ability distribu-
tion for the secondary dimension(s). Therefore, the purpose of this study was to deter-
mine how much the secondary ability distributions must differ before DIF is detected.
Two-dimensional binary data sets were simulated using a compensatory multidimensional
item response theory (MIRT) model, incrementally varying the mean difference on the sec-
ond dimension between reference and focal group examinees while systematically increas-
ing the correlation between dimensions. Three different DIF detection procedures were
used to test for DIF: (1) SIBTEST, (2) Mantel–Haenszel, and (3) logistic regression. Results
indicated that even with a very small mean difference on the secondary dimension, smaller
than typically considered in previous research, DIF will be detected. Additional analyses
indicated that even with the smallest mean difference considered in this study, 0.25, statisti-
cally significant differences will almost always be found between reference and focal group
examinees on subtest scores consisting of items measuring the secondary dimension.
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The primary goal of administering standardized tests is to differentiate individuals

according to their ability to ultimately rank order examinees or draw conclusions

about proficiency classifications of examinees. Rank ordering examinees on the basis

of their ability level is a unidimensional concept (Ackerman, 1992). Therefore, in

both classical test theory (CTT) and traditional item response theory (IRT), it is typi-

cally assumed that the ability underlying an individual’s test performance is a unidi-

mensional latent trait; however, this assumption is oftentimes violated. In fact, there

is typically at least one secondary factor or dimension underlying test performance,

in addition to the primary dimension measured by test items, and oftentimes there is

more than one additional dimension. Therefore, the reality is that most tests are mul-

tidimensional and the secondary factors, or dimensions that influence individuals’

performance on particular test items may or may not be related to the dominant

dimension (Camilli, 1992). The general cause of differential item functioning (DIF)

has been defined to be the presence of multidimensionality in test items; that is,

items that function differentially measure at least one dimension in addition to the

primary dimension(s) the item is intended to measure (Berk, 1982; Cronbach, 1990;

Dorans & Schmitt, 1989; Jensen, 1980; Lord, 1980; Messick, 1989; Roussos &

Stout, 1996a; Scheuneman, 1982; Shepard, 1987; Wiley, 1990). DIF occurs when

there is an interaction between ability and item characteristics and the occurrence of

DIF can affect the conclusions made based on the results of standardized tests that

are assumed to be unidimensional (Walker & Beretvas, 2003). The additional, possi-

bly DIF-inducing, dimensions are referred to as secondary dimensions. Roussos and

Stout (1996a) categorize each secondary dimension as either an auxiliary dimension, if

the secondary dimension is intended to be measured, or as a nuisance dimension, if the

secondary dimension is not intended to be measured. DIF that is caused by an auxiliary

dimension is referred to as benign DIF; DIF that is caused by a nuisance dimension is

be referred to as adverse DIF (Roussos & Stout, 1996a). Ackerman (1992) defines

adverse DIF as bias. In both types of DIF, the item characteristic curves for different

groups differ due to differences in the underlying ability distribution for some exami-

nees on the secondary dimension(s). According to this perspective, DIF can occur

regardless if the secondary dimension is auxiliary or nuisance. However, test validity is

impacted by the type of secondary dimension that is the root cause of DIF. An adverse

secondary dimension threatens the validity of a test while a benign secondary dimen-

sion may not (Walker & Beretvas, 2001). The theoretical reason for the presence of

DIF is that an item measures at least one secondary dimension, in addition to the pri-

mary dimension being measured by the test, and two groups of examinees differ in their

underlying ability distribution for the secondary dimension(s). If two groups do not dif-

fer in the secondary underlying ability distributions being measured then items that

measure those secondary dimensions will not display DIF. This is because the reason

that items function differentially is based on the properties of the items and examinees

as well as the interaction between item and examinee characteristics.

One approach in the literature, to aid in our understanding of the most likely

cause, or probable sources, of DIF is the multidimensionality-based DIF (MMD)
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paradigm (Ackerman, 1992; Furlow, Ross, & Gagne, 2009; Gierl, Bisanz, Bisanz,

Boughton, & Khaliq, 2001; Roussos & Stout, 1996a). This paradigm is composed of

two steps: (1) statistical analysis and (2) substantive analysis. Although great prog-

ress has been made in the number of statistical procedures available to test for DIF,

progress of the same type has not been made, in terms of the interpretation or the

evaluation of substantive processes that may help us to understand why DIF occurs,

due to the inconsistencies that occur among experts when conducing substantive

analyses, post hoc. The MMD paradigm, developed by Roussos and Stout (1996a),

which is based on a multidimensional IRT (MIRT) model as recommended by

Shealy and Stout (1993), has helped to fill the void between statistical and substan-

tive DIF analytic procedures.

According to Shealy and Stout’s MMD, the presence of DIF can be explained by

the following formula:

ER(hju)� EF hju) = (mhR
� mhF

� �
+ u rR

shR

suR

� rF

shF

suF

� �
+ muF

rF

shF

suF

� mRrR

shR

suR

� �

ð1Þ

Specifically, this formula depicts the expected difference between the secondary

abilities, h, of individuals from the two groups, which can vary, when the primary

ability level is held constant. It is typically assumed that the common distribution for

the (u, h) trait vector is normally distributed. In Equation (1), muG and mhG represent

the means for the primary and secondary distributions, respectively, for group G (ref-

erence or focal group); while suG and shG represent the standard deviations for the

primary and secondary distributions, respectively, for group G; and rG represents the

correlation between the primary and secondary dimensions for group G. When the

two groups have the same standard deviations (suF
= suR

and shF
= shR

) and the same

correlations (rR = rF) and when sh = su, Formula (1) becomes

ER(hju)� EF(hju) = mhR
� mhF

� �
� r muR

� muF

� �
ð2Þ

Based on these two formulas, the probable causes for the DIF are explicated by

Ackerman (1992) and Roussos and Stout (1996a) in the following manner. If

mhR
6¼ mhF

in Equation (2), then DIF is likely to occur when the term r(muR
� muF

)

does not have the same sign and magnitude as the term mhR
� mhF

. When the term

r(muR
� muF

) has the same sign as the term mhR
� mhF

then the secondary dimension

is less likely to result in the presence of DIF. However, DIF is more likely to occur

when these two terms have opposite signs. Therefore, the presence of DIF depends

on both the sign and the magnitude of the difference between the averages for the

primary and the secondary dimensions and on the size of the correlation between the

two dimensions. Interestingly, according to this model, even if mhR
’ mhF

just the

existence of a secondary dimension can case DIF to occur if the correlation between

the primary and secondary dimensions are not the same for the two groups and there
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are differences in the underlying means for the two groups on the primary dimension

being measured by test items (i.e., muR 6¼ muF).

The MMD model, depicted in Equations (1) and (2), also helps us understand

when DIF will not occur. Specifically, DIF will not occur when an item is not sensi-

tive to a secondary dimension. DIF will also not occur if the two groups do not differ

in their underlying ability distributions on the secondary dimension, (i.e., mhR
’mhF

),

as long as either the correlation between the primary and secondary dimension is

zero (which is quite unlikely in practice) or muR
’ muF

. If the underlying mean on the

primary dimension is not equivalent for the two groups, then DIF will not occur, as

long as the two groups have been equated, in terms of their distribution on the pri-

mary dimension.

In addition to helping researchers understand the theoretical rationale for, and

underlying causes of DIF, the MMD framework can help us to understand the rela-

tionship between MIRT and DIF. In fact, Ackerman (1991) listed four situations that

might result in the occurrence of DIF when considering Shealy-Stout’s MMD: (1)

The primary trait means differ, provided there is a correlation between primary and

nuisance traits. (2) The nuisance trait means differ. (3) The ratio of the variance of

primary trait to that of nuisance trait is not the same for both groups. (4) The correla-

tion of the primary and nuisance trait is not the same for both groups. Several simu-

lation studies have been conducted that utilize this framework and aid in our

understanding of MIRT and DIF. For example, a study conducted by Furlow et al.

(2009) considered differences in the mean on the secondary dimension, as well as in

the correlation between dimensions when testing bundles of items for DBF using

SIBTEST. The results of this study indicated that the power of SIBTEST was gener-

ally higher when items measuring the secondary dimension were more highly discri-

minating than those measuring the primary dimension and as the secondary ability

mean difference increased. Similarly, a study conducted by Oshima and Miller

(1992) considered underlying mean differences in the secondary dimension, stating

that ‘‘The mean difference on the nuisance trait is probably the most important

source of potential bias’’ (p. 238). The results of this study indicated that IRT-based

DIF detection procedures were able to differentiate between bias, defined as differ-

ences caused by secondary ability distribution differences, and impact, defined as

between-group differences on the primary trait when testing multidimensional items.

While some previous research has helped to determine the impact of different dis-

tributional characteristics on the power of different DIF detection, no one study has

compared the impact for different DIF detection methods. Moreover, previous stud-

ies have not yet determined at what point DIF will occur given different correlation

between the primary and secondary dimensions and differences in secondary ability

distributions. In fact, most of the previous research (Monahan & Ankenmann, 2005;

Pei & Li, 2010; Woods, 2008) pertaining to DIF utilizes a unidimensional IRT model

to generate the data, which is not in perfect alignment with the MMD framework for

understanding why DIF occurs, and there are no studies in the literature that examine

the impact of multidimensionality on DIF detection when manipulating the
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underlying secondary ability distributions of both reference group and focal group

examinees simultaneously. Finally, no previous studies have considered the relation-

ship between DIF and score differences, which might be caused by the presence of

DIF, which explicitly links the presence of DIF to the achievement gap. Since the

presence of DIF is a function of the interdimensional correlations, as well as the

mean differences in the underlying ability distributions, the purpose of this study was

to examine these factors to determine how much the underlying secondary ability

distributions must differ before DIF is detected, resulting in measurement invariance

for the two groups which, in turn, can result in erroneous decisions being made about

examinees rank ordering or proficiency classifications (Walker & Beretvas, 2003).

Method

The purpose of this study was to determine the magnitude of dimensionality that will

result in statistically significant DIF, since theoretically the reason for the occurrence

of DIF is multidimensionality. For this study a 30-item test, 25 of which primarily

measured u1 and 5 of which primarily measured u2, was generated using fixed item

parameters. The item parameters were selected to span the u1, u2 space as shown in

Table 1. The same item parameters were used for both the focal group and the refer-

ence group.

In MIRT, items can be represented by item vectors in a Cartesian coordinate sys-

tem. Each item vector is on a line that crosses the origin. The direction of the vector

is defined as the vector’s angle with positive u1 axis. The direction of item i is calcu-

lated with the following equation:

ai = arc cos
ai1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2
i1 + a2

i2

p ð3Þ

Items that are closer to the u1 axis primarily measure the u1 ability while items that

are closer to u2 axis primarily measure the u2 ability. Items have an angle of 45� with

both ability axes equally measure both of the abilities (Ackerman, 1994; Ackerman,

Gierl, & Walker, 2003). Accordingly, in this study, the item parameters in Table 1

were chosen such that the angles for the first five items primarily measure u2, with

angular distances ranging between 70� and 85�; while the angles for the other 25

items primarily measure u1, with angular distances ranging between 5� and 20�. This

is because a2 is dominant for the first 5 items, whereas for the other 25 items a1 is

dominant. The discrimination parameters for all items range between 0.087 and

1.679. From a practical perspective, the test that was simulated might be thought of

as a multidimensional math test with complex items. When the correlation between

dimensions is low, the scale could reflect a math test that has five open-ended items

that require an examinee to explain the reasoning or their approach to the solution

which would require a high ability to communicate in writing. When the correlation

between dimensions is high, the scale could reflect a math test with five items that
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require quite a bit more reading comprehension skills than the remaining items on the

test.

These item parameters were used to generate two-dimensional binary data sets

using SAS/IML. The data sets were generated using the compensatory multidimen-

sional two-parameter logistic model (Reckase, 2009) presented in Equation (4).

P(Xij = 1juj, ai, di =
e

Pm

l = 1
ai�ej + dið Þ

1 + e

Pm

l = 1
ai�ej + dið Þ ð4Þ

where Xij represents the score (0,1) on item i person j, ai slope parameters associated

with item i, di intercept term of item i, and uj (uj = {u1, . . ., uM} is the vector of abil-

ity parameters represents a vector of multiple represents a scalar difficulty. Sample

Table 1. The Item Parameters Used in This Study.

Item a1 a2 Angle

Primarily measure u2 1 0.434 1.194 70.00
2 0.303 1.038 73.75
3 0.365 1.649 77.50
4 0.203 1.317 81.25
5 0.087 0.997 85.00

Primarily measure u1 6 1.265 0.111 5.00
7 1.076 0.106 5.63
8 1.679 0.184 6.25
9 1.323 0.16 6.88

10 0.992 0.131 7.50
11 0.953 0.136 8.13
12 0.924 0.142 8.75
13 1.199 0.198 9.38
14 1.116 0.197 10.00
15 0.8 0.15 10.63
16 1.319 0.262 11.25
17 1.079 0.227 11.88
18 0.818 0.181 12.50
19 0.907 0.211 13.13
20 0.926 0.227 13.75
21 1.481 0.38 14.38
22 1.035 0.277 15.00
23 0.776 0.217 15.63
24 0.796 0.232 16.25
25 1.192 0.362 16.88
26 0.965 0.304 17.50
27 1.101 0.36 18.13
28 0.929 0.315 18.75
29 1.575 0.554 19.38
30 0.987 0.359 20.00
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size was fixed such that nf = nr = 1,000 examinees, and the test length was fixed at

30 items.

As previously stated, according to Equation (2), when the u distribution of the

focal and the reference groups is constant, the expected differences for the condi-

tional distributions are dependent on the average of the primary and the secondary

distributions—that is to say, on the average of the distributions of u and h. In

Nandakumar’s (1993) simulation study, two levels of h were chosen, 0.5 and 1.0,

to represent moderate-to-large degrees of DIF. In a study conducted by Russell

(2005), the average difference between focal and reference groups on the primary

trait varied among du = 0 (no mean difference), du = 0.5 (moderate differences),

and du = 1.0 (large differences). In the study by Furlow et al. (2009), the average

of the underlying ability distributions for the secondary dimensions that were con-

sidered were (0.0, 0.25, 0.50, 0.75, 1.0) to disadvantage only the focal group. This

study expands on these design factors by using conditions similar to Furlow et al.

but manipulating the mean for both the reference and focal groups. In all cases the

underlying distribution on the primary dimension was simulated as standard nor-

mal distribution. Five different means (0.0, 20.25, 20.50, 20.75, 21.0) were con-

sidered for the underlying ability distribution for the focal group on the secondary

dimension; while five different means (0.0, 0.25, 0.50, 0.75, 1.0) were considered

for the underlying ability distributions for the reference group on the secondary

dimension. These conditions were crossed to gradually increase and decrease the

difference between the means of the distributions of the focal and the reference

groups on the secondary dimension. This results in the simulation of DIF due to

multidimensionality.

Another factor that is known to influence the occurrence of DIF is the correlation

between the primary and the secondary dimensions. Therefore, this study also con-

sidered the impact of different correlations between dimensions, in terms of DIF

detection. Four different correlations between dimensions were considered to

reflect no correlation r = 0.0, a low correlation r = 0.25, a medium correlation

r = 0.5, and a high correlation r = 0.75. To summarize, five different underlying

ability distributions were considered for the focal group; five different distribu-

tions were considered for the reference group, and four different correlational con-

ditions were considered. Each of these factors in the design was fully crossed,

resulting in a 100-cell (5 * 5 * 4) design. All combinations of focal and reference

group means on the secondary dimensions used in that study. For each condition,

100 replications were conducted.

Three different DIF detection procedures were used to analyze the data: (1)

SIBTEST, (2) logistic regression, and (3) Mantel–Haenzsel. For all three procedures,

Type I error rates were calculated for non-DIF items and power rates were calculated

for DIF items. Then a random-effects analysis of variance (ANOVA) was conducted

to determine the impact of the factors in the study, collapsing across the five items

that were simulated to primarily measure the second dimension. A summary of the

conditions studied in this research are illustrated in Table 2.
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In addition, to determine the substantive practical implications of this study, in

terms of whether multidimensionality that results in DIF could result in achievement

gap differences, t tests were conducted to determine if there were statistically signifi-

cant differences between reference and focal group examinees, for both total test

scores and subtest scores on the five items that were simulated to primarily measure

the second dimension.

Results

Type I Error and Power Rates

When using SIBTEST to test for DIF, one can conduct exploratory studies at the

item level and/or confirmatory studies at the bundle level. Therefore, both types of

analyses were considered, given that five items were simulated to primarily mea-

sure u2. When exploratory item level analyses were conducted, the conditioning

subtest used consisted of only those items that were simulated to primarily mea-

sure u1. This is comparable to what would happen in practice, if one suspected that

a bundle of items were measuring a benign secondary dimension that might be

affecting performance.

Table 3 depicts the Type I error rates and Table 4 depicts the power rates for all

of the factors explored in this study when using exploratory and confirmatory (bun-

dle level) SIBTEST, Mantel–Haenszel, and logistic regression at the item level.

The results are collapsed across the five items simulated to primarily measure u2.

Type I error rates occur when there are no distributional differences between the

reference and focal group. Therefore, as Table 3 illustrates, the Type I error rates

for SIBTEST are slightly above the nominal 0.05 level for both the exploratory

and confirmatory conditions, at 0.06 and 0.08, respectively, only when the correla-

tion between the two dimensions is 0. As the correlation between dimensions

increases, the Type I error rate decreases and reflects the nominal 0.05 level with a

correlation between dimensions as small as 0.25. Interestingly, while the Type I

Table 2. Research Design.

Factors considered
Fully crossed design

Correlation
between u1 and u2

Mean of u2

for focal group
Mean of u2 for
reference group

DIF Detection
Procedure

r = 0.00
r = 0.25
r = 0.50
r = 0.75

0.00
20.25
20.50
20.75
21.00

0.00
0.25
0.50
0.75
1.00

SIBTEST—Exploratory
SIBTEST—Confirmatory
Mantel–Haenszel
Logistic regression
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error rate is higher when the correlation between dimensions is 0 for the confirma-

tory bundle DIF analyses than for the exploratory item level analyses, it is slightly

lower for the confirmatory analyses with a nonzero correlation between dimen-

sions. Type I error rates results for Mantel–Haenszel are almost identical to the

results obtained when using SIBTEST to test for DIF at the exploratory item level.

The Type I error rate is slightly inflated when the correlation between dimensions

is zero and is slightly below the nominal 0.05 level with a nonzero correlation

between dimensions. Type I error rates for logistic regression are almost identical

to the results obtained when using SIBTEST or Mantel–Haenszel to test for DIF at

the exploratory item level. However, there are slight differences in that the Type I

error rate does not decrease as the correlation between dimensions increases, as

was observed with the other two DIF detection procedures.

As seen in Table 4, when exploratory item level DIF analyses are conducted using

SIBTEST power reaches more than acceptable levels when the difference between

the mean of the second dimensions for the reference and focal group is at least 0.5.

However, for confirmatory bundle analyses power is more than acceptable when the

difference between the mean of the second dimensions for the reference and focal

group is only 0.25, likely due to amplification (Nandakumar, 1993). The correlation

between dimensions had little to no impact on the power rates obtained when using

SIBTEST in either an exploratory or confirmatory manner.

Power rates results for Mantel–Haenszel are almost identical to the results of

exploratory SIBTEST. One exception is that SIBTEST is slightly more powerful

when the correlation between dimensions is zero and the difference between the

mean on the second dimension for the reference and focal group is only 0.25.

Moreover, the power is more than acceptable when the difference between the

mean of the second dimensions for the reference and focal group is at least 0.5.

When compared to the other two DIF detection procedures, the power rates

obtained when using logistic regression to test for DIF are always slightly lower

than those obtained from SIBTEST or Mantel–Haenszel when the difference

between the mean of the second dimensions for the reference and focal group is

less than 0.5.

Table 3. Type I Error When Using Exploratory and Confirmatory (at the Bundle Level)
SIBTEST, Mantel–Haenszel, and Logistic Regression to Test for DIF.

Correlation between
dimensions SIBTEST

Confirmatory
SIBTEST Mantel–Haenszel

Logistic
regression

r = 0.00 0.06 0.08 0.06 0.06
r = 0.25 0.05 0.03 0.04 0.05
r = 0.50 0.06 0.06 0.05 0.06
r = 0.75 0.05 0.03 0.04 0.05
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Impact of Experimental Design Factors Considered

In order to determine the impact of the design factors considered in this study four

random effects ANOVA models were fit to the data, one for each of the three

exploratory single-item DIF detection procedures considered and a fourth for using

SIBTEST in a confirmatory manner to test the bundle of items. The statistic obtained

from the DIF detection procedure was used as the dependent variable, and the corre-

lation between dimensions, mean of the reference group and mean of the focal group

were used as the independent variables and modeled as random factors. Once again,

these analyses pertained to the three different DIF detection procedures that were

done at the item level in an exploratory manner and the additional analyses that were

conducted in a confirmatory manner using SIBTEST to evaluate the five-item

bundle.

The results obtained when using SIBTEST in an exploratory manner to conduct

item level analyses indicated that the three-way interaction term was significant

(F48, 12 = 10.99, p \ .001). However, this term explained only a very small propor-

tion of the variability in the data (partial h2 = 0.01). On the other hand, two of the

two-way interaction terms, those that included the correlational factor of the design

were statistically significant and also explained a large proportion of the variability

in the data, while the third two-way interaction term was not statistically significant

(F16, 48 = 1.07, p = .41). Specifically, the correlation by reference group mean inter-

action term explained approximately 68% of the variability in the data and was sta-

tistically significant (F12, 48 = 8.38, p \ .001). Similarly, the correlation by focal

group mean interaction terms explained approximately 59% of the variability in the

data and was also statistically significant (F12, 48 = 5.81, p \ .001). These interaction

effects are depicted in Figures 1 and 2, respectively. As the figures illustrate, changes

in the reference group and focal group marginal mean had the greatest impact on the

beta statistics. As the absolute value of these marginal means increased so did the

beta statistics, as expected. In fact, even when the absolute value of the marginal

mean of the reference or focal group was only 0.25, the absolute value of the average

beta statistic was greater than 0.1, which would be considered a large effect size

using conventional guidelines. These guidelines state that large DIF occurs when

jb̂j � 0:088 (Roussos & Stout, 1996b). However, even the largest marginal mean

beta statistic obtained for these conditions, 0.30, which was obtained when the refer-

ence or focal group mean was 1.0 or 21.0 and the correlation between dimensions

was 0.0, would likely not be a cause for concern using more contemporary effect size

guidelines for DIF (Walker, Zhang, Banks, & Cappaert, 2011). These guidelines

state that only when the proportion of DIF reaches 0.15 will there likely be ability

differences found between reference and focal group examinees and a beta statistic

of 0.3 for a one item bundle only results in a proportion of DIF of 0.06. The impact

of the correlational factor of the design was far less than that for the reference and

focal group means. As the correlation between dimensions increased, the beta statis-

tics tended to decrease, but not to a very great extent.
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Figure 1. Interaction effect of correlation between dimensions and reference group mean
when using SIBTEST to test for DIF in an exploratory manner.

Figure 2. Interaction effect of correlation between dimensions and focal group mean when
using SIBTEST to test for DIF in an exploratory manner.
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The results obtained when using SIBTEST in a confirmatory manner were similar

to those obtained when using SIBTEST in an exploratory manner. Specifically, the

three-way interaction term was significant (F48, 49,900 = 74.67, p \ .001) but only

explained a very small proportion of the variability in the data (partial h2 = 0.07).

Once again, two of the two-way interaction terms, those that included the correla-

tional factor of the design were statistically significant and also explained a large pro-

portion of the variability in the data, while the third two-way interaction term was not

statistically significant (F16, 48 = 1.06, p = .41). Specifically, the correlation by refer-

ence group mean interaction term explained approximately 68% of the variability in

the data and was statistically significant (F12, 48 = 8.37, p \ .001). Similarly, the cor-

relation by focal group mean interaction terms explained approximately 59% of the

variability in the data and was also statistically significant (F12, 48 = 5.81, p \ .001).

These interaction effects are depicted in Figures 3 and 4, respectively, and are very

comparable to what was obtained for the exploratory DIF analyses. Unlike what was

found in the exploratory DIF analyses, the largest marginal mean obtained for the

confirmatory SIBTEST analyses was much larger than that obtained for the explora-

tory analyses. Specifically, the largest marginal mean beta statistic obtained for these

conditions was 1.5, which was much larger than the comparable marginal mean beta

statistic for the exploratory analyses of 0.3. This marginal mean beta statistic was also

obtained when the reference or focal group mean was 1.0 or 21.0 and the correlation

between dimensions was 0.0. More important, this results in a proportion of DIF of

Figure 3. Interaction effect of correlation between dimensions and reference group mean
when using SIBTEST to test for DIF in a confirmatory manner.
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approximately 30% which would be a cause for concern according to the more con-

temporary DBF effect guidelines proposed by Walker et al. (2011).

The results obtained when using Mantel–Haenszel to test for DIF differed from

those obtained when using SIBTEST in either an exploratory or confirmatory man-

ner. For this analytic procedure, the correlation had little impact on the results. Once

again, the three-way interaction term was significant (F48, 49,900 = 4.98, p \ .001)

but only explained a very small proportion of the variability in the data (partial h2 =

0.01). However, for this analytic procedure only the reference by focal group interac-

tion term was statistically significant (F48, 16 = 143.78, p \ .001) and explained a

large proportion of the variability in the data (partial h2 = 0.98). The two interaction

terms that included the correlation were non-significant for both the reference group

mean and the focal group mean (F48, 12 = 0.38, p = .97 and F48, 12 = 0.30, p = .99),

respectively. Figure 5 depicts the interaction between the reference and focal group

mean. As the figure illustrates when only the focal group mean differs from zero the

statistics increase, in a fairly linear manner. However, as both the reference and focal

group means differ more and more from zero, and it seems as if a 0.75 combined

mean difference from zero is the tipping point, these statistics reach their maximum

values obtained, between 40 and 60. This graph is reflective of the symmetry of

the design.

The results obtained when using logistic regression to test for DIF differed from

both the results obtained when using SIBTEST and those obtained when using

Figure 4. Interaction effect of correlation between dimensions and focal group mean when
using SIBTEST to test for DIF in a confirmatory manner.
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Mantel–Haenszel to test for DIF. Once again the three-way interaction term was sig-

nificant (F48, 49,900 = 6.09, p \ .001) but only explained a very small proportion of

the variability in the data (partial h2 = 0.01). However, for this analytic procedure all

of the two-way interaction terms were significant and explained a large proportion of

the variability in the data. The two-way interaction term for the reference and focal

group mean explained the greatest variability in the data (F48, 16 = 93.35, p \ .001)

and explained a large proportion of the variability in the data, while the third two-

way interaction term was not statistically significant (F16, 48 = 1.07, p = .41).

However, the correlation by reference group mean interaction term also explained a

large proportion of variability (partial h2 = 0.55) and was statistically significant

(F12, 48 = 4.97, p \ .001). Similarly, the correlation by focal group mean interaction

terms explained approximately 51% of the variability in the data and was also statis-

tically significant (F12, 48 = 4.19, p \ .001). Figures 6 through 8 illustrate these inter-

action effects, with Figures 6 and 7 illustrating the interaction effects that included

the correlational design factor and Figure 8 illustrating the reference group mean by

focal group mean interaction effect. Figures 6 and 7 are somewhat comparable to

what was observed when using SIBTEST to detect DIF. Specifically, changes in the

reference group and focal group marginal mean had the greatest impact on the statis-

tics and as the absolute value of these marginal means increased so did the statistics,

as expected. Moreover, the statistics decreased as the correlation between dimensions

increased; however, the impact of correlational changes was not as dramatic as the

Figure 5. Interaction effect of reference group mean and focal group mean when using
Mantel–Haenszel to test for DIF.
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Figure 7. Interaction effect of focal group mean and correlation between dimensions when
using logistic regression to test for DIF.

Figure 6. Interaction effect of reference group mean and correlation between dimensions
when using logistic regression to test for DIF.
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impact of mean differences. Figure 8, which illustrates the interaction effect of

changes in reference and focal group means, shows a much clearer pattern than what

was observed when using Mantel–Haenszel to detect DIF. In fact, there appears to

be an exponential relationship, such that as the mean of the reference group increases

and the focal group decreases, so do the test statistics, in an exponential manner.

Implications for Practitioners

In order to determine the practical implications of these results, t tests were conducted

between reference and focal group examinees to determine if statistically significant

differences existed on total scores, as well as on subscale scores for the five items that

primarily measured the secondary dimension. These results can help us to understand

the relationship between DIF and the achievement gap, which is important because

DIF analyses were first undertaken as a way to address the achievement gap (Angoff,

1993). Statistically significant differences between reference and focal group exami-

nees can be thought of as achievement gap differences that are not caused by differ-

ences in the primary dimension measured by test items, but rather in the secondary

dimension measured by test items, be they nuisance or benign. Table 5 depicts the

number of times statistically significant differences were found between reference

and focal group examinees. As the table illustrates, statistically significant differences

Figure 8. Interaction effect of reference group mean and focal group mean when using
logistic regression to test for DIF.
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were found between reference and focal group examinees on the five items that pri-

marily measured the second dimension, even with ability distribution differences as

small as 0.25. This is a much smaller difference than has typically been considered in

previous research. Ability distribution differences this small will only result in statis-

tically significant findings between reference and focal group examinees on overall

test scores about half of the time. Interestingly, the correlation between dimensions

had little impact on the decisions that would be made, in terms of the achievement

gap. However they did result in lower test statistics, as Figure 9 illustrates. As the cor-

relation between dimensions increased the test statistic obtained decreased, but not

enough to result in non-significant findings.

Discussion

In this study, DIF was examined within the framework of multidimensionality.

Therefore, the mean of the secondary dimension measured was differentiated for

both the focal and reference group. In addition, the effect of the correlation between

dimensions was investigated, in terms of its impact on DIF detection. The obtained

results were evaluated in accordance with the Type I error and power rates statistics.

In general, the results indicated that when the difference between the mean of the

reference and focal groups was at least 0.5, adequate power was obtained for all DIF

detection procedures considered in this study. This finding is reflective of findings

from previous studies (Furlow et al., 2009; Oshima & Miller, 1992; Russell, 2005).

However, unlike other studies, the conditions explored in this study systematically

increased the mean on the secondary dimension for reference group examinees while,

at the same time, systematically decreasing the mean on the secondary dimension for

focal group examinees. Therefore, the results of this study demonstrated that compa-

rable results will be obtained when the sum of the absolute value of the mean differ-

ences on the secondary dimension is equivalent to the mean difference for either only

reference group or focal group examinees.

Specifically, for all three DIF detection procedures considered, the average statis-

tics obtained in all conditions in which the mean deviates from zero are equivalent

are similar. For example, almost identical results are obtained when the mean of the

second dimension for the reference group is 0.25 and that for the focal group is

20.75, resulting in a total difference of 1, and when the mean of the second dimen-

sion for the reference group is 0.0 and that for the focal group is 21, which also

results in a total difference of 1. These results are presented in the appendix (Tables

A1-A3). This finding is also highlighted by the ANOVA results which showed that

the two-way interaction of mean values for focal and reference group examinees

explained a great majority of the variability in the results.

This study also demonstrated how much more powerful it is to do bundle analyses,

when using SIBTEST, as opposed to exploratory single-item studies. When using

SIBTEST in a confirmatory manner to test a five-item bundle, only having a mean

difference of 0.25 resulted in more than adequate power. When conducting single
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Figure 9. Average t-test statistics obtained for different correlational conditions.
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item analyses using SIBTEST a mean difference of 0.50 was needed to achieve an

acceptable power rate.

Interestingly, increasing the correlation between dimensions had little impact on

the power rates, although the Type I error rates decreased a bit as the correlation

between dimensions increased for both Mantel–Haenszel and SIBTEST. However,

the correlation between dimensions did influence the actual test statistics obtained

for SIBTEST and logistic regression, but not to a great extent. This finding is also

reflective of previous studies (Oshima & Miller, 1992; Russell, 2005). This is some-

what surprising, knowing that having a higher correlation between dimension does

impact the dimensionality of a test.

Kirisci, Hsu, and Yu (2001) reported that a unidimensional IRT model can be

used to scale multidimensional data if the correlation between dimensions is higher

than 0.4. If the correlation between dimensions is less than 0.4, then a multidimen-

sional model should be used to scale the data. Considering that DIF occurs due to

multidimensionality, one might hypothesize that DIF will not occur if the correlation

between dimensions is greater than 0.4. However, the results of this study suggest

otherwise. In this study, although the magnitude of the DIF statistics obtained

increased as the correlation between dimensions decreased, for two of the three DIF

detection procedures considered, the power rates were not impacted by increasing

the correlation between dimensions. Therefore, DIF occurs even when the correlation

between dimensions is relatively high. This finding is similar to the results of previ-

ous studies conducted by Lee (2005) and Furlow et al. (2009).

Finally, it was interesting to note that achievement gap differences, defined by sta-

tistically significant differences between reference and focal group examinees, were

almost always found on total subtest scores, for the five items that were simulated to

primarily measure the secondary dimension with distributional differences between

the two groups as small as 0.25. While the finding was not as dramatic for overall test

score differences, there were still a number of times that achievement gap differences

could be accounted for by the interaction between dimensionality and differences on

the secondary ability distribution. Future research should explore this phenomenon

more thoroughly, utilizing smaller differences between dimensions and varying the

number of items measuring the secondary dimension to help us understand the point

at which DIF due to multidimensionality can help explain the achievement gap.
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