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Despite their advantages, none of the automated white blood cell differential counters have replaced the
conventional microscopic evaluations of blood and bone marrow slides by hematologists. We have analyzed
the smears of 39 patients and 8 control subjects to develop an artificial expert system that recognizes 16
different types of nucleated hematopoietic cells during the stages of differentiation. A charge coupled
television camera and a special frame grabber were used for data acquisition, and 247 nucleated cell images
were transferred from a microscope to an IBM 386 computer to be processed. One hundred sixty-five and 82
of these images were used for training and testing, respectively. Our system is composed of image processing
and analysis (enhancement, thresholding/smoothing, edge detection), pattern recognition (feature extraction
and classification with supervised artificial neural network), and expert system development. Image
processing and analysis were used to obtain 13 cellular features to be used as the input parameters
(neurons) of the artificial neural network. A supervised artificial neural network (back-propagation learning
algorithm) was used in the classification of 16 different cells (output neurons of the neural network), which is
the second step of pattern recognition. A confusion matrix has been developed to compare the similarities
and dissimilarities between the differential recognitions of the hematologist and the expert system. The
discriminatory power of the procedure is statistically significant: Q = (N — n.K)2/N.(K — 1) = 28.2. The
sensitivity and the specificity of the expert system were 71.4% and 90.9%, respectively. Cytometry
30:145-150, 1997. © 1997 Wiley-Liss, Inc.
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Hematopoietic system disorders (HSDs) are life-threaten-
ing problems, and careful examinations and early diagno-
sis are important tools in the management of patients.
There are established conventional approaches in the
evaluation of peripheral blood and bone marrow smears
(1). However, such an evaluation requires experienced
staff to achieve the desired goal. The importance of early
diagnosis and follow-up programs obligates screening of
the populations at risk for HSDs. However, screening
means more patients with less experienced experts and
introduces the concept of automation in the field of
clinical hematology and cytometry.

Automated cytology may be conceived as a means of
identifying human cells in clinical samples (nucleated
hematopoietic cells in this study) by computerized intelli-
gent systems (2-6). Various methods used to determine
cellular descriptors stand out as particularly promising
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(7,8). One method uses the traditional information pro-
vided by a microscopic image of the object (9,10). The
availability of high-capacity microcomputers has faciliated
the acquisition and analysis of various images (11,12).
Meantime, new generation computer and software engi-
neering technologies have enabled the development of
artificial intelligent diagnostic systems for the interpreta-
tion of various medical and histocytological images (12—
16).

Automated differential blood counters represent the
first successful clinical application of automated cytology
(2,17). Different investigators have described high-resolu-

*Correspondence to: M. Sinan Beksag¢, Biomedical Engineering Unit,
Department of Obstetrics and Gynecology, Hacettepe University, 06100
Ankara, Turkey.

Received 10 January 1995; Accepted 9 January 1997



146 BEKSAG ET AL.

tion scanning systems for leukocyte recognition, and
supervised and nonsupervised learning programs have
been reported to recognize leukemic cells among normal
eritropoietic system cells (3-5). Recently, considerable
improvements have been made to hematology analyzers
(18,19). The advent of flow cytometry into the modern
hematology laboratory has generated the development of a
multitude of analyzers capable of performing multiparam-
eter hematologic determinations (20,21). These instru-
ments have the capacity to count and size particles in
whole blood and to perform a complete or abridged white
blood cell (WBC) differentiation. The automation of the
full WBC differential count has proved more difficult (22).
Light scatter, coupled with cytochemistries or pattern
recognition systems, have been two contrasting technolo-
gies employed to provide sufficient WBC differential count
(19,23,24). The new trend is to combine artificial intelli-
gent diagnostic programs with automation technology
and produce practically available medical systems (6,9,10,
25,26). Several semiautomated and automated systems
equipped with control or robotics functions have been
described and have brought new concepts to medicine
(14-16). Recently, we have developed a semiautomated
intelligent diagnostic system based on pattern recognition
via neural networks for the evaluation of peripheral blood
and bone marrow smears.

MATERIAL AND METHODS
Hardware and Data Acquisition

A microscope (Nikon microphot FXA EPI-FL3 fluores-
cent microscope) was connected to an IBM-386 by a 64
gray-level-frame grabber (Mini Magiscan 1AS25/N25) and
charge coupled television camera (Hitachi KP-140 E/K
Solid state). Sixty-four single-color 512-X-512 gray-level
images were obtained for analysis.

Clinical Material

This study consisted of 39 patients (27 acute nonlympho-
blastic leukemia, 4 acute lymphoblastic leukemia, 4 chronic
myelogenous leukemia, 1 multiple myeloma, 1 non-
Hodgkin’s lymphoma, 1 hairy cell leukemia) and 8 control
subjects. All pretreatment samples from either peripheral
blood or bone marrow were spread onto smears in the
conventional manner and stained with Giemsa. The micro-
scopic evaluation of the nucleated cells (16 different
types) was made by an expert hematologist and trans-
ferred to the computer system simultaneously. One hun-
dred thirty-two microscopic images consisting of 247 cells
were selected by the hematologist for data acquisition (46
myeloblasts, 5 monoblasts, 12 normoblasts, 10 proerythro-
blasts, 42 lymphoblasts, 33 lymphocytes, 12 neutrophils,
13 metamyelocytes, 12 stabs, 27 promyelocytes, 9 myelo-
cytes, 2 basophil, 9 monocyte, 6 eosinophils, 7 plasma
cells, and 2 megakaryocytes).

Analysis Program

Our system, called the ANADOLU System is composed
of image processing and analysis (enhancement, threshold-

Fic. 1. The original and resulting images after image processing.

ing and smoothing, edge detection), pattern recognition
(feature extraction and classification), and expert system
development. The program is written in Borland Pascal

version 7.0 (Borland International, Scotts Valley, CA).

Image Processing and Analysis

After the enhancement of the images, various algo-
rithms were used to achieve thresholding, smoothing, and
edge detection. Figure 1 shows the original and resulting
images obtained after successive processing steps.
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Table 1
Mean Values of the Input Vectors (Parameters) of Artificial Neural Networks?
Cell type A B C D E F G H | J K L M
Myeloblast 17,875 30.3 394 47.7 12,470 26.4 26.9 7.3 5,405 395 70.6 0.8 45
Lymphocyte 5,449 24.0 219 72.8 3,925 19.4 18.0 5.6 1,524 35.9 72.2 0.1 0.3
Monoblast 21,243 35.2 42.6 72.0 13,433 29.8 27.2 8.8 7,810 44.6 63.7 2.0 1.6
Neutrophil 11,237 35.3 30.3 112.7 5,261 25.8 14.0 23.2 5,975 43.9 48.9 1.3 0.7
Erytroblast 6,237 25.3 22.8 67.2 3,572 19.2 16.4 10.2 2,665 334 58.6 0.2 0.1
Proerythroblast 13,585 31.0 33.7 42.6 10,157 27.9 24.0 7.7 3,428 38.8 72.8 0.7 8.5
Metamyelocyte 11,927 29.8 32.0 76.1 6,878 231 18.8 10.8 5,049 39.2 58.5 1.9 0.9
Stab 11,059 32.2 29.9 80.9 6,614 25.8 17.3 15.7 4,446 41.7 60.8 1.0 2.3
Promyelocyte 19,529 31.4 41.3 37.2 14,231 28.6 25.9 8.5 5,298 38.9 735 2.0 7.4
Myelocyste 17,520 26.9 39.9 38.2 11,203 23.6 214 7.0 6,317 33.7 66.6 4.6 3.1
Lymphoblast 8,962 28.8 27.1 41.3 6,801 26.0 20.7 8.2 2,161 38.0 76.2 0.3 3.8
Monocyte 21,692 33.9 41.3 1151 12,264 25.7 22.7 18.8 9,428 448 56.7 1.8 0.7
Basophil 13,380 30.5 345 117.0 7,126 215 16.5 215 6,254 41.0 53.7 7.0 0.5
Eosinophil 13,246 31.7 315 62.8 7,831 26.3 17.0 15.8 5,415 39.8 61.7 35 2.2
Plasma cell 17,085 31.6 39.0 54.0 12,043 27.6 21.3 14.0 5,041 40.9 69.5 1.3 2.7

aA, area of the cell; B, average color of the cell; C, ratio of cell area to circumference; D, homogeneity of the cell; E, area of nucleus; F,
average color of nucleus; G, ratio of nucleus area to circumference; H, homogeneity of the nucleus; I, area of cytoplasm; J, average color
of cytoplasm; K, ratio of nucleus area to cell area; L, number of cytoplasmic granules; M, number of nucleoluses.

Pattern Recognition

In the first step, we selected 13 cell characteristics
(features) to be extracted after edge detection. Feature
extraction was used to obtain input parameters (input
neurons) of the artificial neural network (ANN) of the
system. Table 1 shows the list of feature vector compo-
nents (input parameters) used in this system and the
results of the measurements performed on different types
of nucleated hematopoietic system cells. Figure 2 shows
16 different types of nucleated cells after image processing
and analysis ready to be used for feature extraction.

In the second step of pattern recognition, we used
supervised ANN for classification (back-propagation learn-
ing algorithm) (27-29). Sixteen different types of nucle-
ated hematopoietic cells made up the output neurons of
the ANN. Figure 3 shows the schematic representation of
our ANN structure. The decision-making logic of this
system includes individual recognition of 16 cell types and
differentiation of immature cells from the mature ones. In
this study, 165 nucleated cell images were used for the
training of ANN, and the remaining 82 were used subse-
guently to test the performance of the system.

RESULTS

The nucleated hematopoietic cells of normal peripheral
blood includes neutrophils, lymphocytes, monocytes, eo-
sipnophils, and basophils. Promyelocytes, myelocytes,
metamyelocytes, stabs, and plasma cells may be consid-
ered normal in bone marrow in certain amounts. How-
ever, myeloblasts, monoblasts, proerythroblasts, mormo-
blasts, and lymhoblasts are considered as immature blastic
cells.

Figure 2 shows 16 nucleated hematopietic cells used in
this program after image processing and analysis ready to
be used for feature extraction. Lymphocytes, neutrophils,
monocytes, eosinophils, basophils, promyelocytes, myelo-
cytes, metamyelocytes, stabs, and plasma cells are grouped
as mature cells, and myeloblasts, monoblasts, proerythro-

blasts, normoblasts, and lymphoblasts are grouped as
immature cells.

In this study, we used 82 cells to test the performance of
the system. Table 2 shows the confusion matrix of this
“testing” for each individual nucleated cell types.

The confusion matrix was used to compare the similari-
ties and dissimilarities among the decisions of the hematolo-
gist and the analysis program. The discriminatory power of
the discrimination procedure has been established by this
matrix to see whether the discriminator is really useful.
Table 3 shows the confusion matrix for mature and
immature nucleated cells groups. The matrix provides a
convenient method of summarizing the number of correct
and incorrect classifications. Diagonal elements of the
confusion matrix indicate the number of correct classifica-
tions, and the off-diagonal elements indicate the number of
incorrect classifications. In this study, the discriminatory
power of the procedure was statistically significant: Q =
(N = n.K)2/N.(K — 1) = 28.2. Thus, it can be concluded
that both the hematologist and the analysis program
classify the cells as mature and immature in a similar way.
Our findings showed that sensitivity and specificity of this
system are 71.4% and 90.9%, respectively.

DISCUSSION

Microscopic evaluation of peripheral blood or bone
marrow smears has been the task of hematologists, patholo-
gists, and cytologists. Development of automated cell
counter and flow cytometry has transferred this time-
consuming job from human subjects to automated systems
(17-21). Nevertheless, these systems have their disadvan-
tages and application restrictions (22-24).

Transference of microscopic images to computers has
gained popularity during the past few years (12-15). An
ideal computerized system has not yet been developed for
differential recognition of nucleated hematopoietic system
cells. In this study, we have developed a semiautomated
artificial intelligent diagnostic system for the recognition
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Fic. 2. Computerized outcome of 16 different types of hematopoietic system nucleated cells after
image processing and analysis, ready to be used for feature extraction.

of both peripheral and bone marrow nucleated cells to
obtain standardization and to prevent problems arising
from visual analysis of an inexperienced staff. The decision-
making structure of the system is designed to recognize
each individual nucleated hematological cell and differenti-
ate mature and immature cells that are to be interpreted
subsequently. It has been demonstrated that the sensitivity
and specificity of this system are 71.4% and 90.9%,
respectively. The consistency between the hematologist
and the computerized system is 79.3%. The main discrep-
ancy exists during the evaluation of immature cells, which

may be diagnosed as normal (false negativity = 28.5%).
However, false positivity is quite rare (9.1%). The system
currently enables more successful screening than differen-
tial counting of peripheral or bone marrow specimens.
The advantage of this system is in handling physical
characteristics of the cell images but not the densitometric
specifications of the cells. However, there are still some
problems to be solved in the case of overlapping and
touching cells. For this reason, we prefer the semiauto-
mated approach. We believe that texture analysis and
some other automated cell separation techniques will be
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Fic. 3. Schematical representation of our ANN structure.

Table 2
Confusion Matrix of the Test Results of the System
and the Medical Expert

Medical expert evaluates
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a. Myeloblast 15 2 2 4
b. Monoblast 2

. Normoblast 3
c. Proerytroblast

e. Lymphoblast 1

n. Lymphocyte 1 1
j- Neutrophil 5

h. Metamyelocyte 1 3
i. Stab

f. Promyelocyte 2 1 12

g. Myelocyte 1

1. Basophil 1

m. Monocyte
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0. Plasma cell 1
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of benefit for the solution of these problems. The other
important issue is to increase the number of cells used in
the learning/training phase to increase the negligibility of
the system. One disadvantage in this study is the limitation
of the hardware facilities, which can be overcome by using
more sophisticated data-acquisition and computer sys-
tems.

We have used neural network application in the classifi-
cation of cell types and believe that it is the appropriate
methodology for obtaining reasonable results. At the
beginning, we tried unsupervised neural network ap-
proaches but could not obtain satisfactory results
(25,30,31). We later used the supervised ANN structure to
achieve our goal (28,29). However, a hybrid ANN struc-
ture may be tried by using Kohonen’s clustering algo-
rithms to obtain a better performance (25,31).

Our future aim is to combine and adapt our system to a
motorized cell finder. This improvement will enable us to
broaden our spectrum in clinical applications. Thus, we

Table 3
Comparison of the Test Results of the System
and the Medical Expert

Anadolu v. Medical expert evaluates

1.0 evaluates Immature Mature
Immature 35 3
Mature 14 30

will be able to quantify and make automated differential
counts.

In conclusion, this study (Anadolu system) is the first
artificial intelligent diagnostic system using neural net-
works in the recognition of peripheral blood and bone
marrow nucleated cells. We believe that further investiga-
tions are necessary to achieve our final goal.
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