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Abstract. We consider a doubly nonlinear parabolic equation in R
n. Under

suitable hypotheses we prove that a semigroup generated by this equation
possesses a global attractor.

1. Introduction. We are interested in the study of the long-time behaviour (in
terms of attractors) of a doubly nonlinear parabolic equation of the form

α(ut) − ∆u+ λu+ f(u) = g (1.1)

in Rn.
In the case when α(x) ≡ x, the equation (1.1) becomes a reaction-diffusion

equation, whose attractors in bounded domains were studied in [1], [9], [19] and
references therein. For unbounded domains, there are technical difficulties coming
from the lack of compact embeddings of Sobolev spaces. To overcome these diffi-
culties, some authors, as in [2] and [3], used weighted Sobolev spaces, while some
authors, as in [15] and [18], used the cut-off function technique introduced in [20].
In [7], using the weighted energy method the authors studied the global attrac-
tors for the reaction-diffusion equations with more general source terms in three
dimensional unbounded domains. The weighted energy method presented in [7] is
widely applicable and in present paper we use this method to prove the uniform
tail estimate (see proof of Lemma 4.3).

The long-time behaviour of the solutions of (1.1) in the bounded domain when
α(·) is sub-linear was studied in [17]. In the case that α(v) is like |v|p v, the existence
of a global attractor for (1.1) in a three dimensional bounded domain was established
in [8] assuming that the force term g is a bounded function. As mentioned in that
article, when the nonlinearity α(·) grows sufficiently fast at infinity, unlike the case
of usual reaction-diffusion equations, there is a principal difference between weak
and strong solutions of doubly nonlinear equations of the form (1.1). Namely, in
contrast to strong solutions, weak solutions may contain so-called ”pathological”
solutions which do not possess any smoothing properties for t > 0. In [8], the global
attractors were studied for the solutions which are not ”pathological”. Recently,
in [16], the long-time behaviour of the solutions of equation (1.1) with the bounded
force term was studied in a three dimensional bounded domain. In that article also,
the existence of the attractors was established for the strong solutions.
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We also note that there are several articles, such as [5], [6], [13], [14] devoted to
the study of global attractors of doubly nonlinear parabolic equations of the form

∂

∂t
α(u) − ∆u+ f(u) = g.

In this paper, we study the long-time behaviour of the weak solutions of (1.1)
in the whole space. The paper is organized as follows: In the next section we state
our main result, in Section 3 we prove the well-posedness of the problem, in Section
4 we establish the asymptotic compactness property of solutions and then prove
the existence of a global (H1(Rn), H1(Rn))B− attractor for the equation (1.1), and
finally the proofs of some auxiliary lemmas are given in Appendix.

2. Statement of the problem and main result. We consider the following
Cauchy problem:

{
α(ut) − ∆u+ λu+ f(u) = g(x), (t, x) ∈ (0,∞) ×Rn,

u(0, x) = u0(x), x ∈ Rn,
(2.1)

where λ > 0, g ∈ L2(Rn) and the nonlinear functions α, f satisfy the following
conditions:

Assumption 2.1.

• α ∈ C1(R), α(0) = 0, α is odd function, (2.2)

• α′(0) > 0, α′(·) is nondecreasing function on R+, lim sup
x→∞

α(2x)

α(x)
<∞, (2.3)

• f ∈ C2(R), lim inf
|v|→∞

f ′(v) > 0, f(v)v ≥ 0, | f ′′(v)| ≤ c for every v ∈ R, (2.4)

• | f ′(v)| ≤ c(1 + |v|p) for every v ∈ R, where 0 ≤ p ≤ min{1, 2

(n− 2)+
}. (2.5)

Now to define a global (H1(Rn), H1(Rn))B−attractor let us introduce the fol-
lowing family of sets:

B =
{
B : B is a bounded subset of H1(Rn) and for any ε > 0, there exists

m = m(ε,B) > 0 such that sup
u∈B

∫

{x:x∈Rn, |u(x)|>m}

|∇u(x)|2 dx ≤ ε





.

Definition 2.1. Let {S(t)}t≥0 be an operator semigroup on H1(Rn). We say that

a set A ∈ B is a global (H1(Rn), H1(Rn))B−attractor for the semigroup {S(t)}t≥0

iff
• A is compact in H1(Rn);
• A is invariant, i.e. S(t)A = A, 0 t ≥ 0;
• lim

t→∞
sup
v∈B

inf
u∈A

‖S(t)v − u‖H1(Rn) = 0 for each B ∈ B;

Our main result is:

Theorem 2.1. Under Assumption 2.1, a semigroup generated by the problem (2.1)
possesses a global (H1(Rn), H1(Rn))B−attractor.
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Remark 2.1. By the definition it follows that a global (H1(Rn), H1(Rn))B-attractor
is maximal as an invariant set belonging to B and minimal as a closed attractor
attracting every element of B. Since every bounded subset of H1(Rn)∩L∞(Rn) and
W 1, 2+ε(Rn) belongs to B, a global (H1(Rn), H1(Rn))B−attractor attracts each
bounded subset of H1(Rn)∩L∞(Rn) and W 1, 2+ε(Rn) in the topology of H1(Rn),
where ε > 0.

Remark 2.2. We also note that Theorem 2.1 remains true if we assume

f ∈ C1(R), f(v)v ≥ −σ for every v ∈ R,

lim inf
|v|→∞

f ′(v) > −λ, and f ′(·) satisfies the global Lipschitz condition,

instead of (2.4), where σ ∈ (0, λ).

3. Well-posedness. Let us consider the following initial-boundary value problem:





α(vt) − ∆v + λv + f(w) − f(w − v) = ĝ(x), (t, x) ∈ (0, T ) ×Bρ,

v(t, x) = 0, (t, x) ∈ (0, T )× ∂Bρ

v(0, x) = v0(x), x ∈ Bρ,

(3.1)

where Bρ = {x : x ∈ Rn, |x| < ρ}.
To prove well-posedness of (2.1) we will use the following lemma:

Lemma 3.1. Let Assumption 2.1 hold. Also assume that w ∈ L2(0, T ;H2(Bρ) ∩
H1

0 (Bρ)), wt ∈ L2(0, T ;H1
0 (Bρ)) and ĝ ∈ L2(Bρ). Then for every v0 ∈ H2(Bρ) ∩

H1
0 (Bρ) there exists a unique strong solution v(t, x) of (3.1), that is

v ∈W 1,2(0, T ;H1
0 (Bρ))∩W

2,2
loc (0, T ;L2(Bρ))∩L∞(0, T ;H2(Bρ)) satisfies (3.1)1 a.e.

on (0, T ) ×Bρ and (3.1)3 a.e. on Bρ.

Proof. Uniqueness. Let v(i)(t, x) ∈W 1,2(0, T ;H1
0 (Bρ)) ∩W 2,2

loc (0, T ;L2(Bρ))∩
∩L∞(0,∞;H2(Bρ))(i = 1, 2) be solutions of (3.1). Then multiplying both sides of

α(v
(1)
t ) − α(v

(2)
t ) − ∆(v(1) − v(2)) + λ(v(1) − v(2)) = f(w − v(1)) − f(w − v(2))

by 2(v
(1)
t − v

(2)
t ) and integrating over (0, t) ×Bρ we have

∥∥∥∇(v(1)(t) − v(2)(t))
∥∥∥

2

L2(Bρ)
+ λ

∥∥∥v(1)(t) − v(2)(t)
∥∥∥

2

L2(Bρ)

+2

t∫

0

∫

Bρ

(α(v
(1)
t (s, x)) − α(v

(2)
t (s, x)))(v

(1)
t (s, x) − v

(2)
t (s, x))dxds

= 2

t∫

0

∫

Bρ

(f(w(s, x) − v(1)(s, x)) − f(w(s, x) − v(2)(s, x)))

×(v
(1)
t (s, x) − v

(2)
t (s, x))dxds

and consequently

∥∥∥v(1)(t) − v(2)(t)
∥∥∥

2

H1(Bρ)
≤ C

t∫

0

∥∥∥v(1)(s) − v(2)(s)
∥∥∥

2

H1(Bρ)
ds, 0 t ∈ [0, T ].

Applying Gronwall’s lemma to the last inequality we find v(1) ≡ v(2).
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Existence. Let {ϕi}∞i=1 be eigenfunctions of −∆ in H1
0 (Bρ), i.e.

{
−∆ϕi = µiϕi, in Bρ,

ϕi |Bρ
= 0,

, i = 1, 2, ... .

By standard elliptic theory we have ϕi ∈ C∞(Bρ), i = 1, 2, ... . Set vm(t) =∑m
j=1 amj(t)ϕj and consider the following system of ordinary differential equations:

1

m

d2

dt2
〈vm(t), ϕj〉 + 〈∇vm(t),∇ϕj〉 +

〈
α(

d

dt
vm(t)), ϕj

〉

+ λ 〈vm(t), ϕj〉 + 〈f(w(t)) − f(w(t) − vm(t)), ϕj〉 = 〈g, ϕj〉 , j = 1,m (3.2)

with initial conditions

vm(0) =
m∑

j=1

bmjϕj ,
d

dt
vm(0) = 0, (3.3)

where 〈ψ, ϕ〉 =
∫
Bρ

ψ(x)ϕ(x)dx and
m∑

j=1

bmjϕj → v0 strongly in H2(Bρ) ∩H1
0 (Bρ) as

m→ ∞. Existence theory of ordinary differential equations implies that there exists
a solution of (3.2)-(3.3) on [0, Tm). Multiplying both sides of (3.2) by 2 d

dt
amj(t),

summing from 1 to m and integrating over [0, t] ⊂ [0, Tm) we obtain

1

m
‖vm

t (t)‖2
L2(Bρ) + ‖∇vm(t)‖2

L2(Bρ) + λ ‖vm(t)‖2
L2(Bρ)

+2

t∫

0

∫

Bρ

α(vm
t (s, x))vm

t (s, x)ds− 2 〈g, vm(0)〉

+2

t∫

0

〈f(w(s)) − f(w(s) − vm(s)), vm
t (s)〉 ds

= ‖∇vm(0)‖2
L2(Bρ) + λ ‖vm(0)‖2

L2(Bρ) + 2 〈g, vm(t)〉 , 0 ≤ t < Tm. (3.4)

By condition (2.4)-(2.5) we have

t∫

0

〈f(w(s)) − f(w(s) − vm(s)), vm
t (s)〉 ds =

t∫

0

〈f(w(s)), vm
t (s)〉 ds

+

t∫

0

〈f(w(s) − vm(s)), wt(s) − vm
t (s)〉 ds−

t∫

0

〈f(w(s) − vm(s)), wt(s)〉 ds

≥ −c
t∫

0

∫

Bρ

(1 + |w(s, x)|p) |w(s, x)| |vm
t (s, x)| dxds

+

∫

Bρ

F (w(t, x) − vm(t, x))dx −
∫

Bρ

F (w(0, x) − vm(0, x))dx

− c

t∫

0

∫

Bρ

(1 + |w(s, x)|p + |vm(s, x)|p)(|w(s, x)| + |vm(s, x)|) |wt(s, x)| dxds, (3.5)
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where F (u) =
u∫
0

f(v)dv. Taking into account (3.5) in (3.4) we find

1

m
‖vm

t (t)‖2
L2(Bρ) + ‖∇vm(t)‖2

L2(Bρ) + λ ‖vm(t)‖2
L2(Bρ)

+

t∫

0

∫

Bρ

α(vm
t (s, x))vm

t (s, x)dxds

≤ c1(T, ‖w‖C([0,T ];H1(Bρ))) ‖w‖C(0,T ;H1(Bρ)) + c2(‖v0‖H1(Bρ) , ‖g‖L2(Bρ))

+c3(T, ‖w‖C([0,T ];H1(Bρ))) ‖wt‖L2(0,T ;H1(Bρ))×(1+

t∫

0

‖vm‖4
H1(Bρ)))

1
2 , 0 ≤ t < Tm,

and consequently

‖vm(t)‖4
H1(Rn)) ≤ c4(T, ‖w‖C([0,T ];H1(Bρ)))(‖w‖

2
C(0,T ;H1(Bρ)) + ‖wt‖2

L2(0,T ;H1(Bρ)))

×



1 +

t∫

0

‖vm‖4
H1(Bρ))



 + 2c22(‖v0‖H1(Bρ) , ‖g‖L2(Bρ)), 0 ≤ t < Tm,

where ci : R+ × R+ → R+ (i = 1, 4) are nondecreasing functions with respect to
each variable. Applying Gronwall’s lemma we obtain

‖vm(t)‖H1(Bρ)) ≤ 1 + c2(‖v0‖H1(Bρ) , ‖g‖L2(Bρ))

+c5(T, ‖w‖C([0,T ];H1(Bρ)) , ‖wt‖L2(0,T ;H1(Bρ))), 0 ≤ t < Tm,

where c5 : R+ × R+ × R+ → R+ is a nondecreasing function with respect to each
variable and c5(·, 0, 0) = 0. Hence vm(t, ·) can be extended to an interval [0, T ] and

1

m
‖vm

t (t)‖2
L2(Bρ) + ‖∇vm(t)‖2

L2(Bρ) + λ ‖vm(t)‖2
L2(Bρ) +

t∫

0

∫

Bρ

N (α(vm
t (s, x)))dxds

≤c6(‖v0‖H1(Bρ) , ‖g‖L2(Bρ)) + c7(T, ‖w‖C([0,T ];H1(Bρ)) , ‖wt‖L2(0,T ;H1(Bρ))),

0 ≤ t ≤ T, (3.6)

where N (x) =
x∫
0

α−1(y)dy and c6 : R+ × R+ → R+ , c7 : R+ × R+ × R+ → R+

are nondecreasing functions with respect to each variable and c7(·, 0, 0) = 0.
Multiplying both sides of (3.2) by 2µj

d
dt
amj(t), summing from 1 to m and inte-

grating over [0, t] we obtain

1

m
‖∇vm

t (t)‖2
L2(Bρ) + ‖∆vm(t)‖2

L2(Bρ) + λ ‖vm(t)‖2
L2(Bρ)

+2α′(0)

t∫

0

‖∇vm
t (s)‖2

L2(Bρ) ds+ 2

t∫

0

〈f(w(s) − vm(s)) − f(w(s)),∆vm
t (s)〉 ds

≤ ‖∆vm(0)‖2
L2(Bρ) + λ ‖vm(0)‖2

L2(Bρ) − 2 〈g,∆vm(t)〉 + 2 〈g,∆vm(0)〉 ,

0 ≤ t ≤ T. (3.7)
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By condition (2.4)-(2.5) we find

t∫

0

〈f(w(s) − vm(s)) − f(w(s)),∆vm
t (s)〉 ds

=

t∫

0

〈f ′(w(s))∇w(s),∇vm
t (s)〉 ds

−
t∫

0

〈f ′(w(s) − vm(s))∇(w(s) − vm(s)),∇vm
t (s)〉 ds

≥ −c
t∫

0

∫

Bρ

(1 + |w(s, x)|p) |∇w(s, x)| |∇vm
t (s, x)| dxds

−c
t∫

0

∫

Bρ

(1 + |w(s, x)|p + |vm(s, x)|p) |∇vm(s, x)| |∇vm
t (s, x)| dxds

− c

t∫

0

∫

Bρ

(1 + |w(s, x)|p + |vm(s, x)|p) |∇w(s, x)| |∇vm
t (s, x)| dxds. (3.8)

Taking into account (3.6) and (3.8) in (3.7) we obtain

1

m
‖vm

t (t)‖2
H1(Bρ) + ‖vm(t)‖2

H2(Bρ) +

t∫

0

‖∇vm
t (s)‖2

L2(Bρ) ds

≤ c8(‖v0‖H2(Bρ) , ‖g‖L2(Bρ)) + c9(T, ‖w‖L2([0,T ];H2(Bρ)) , ‖wt‖L2(0,T ;H1(Bρ))),

0 ≤ t ≤ T, (3.9)

where c8 : R+ ×R+ → R+ , c9 : R+ ×R+ ×R+ → R+ are nondecreasing functions
with respect to each variable and c9(·, 0, 0) = 0.

Now multiplying both sides of (3.2) by d2

dt2
amj(t), summing from 1 to m and

integrating over [0, t] we find

1

m

t∫

0

‖vm
tt (s)‖2

L2(Bρ) ds+

∫

Bρ

α̂(vm
t (t, x))dx − 〈∆vm(t), vm

t (t)〉 + λ 〈vm(t), vm
t (t)〉

= 〈g, vm
t (t)〉 +

t∫

0

‖∇vm
t (s)‖2

L2(Bρ) ds+ λ

t∫

0

‖vm
t (s)‖2

L2(Bρ) ds

− 〈f(w(t)) − f(w(t) − vm(t)), vm
t (t)〉 +

t∫

0

〈f ′(w(s))wt(s), v
m
t (s)〉 ds

−
t∫

0

〈f ′(w(s) − vm(s))(wt(s) − vm
t (s)), vm

t (s)〉 ds, 0 ≤ t ≤ T, (3.10)
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where α̂(v) =
v∫
0

α(v)dv.

Differentiating both sides of (3.2), multiplying by d2

dt2
amj(t), summing from 1 to

m and integrating over [s, t] we have

1

2m
‖vm

tt (t)‖2
L2(Bρ) −

1

2m
‖vm

tt (s)‖2
L2(Bρ) +

t∫

s

∫

Bρ

α′(vm
t (τ, x)) |vm

tt (τ, x)|2 dxdτ

+
1

2
‖∇vm

t (t)‖2
L2(Bρ) −

1

2
‖∇vm

t (s)‖2
L2(Bρ) +

λ

2
‖vm

t (t)‖2
L2(Bρ)

− λ

2
‖vm

t (s)‖2
L2(Bρ) +

t∫

s

〈f ′(w(τ))wt(τ), v
m
tt (τ)〉 dτ

−
t∫

s

〈f ′(w(τ) − vm(τ))(wt(τ) − vm
t (τ)), vm

tt (τ)〉 dτ = 0, 0 < s < t ≤ T.

Integrating the last equality with respect to s from 0 to t we find

1

2m
t ‖vm

tt (t)‖2
L2(Bρ) −

1

2m

t∫

0

‖vm
tt (s)‖2

L2(Bρ) ds

+

t∫

0

t∫

s

∫

Bρ

α′(vm
t (τ, x)) |vm

tt (τ, x)|2 dxdτds +
1

2
t ‖∇vm

t (t)‖2
L2(Bρ)

− 1

2

t∫

0

‖∇vm
t (s)‖2

L2(Bρ) ds+
λ

2
t ‖vm

t (t)‖2
L2(Bρ)

− λ

2

t∫

0

‖vm
t (s)‖2

L2(Bρ) ds+

t∫

0

t∫

s

〈f ′(w(τ))wt(τ), v
m
tt (τ)〉 dτds

−
t∫

0

t∫

s

〈f ′(w(τ) − vm(τ))(wt(τ) − vm
t (τ)), vm

tt (τ)〉 dτds = 0, 0 ≤ t ≤ T. (3.11)

By (2.3), (2.4), (2.5), (3.9), (3.10) and (3.11) we have

T∫

t

‖vm
tt (s)‖2

L2(Bρ) ds ≤
1 + T

t
c10(‖v0‖H2(Bρ) , ‖g‖L2(Bρ))

+
1

t
c11(T, ‖w‖L2([0,T ];H2(Bρ)) , ‖wt‖L2(0,T ;H1(Bρ))), 0 ≤ t ≤ T, (3.12)

where c10 : R+×R+ → R+ , c11 : R+×R+×R+ → R+ are nondecreasing functions
with respect to each variable and c11(·, 0, 0) = 0. Taking into account (3.6), (3.9),
(3.12) and applying [11, Theorem 14.4, p. 131] we can say that there exists a
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subsequence {mk} such that




vmk → v weakly star in L∞(0, T ;H2(Bρ) ∩H1
0 (Bρ))

vmk

t → vt weakly in L2(0, T ;H1
0 (Bρ))

vmk

tt → vtt weakly in L2
loc(0, T ;L2(Bρ))

T∫
0

∫
Bρ

α(vm
t )ψdxds →

T∫
0

∫
Bρ

α(vt)ψdxds, 0 ψ ∈ L∞((0, T ) ×Bρ)

(3.13)

Now taking into account (3.13) and passing to limit in (3.2)-(3.3) we obtain

〈α(vt(t)), ϕj〉 − 〈∆v(t), ϕj〉 + λ 〈v(t), ϕj〉 + 〈f(w(t)), ϕj〉
− 〈f(w(t) − v(t)), ϕj〉 = 〈g, ϕj〉 , a.e. on (0, T ), j = 1, 2...

and

v(0) = v0

from which we find that α(vt) ∈ L∞(0, T ;L2(Bρ)) and v ∈ W 1,2(0, T ;H1
0 (Bρ)) ∩

W
2,2
loc (0, T ;L2(Rn)) ∩ L∞(0, T ;H2(Bρ)) satisfies (3.1).

Now let us prove the existence and uniqueness of the strong solution of (2.1).

Theorem 3.1. Let Assumption (2.1) hold and u0 ∈ H2(Rn). Then for every
T > 0 , the problem (2.1) has a unique strong solution u(t, x) on [0, T [×Rn, that is

u ∈ W 1,2(0, T ; L2(Rn)) ∩W 2,2
loc (0, T ;L2(Rn)) ∩ L∞(0, T ; H2(Rn)) satisfies (2.1)1

a.e. on (0, T ) ×Rn and (2.1)2 a.e. on Rn.

Proof. Since proof of the uniqueness is trivial we prove the existence of the strong so-
lution. Since the function −f(−x) satisfies conditions (2.4)-(2.5) choosing w(t, x) ≡
0, taking −f(−x) instead of f(x) and applying Lemma 3.1 we obtain that there

exists a function um ∈ W 1,2(0, T ; H1
0 (Bm)) ∩ W

2,2
loc (0, T ;L2(Bm)) ∩ L∞(0, T ;

H2(Bm) ∩ H1
0 (Bm)) which satisfies (2.1)1 a.e. on (0, T ) × Bm and (2.1)2 a.e. on

Bm. Also by (3.9), (3.11) and (3.12) we have

‖α(umt(t))‖2
L2(Bm) + ‖um(t)‖2

H2(Bm)

+
τ

1 + t

t∫

τ

‖umtt(s)‖2
L2(Bm) ds+

t∫

0

‖∇umt(s)‖2
L2(Bm) ds

≤ c(‖u0‖H2(Rn) , ‖g‖L2(Rn)), 0 < τ ≤ t ≤ T, 0 m ∈ N, (3.14)

where c : R+×R+ → R+ is a nondecreasing function with respect to each variable.

Setting ũm(t, x) =

{
um(t, x), x ∈ Bm

0, x ∈ Rn\Bm
by (3.14) we can say that there exists a

subsequence {mk} ⊂ {m} such that




ũmk
→ u weakly star in L∞(0, T ;H1(Rn))

umk
→ u weakly star in L∞(0, T ;H2(Bρ))

umkt → ut weakly in L2(0, T ;H1(Bρ))
umktt → utt weakly in L2

loc(0, T ;L2(Bρ))
α(umkt) → α(ut) weakly in L2(0, T ;L2(Bρ))

and consequently

‖α(ut(t))‖2
L2(Bρ) + ‖u(t)‖2

H2(Bρ) +
τ

1 + t

t∫

τ

‖utt(s)‖2
L2(Bρ) ds
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+

t∫

0

‖∇ut(s)‖2
L2(Bρ) ds ≤ c(‖u0‖H2(Rn) , ‖g‖L2(Rn)), 0 < τ ≤ t ≤ T, 0 ρ > 0.

Hence u(t, x) is the strong solution of (2.1).

Now let us define a weak solution.

Definition 3.1. A function u ∈ C([0, T ];H1(Rn)) possessing the property u(0, ·) =
u0 is said to be a weak solution to problem (2.1) on [0, T [×Rn, iff there exists a
sequence of strong solutions {um(t, x)} to problem (2.1) with initial data um

0 instead
of u0 such that

lim
n→∞

‖u− un‖C([0,T ]; H1(Rn)) = 0.

Remark 3.1. It is easy to see that, for sub-linear α(·) and non-decreasing f(·), the
weak solution defined here coincides with the solution studied in [4].

Using Theorem 3.1 and also density argument we have the following existence
theorem:

Theorem 3.2. Let Assumption 2.1 hold. Then for every T > 0 and u0 ∈ H1(Rn),
the problem (2.1) has the unique weak solution u(t, x) on [0, T [×Rn, which satisfies
the following inequality

E(u(t)) +

∫

Rn

F (u(t, x))dx −
∫

Rn

g(x)u(t, x)dx +

t∫

τ

∫

Rn

α(ut(t, x))ut(t, x)dxdt

≤ E(u(τ)) +

∫

Rn

F (u(τ, x))dx −
∫

Rn

g(x)u(τ, x)dx, 0 ≤ τ ≤ t ≤ T. (3.15)

Moreover if v(t, x) is a weak solution to (2.1) on [0, T ]×Rn with initial data v0 and

max
{
‖u0‖H1(Rn) , ‖v0‖H1(Rn)

}
≤ R, then there exists c = c(T,R) > 0 such that

E(u(t) − v(t)) ≤ cE(u0 − v0), 0 t ∈ [0, T ],

where E(u) = 1
2 (‖∇u(t)‖2

L2(Rn) + λ ‖u(t)‖2
L2(Rn)).

Thus, under Assumption 2.1, problem (2.1) generates a continuous semigroup
{S(t)}t≥0 in H1(Rn) by the formula S(t)u0 = u(t, ), where u(t, x) is a weak solution
with initial data u0.

4. Asymptotic compactness and global attractors. Let u(t, x) be a solution
of (2.1). We decompose u(t, x) as a sum v(t, x) + w(t, x), where

{
α(vt) − ∆v + λv + f(u) − f(u− v) = g0(x), (t, x) ∈ (0,∞) ×Rn,

v(0, x) = 0, x ∈ Rn,
(4.1)

{
α(vt + wt) − α(vt) − ∆w + λw + f(w)
= g(x) − g0(x), (t, x) ∈ (0,∞) ×Rn, w(0, x) = u0, x ∈ Rn,

(4.2)

and g0 ∈ L2(Rn) ∩ L∞(Rn).
To prove the asymptotic compactness of the solutions of (2.1) we will prove the

compactness of the solutions of (4.1) in H1(Rn) (for fixed t and g0) and then show
that the solutions of (4.2) are sufficiently small in the norm of H1(Rn) for large t
and for g0 ∈ L2(Rn) ∩ L∞(Rn) which is sufficiently close to g in L2(Rn).

Let us first prove the regularity of the solutions of (4.1). For this we will use the
following maximum principle:
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Lemma 4.1. Let Assumption 2.1 hold. Also assume that w ∈ L2(0, T ;H2(Bρ) ∩
H1

0 (Bρ)), wt ∈ L2(0, T ;H1
0(Bρ)), ĝ ∈ L∞(Bρ) and v0 = 0. Then the strong solution

v(t, x) of (3.1) satisfies the following inequality

‖v‖L∞((0,T )×Bρ) ≤
µ0

λ
+

1

λ
‖ĝ‖L∞(Bρ) , (4.3)

where the positive constant µ0 depends only on f(·).
Proof. For the proof, see Appendix.

Now using Lemma 4.1 let us prove the following lemma:

Lemma 4.2. Assume that Assumption 2.1 holds . Then for every u0 ∈ H2(Rn)
and T > 0 there exists a unique strong solution v ∈ W 1,2(0, T ;H1(Rn))∩
∩W 2,2

loc (0, T ;L2(Rn)) ∩ L∞(0, T ;H2(Rn)) of (4.1) on [0, T [×Rn such that

‖v(t)‖H2(Rn) ≤ c(‖u0‖H1(Rn) , ‖g‖L2(Rn) , ‖g0‖L2(Rn)∩L∞(Rn)), 0 t ≥ 0, (4.4)

where c : R+ × R+ × R+ → R+ is a nondecreasing function with respect to each
variable.

Proof. From Lemma 3.1, Theorem 3.1 and Lemma 4.1 it follows that there ex-
ists a unique strong solution vm ∈ W 1,2(0, T ;H1

0(Bm)) ∩ W
2,2
loc (0, T ;L2(Bm)) ∩

L∞(0, T ;H2(Bm)) of the problem




α(vmt) − ∆vm + λvm + f(u) − f(u− vm) = g0(x), (t, x) ∈ (0, T ) ×Bm,

vm(t, x) = 0, (t, x) ∈ (0, T )× ∂Bm,

vm(0, x) = 0, x ∈ Bm,

which satisfies

‖α(vmt(t)‖2
L2(Bm) + ‖vm(t)‖2

H2(Bm)

+
τ

1 + t

t∫

τ

‖vmtt(s)‖2
L2(Bm) ds+

t∫

0

‖∇vmt(s)‖2
L2(Bm) ds

≤ c1(T, ‖u0‖H2(Rn) , ‖g0‖L2(Rn)), 0 < τ ≤ t ≤ T, 0 m ∈ N, (4.5)

and

‖vm‖L∞((0,T )×Bm) ≤
µ0

λ
+

1

λ
‖g0‖L∞(Bm) , 0 m ∈ N, (4.6)

where c1 : R+ × R+ × R+ → R+ is a nondecreasing function with respect to each

variable. Setting ṽm(t, x) =

{
vm(t, x), x ∈ Bm

0, x ∈ Rn\Bm
by (4.5) and (4.6) we can say

that there exists a subsequence {mk} ⊂ {m} such that





ṽmk
→ v weakly star in L∞(0, T ;H1(Rn))

vmk
→ v weakly star in L∞(0, T ;H2(Bρ))

vmkt → vt weakly in L2(0, T ;H1(Bρ))
vmktt → vtt weakly in L2

loc(0, T ;L2(Bρ))
α(vmkt) → α(vt) weakly in L2(0, T ;L2(Bρ))
ṽmk

→ v weakly star in L∞((0, T ) ×Rn)

(4.7)

for every ρ > 0. So by (4.7)1-(4.7)5 and (4.5) we have v ∈ W 1,2(0, T ;H1(Rn)) ∩
W

2,2
loc (0, T ;L2(Rn))∩L∞(0, T ;H2(Rn)) is the strong solution of (4.1) on [0, T [×Rn.

Also from (4.6) and (4.7)6 it follows that

‖v‖L∞((0,T )×Rn) ≤
µ0

λ
+

1

λ
‖g0‖L∞(Rn) .
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Set αk(s) =

{
α′(k), |s| > k

α′(s), |s| ≤ k
and αk(s) =

s∫
0

αk(t)dt for k ∈ N. Since αk(·) also

satisfies conditions (2.2)-(2.3) for any u0 ∈ H2(Rn) and T > 0 there exists a unique

strong solution vk ∈ W 1,2(0, T ;H1(Rn)) ∩W 2,2
loc (0, T ;L2(Rn)) ∩ L∞(0, T ;H2(Rn))

of the problem
{
αk(vkt) − ∆vk + λvk + f(u) − f(u− vk) = g0(x), (t, x) ∈ (0, T ) ×Rn,

vk(0, x) = 0, x ∈ Rn,
,

(4.8)
which also satisfies

‖vk‖L∞((0,T )×Rn) ≤
µ0

λ
+

1

λ
‖g0‖L∞(Rn) , 0 k ∈ N. (4.9)

By (4.8)1 we have ∂
∂t
αk(vkt) ∈ L2(0, T ;H−1(Rn)), which together with the inclu-

sion αk(vkt) ∈ L2(0, T ;H1(Rn)) implies that αk(vkt) ∈ C([0, T ];L2(Rn)). Now
differentiating (4.8)1 with respect to t and testing obtained equation by αk(vkt) we
find

1

2
‖αk(vkt(t))‖2

L2(Rn) −
1

2
‖g0‖2

L2(Rn)

≤
t∫

0

∫

Rn

(f ′(u(s, x) − vk(s, x)) − f ′(u(s, x)))ut(s, x)αk(vkt(s, x))dxds

+ c

t∫

0

∫

Rn

vkt(s, x)αk(vkt(s, x))dxds, 0 t ≥ 0, (4.10)

where the constant c > 0 depends only on f(·). By (2.4) and (4.9) we have
∣∣∣∣∣∣

t∫

0

∫

Rn

(f ′(u(s, x) − vk(s, x)) − f ′(u(s, x)))ut(s, x)αk(vkt(s, x))dxds

∣∣∣∣∣∣

≤
(cµ0

λ
+
c

λ
‖g0‖L∞(Rn)

) t∫

0

∫

Rn

|ut(s, x)| |αk(vkt(s, x))| dxds, 0 t ≥ 0. (4.11)

Applying Young inequality (see for example [11]) to the integral on right side of
(4.11) and taking into account (3.15) we obtain

t∫

0

∫

Rn

|ut(s, x)| |αk(vkt(s, x))| dxds

≤
t∫

0

∫

Rn

ut(s, x)αk(ut(s, x))dxds +

t∫

0

∫

Rn

vkt(s, x)αk(vkt(s, x))dxds

≤
t∫

0

∫

Rn

ut(s, x)α(ut(s, x))dxds +

t∫

0

∫

Rn

vkt(s, x)αk(vkt(s, x))dxds

≤ c2(‖u0‖H1(Rn) , ‖g‖L2(Rn)) +

t∫

0

∫

Rn

vkt(s, x)αk(vkt(s, x))dxds, 0 t ≥ 0, (4.12)
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where c2 : R+×R+ → R+ is a nondecreasing function with respect to each variable.
Taking into account (4.11) and (4.12) in (4.10) we have

‖αk(vkt(t))‖2
L2(Rn) ≤ c3(‖u0‖H1(Rn) , ‖g‖L2(Rn) , ‖g0‖L2(Rn)∩L∞(Rn))

(
c+

cµ0

λ
+
c

λ
‖g0‖L∞(Rn)

) t∫

0

∫

Rn

vkt(s, x)αk(vkt(s, x))dxds, 0 t ≥ 0, (4.13)

where c3 : R+ × R+ × R+ → R+ is a nondecreasing function with respect to each
variable.

On the other hand subtracting (4.8)1 from (4.1)1 and testing the obtained equa-
tion by (vt − vkt) we find

1

3
α′(0)

t∫

0

‖vt(s) − vkt(s)‖2
L2(Rn) ds+

1

2
‖∇(v(t) − vk(t))‖2

L2(Rn)

+
λ

2
‖v(t) − vk(t)‖2

L2(Rn) ≤
3

4α′(0)

t∫

0

‖α(vt(s)) − αk(vt(s))‖2
L2(Rn) ds

+ c4(t, ‖u0‖H1(Rn) , ‖g‖L2(Rn))

t∫

0

‖v(s) − vk(s)‖2
H1(Rn) ds,0 t ≥ 0. (4.14)

From definition of αk(·) it follows that

T∫

0

‖α(vt(s)) − αk(vt(s))‖2
L2(Rn) ds ≤

T∫

0

∫

{x:x∈Rn, |vt(s,x)|>k}

|α(vt(s, x))|2 dxds.

(4.15)
Since α(vt) ∈ L2(0, T ;L2(Rn)) (thanks to (4.5) and (4.7)), by (4.15) we have

αk(vt) → α(vt) strongly in L2(0, T ;L2(Rn))

for every T > 0. Then applying Gronwall’s lemma to (4.14) we obtain
{
vk → v strongly in L∞(0, T ;H1(Rn))
vkt → vt strongly in L2(0, T ;L2(Rn))

So passing to limit in (4.13) we find

‖α(vt(t))‖2
L2(Rn) ≤ c3(‖u0‖H1(Rn) , ‖g‖L2(Rn) , ‖g0‖L2(Rn)∩L∞(Rn))

+
(
c+

cµ0

λ
+
c

λ
‖g0‖L∞(Rn)

) t∫

0

∫

Rn

vt(s, x)α(vt(s, x))dxds, 0 t ≥ 0. (4.16)

Now let us estimate the second term on the right side of (4.16). Multiplying both
sides of (4.2)1 by wt and integrating over (s, T ) ×Rn we obtain

E(w(T )) +

∫

Rn

F (w(T, x))dx −
∫

Rn

(g(x) − g0(x))w(T, x)dx

+

T∫

s

∫

Rn

wt(t, x)(α(vt(t, x) + wt(t, x)) − α(vt(t, x)))dxdt
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≤ E(w(s))+

∫

Rn

F (w(s, x))dx−
∫

Rn

(g(x)− g0(x))w(s, x)dx, 0 T ≥ s ≥ 0. (4.17)

By (2.2)-(2.3), we have

(α(x) − α(y))(x − y) ≥ ĉα(x− y) (x− y), 0 x, y ∈ R,

for some ĉ > 0. By the last two inequalities we find

‖w(T )‖2
H1(Rn) +

T∫

0

∫

Rn

α(wt(s, x))wt(s, x)dxds

≤ c5(‖u0‖H1(Rn) , ‖g − g0‖L2(Rn)), 0 T ≥ 0, (4.18)

and using Young inequality we have

ĉ

T∫

0

∫

Rn

α(vt(s, x))vt(s, x)dxds

≤
T∫

0

∫

Rn

(α(ut(s, x)) − α(wt(s, x)))(ut(s, x) − wt(s, x))dxds

≤2

T∫

0

∫

Rn

α(ut(s, x))ut(s, x)dxds + 2

T∫

0

∫

Rn

α(wt(s, x))wt(s, x)dxds

≤ c6(‖u0‖H1(Rn) , ‖g‖L2(Rn) , ‖g0‖L2(Rn)), 0 T ≥ 0, (4.19)

where c5 : R+ × R+ → R+ and c6 : R+ × R+ × R+ → R+ are nondecreasing
functions with respect to each variable. The last inequality together with (4.16)
yields

‖α(vt(t))‖2
L2(Rn) ≤ c7(‖u0‖H1(Rn) , ‖g‖L2(Rn) , ‖g0‖L2(Rn)∩L∞(Rn)), 0 t ≥ 0,

where c7 : R+ × R+ × R+ → R+ is a nondecreasing function with respect to each
variable. Thus taking into account (3.15), (4.18) and the last inequality in (4.1)1
we obtain (4.4).

Now let us prove the uniform tail estimate for the solutions of (4.1):

Lemma 4.3. Assume that Assumption 2.1 holds and u0 ∈ H2(Rn). Then for any
ε > 0 and T > 0 there exists r = r(ε, T, ‖u0‖H1(Rn)) > 0 such that

∫

{x:x∈Rn, |x|≥r}

(
|∇v(T, x)|2 + |v(T, x)|2

)
dx ≤ ε, (4.20)

where r : R+ ×R+ ×R+ → R+ is a nondecreasing function with respect to the third
variable.

Proof. We use techniques of [7]. Multiplying equation (4.1) by vte
−|x−x0|, integrat-

ing over (0, T )×Rn and applying Gronwall’s inequality we find
∫

Rn

(
|∇v(T, x)|2 + λ |v(T, x)|2

)
e−|x−x0|dx ≤ 4

λ
eC1(‖u0‖H1(Rn))T

∫

Rn

|g0|2 e−|x−x0|dx,

where C1 : R+ → R+ is a nondecreasing function.
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Integrating the last inequality with respect to x0 over {x0 : x0 ∈ Rn, |x0| ≥ r}
we obtain ∫

{x0:x0∈Rn, |x0|≥r}

∫

Rn

(
|∇v(T, x)|2 + λ |v(T, x)|2

)
e−|x−x0|dxdx0

≤ 4

λ
eC1T

∫

{x0:x0∈Rn, |x0|≥r}

∫

Rn

|g0|2 e−|x−x0|dxdx0. (4.21)

Let ϕ ∈ L2(Rn). Then we have
∫

{x0:x0∈Rn, |x0|≥r}

∫

Rn

|ϕ(x)|2 e−|x−x0|dxdx0

=

∫

{x0:x0∈Rn, |x0|≥r}

∫

{x:x∈Rn, |x|≥ r
2}

|ϕ(x)|2 e−|x−x0|dxdx0

+

∫

{x0:x0∈Rn, |x0|≥r}

∫

{x:x∈Rn, |x|< r
2}

|ϕ(x)|2 e−|x−x0|dxdx0

≤




∫

{x:x∈Rn, |x|≥ r
2}

|ϕ(x)|2 dx







∫

Rn

e−|y|dy




+ e−
r
4

∫

{x0:x0∈Rn, |x0|≥r}

∫

{x:x∈Rn, |x|< r
2}

|ϕ(x)|2 e− 1
4 |x0|dxdx0

≤ C2

∫

{x:x∈Rn, |x|≥ r
2}

|ϕ(x)|2 dx+ C3e
− r

4

∫

Rn

|ϕ(x)|2 dx (4.22)

and ∫

{x0:x0∈Rn, |x0|≥r}

∫

Rn

|ϕ(x)|2 e−|x−x0|dxdx0

=

∫

Rn

∫

Rn

|ϕ(x)|2 e−|x−x0|dxdx0 −
∫

{x0:x0∈Rn, |x0|<r}

∫

Rn

|ϕ(x)|2 e−|x−x0|dxdx0

=C2

∫

Rn

|ϕ(x)|2 dx−
∫

{x0:x0∈Rn, |x0|<r}

∫

{x:x∈Rn, |x|<2r}

|ϕ(x)|2 e−|x−x0|dxdx0

−
∫

{x0:x0∈Rn, |x0|<r}

∫

{x:x∈Rn, |x|≥2r}

|ϕ(x)|2 e−|x−x0|dxdx0

≥C2

∫

{x:x∈Rn, |x|≥2r}

|ϕ(x)|2 dx− e−r

∫

{x0:x0∈Rn, |x0|<r}

∫

{x:x∈Rn, |x|≥2r}

|ϕ(x)|2 dxdx0

=
(
C2 − C4r

ne−r
) ∫

{x:x∈Rn, |x|≥2r}

|ϕ(x)|2 dx. (4.23)
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Taking into account (4.22)-(4.23) in (4.21) we find (4.20).

Now denote by R(t) a solution operator of (4.1), i.e. v(t) = R(t)(u0, g0), where
u0 ∈ H2(Rn), g0 ∈ L2(Rn)∩L∞(Rn) and v(t, ) is the solution of (4.1) determined by
Lemma 4.2. By (4.1), it is easy to see that if the sequence {u0n}∞n=1 ⊂ H2(Rn) con-
verges in H1(Rn), then the sequence {R(t)(u0n, g0)}∞n=1 also converges in H1(Rn).
Hence using density argument, the operator R(t)(·, g0) can be extended to H1(Rn),
and so by Lemma 4.2 and Lemma 4.3 we immediately have the following corollary.

Corollary 4.1. Assume that Assumption 2.1 holds. Then the operator R(t)(·, g0) :
H1(Rn) → H1(Rn), t ≥ 0, is compact.

Now let us denote gk(x) =

{
g(x), |g(x)| ≤ k

0, |g(x)| > k
.

Lemma 4.4. Assume that Assumption 2.1 holds and B is a bounded subset of
H1(Rn). Then for any ε > 0 and m > 0 there exist k0 = k0(ε,B) ∈ N, M0 =
M0(ε,B) > 0 and T0 = T0(ε,B,m) > 0 such that

‖S(T )u0 −R(T )(u0, gk)‖2
H1(Rn) ≤ c

∫

{x:x∈Rn, |u0(x)|>m}

|∇u0(x)|2 dx+ ε,

0 u0 ∈ B, 0 T ≥ T0, 0 k ≥ k0, 0 m ≥M0, (4.24)

where the positive constant c depends only λ and f(·).

Proof. We apply the techniques used in [10]. Since g ∈ L2(Rn), we have gk ∈
L2(Rn) ∩ L∞(Rn) and gk → g strongly in L2(Rn) as k → ∞. Let u0 ∈ H2(Rn).
Denote vk(t) = R(T )(u0, gk) and wk = u(t) − vk(t), where u(t) = S(t)u0. Then

the function wk ∈ W 1,2(0, T ;H1(Rn)) ∩ W
2,2
loc (0, T ;L2(Rn)) ∩ L∞(0, T ;H2(Rn))

satisfies (4.2)1 (with force term g(x) − gk(x) instead of g(x) − g0(x)) a.e. on
(0, T ) × Rn for every T > 0 and wk(0) = u0 a.e. on Rn. Denote u0m(x) =




u0(x) +m, u0(x) < −m
0, |u0(x)| ≤ m

u0(x) −m, u0(x) > m

. Putting gk, vk and wk instead of g0, v and w in

(4.2) respectively, multiplying obtained equation by 1
t+1 (wk(t, x) − u0m(x)) and

integrating over (0, T )×Rn we have

T∫

0

1

t+ 1
‖∇wk(t)‖2

L2(Rn) dt−
T∫

0

∫

Rn

1

t+ 1

n∑

i=1

wkxi
(t, x)u0mxi

(x)dxdt

+ λ

T∫

0

1

t+ 1
‖wk(t)‖2

L2(Rn) dt− λ

T∫

0

∫

Rn

1

t+ 1
wk(t, x)u0m(x)dxdt

+

T∫

0

∫

Rn

1

t+ 1
f(wk(t, x))wk(t, x)dxdt −

T∫

0

∫

Rn

1

t+ 1
f(wk(t, x))u0m(x)dxdt
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≤
T∫

0

∫

Rn

α(vkt(t, x))
1

t+ 1

t∫

0

wkt(s, x)dsdxdt −
T∫

0

∫

Rn

α(ut(t, x))
1

t+ 1

t∫

0

wkt(s, x)dsdxdt

+

T∫

0

∫

Rn

α(vkt(t, x))
1

t + 1
(u0(x) − u0m(x))dxdt

−
T∫

0

∫

Rn

α(ut(t, x))
1

t+ 1
(u0(x) − u0m(x))dxdt

+

T∫

0

∫

Rn

1

t+ 1
(wk(t, x) − u0m(x))(g(x) − gk(x))dxdt. (4.25)

Now let us estimate first four terms on the right side of (4.25).
Using Young and Jensen inequalities (see [11]) we find

T∫

0

∫

Rn

|α(vkt(t, x))|
1

t+ 1

t∫

0

|wkt(s, x)| dsdxdt

≤
T∫

0

∫

Rn

N (µ |α(vkt(t, x))|)dxdt +

T∫

0

∫

Rn

M


 1

µ(t+ 1)

t∫

0

|wkt(s, x)| ds


 dxdt

≤
T∫

0

∫

Rn

N (µα(vkt(t, x)))dxdt +

T∫

0

∫

Rn

t

µ(t+ 1)
M


1

t

t∫

0

|wkt(s, x)| ds


 dxdt

≤
T∫

0

∫

Rn

N (µα(vkt(t, x)))dxdt +

T∫

0

∫

Rn

1

µ(t+ 1)

t∫

0

M(wkt(s, x))dsdxdt,0 µ > 1,

(4.26)

where M(z) =
z∫
0

α(x)dx. By (2.3), since α is odd function and α′(·) is nondecreasing

on R+, we have

α(µx) ≥ µα(x), 0 x ∈ R+, 0 µ > 1,

and consequently

α−1(µα(x)) ≤ µx, 0 x ∈ R+, 0 µ > 1.

The last inequality together with (2.3) yields that

T∫

0

∫

Rn

N (µα(vkt(t, x)))dxdt ≤ µ

T∫

0

∫

Rn

α(vkt(t, x))α
−1(µα(vkt(t, x)))dxdt

≤ µ2

T∫

0

∫

Rn

α(vkt(t, x))vkt(t, x)dxdt. (4.27)
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By (4.26)-(4.27) we obtain

T∫

0

∫

Rn

|α(vkt(t, x))|
1

t+ 1

t∫

0

|wkt(s, x)| dsdxdt

≤µ2

T∫

0

∫

Rn

α(vkt(t, x))vkt(t, x)dxdt +
ln(T + 1)

µ

T∫

0

∫

Rn

α(wkt(t, x))wkt(t, x)dxdt,

which together with (4.18)-(4.19) implies

T∫

0

∫

Rn

|α(vkt(t, x))|
1

t+ 1

t∫

0

|wkt(s, x)| dsdxdt

≤
(
µ2 +

ln(T + 1)

µ

)
ĉ1(‖u0‖H1(Rn) , ‖g‖L2(Rn)), 0 T ≥ 0, 0 µ > 1, (4.28)

where ĉ1 : R+×R+ → R+ is a nondecreasing functions with respect to each variable.
By the same way we find

T∫

0

∫

Rn

|α(ut(t, x))|
1

t+ 1

t∫

0

|wkt(s, x)| dsdxdt

≤
(
µ2 +

ln(T + 1)

µ

)
ĉ2(‖u0‖H1(Rn) , ‖g‖L2(Rn)), 0 T ≥ 0, 0 µ > 1, (4.29)

where ĉ2 : R+ × R+ × R+ → R+ is a nondecreasing function with respect to each
variable. By definition of u0m(x), we have

T∫

0

∫

Rn

1

t+ 1
|α(vkt(t, x))| |u0(x) − u0m(x)| dxdt

=

T∫

0

∫

{x:x∈Rn, |u0(x)|≤m}

|α(vkt(t, x))|
1

t+ 1
|u0(x)| dxdt

+m

T∫

0

∫

{x:x∈Rn, |u0(x)|>m}

1

t+ 1
|α(vkt(t, x))| dxdt

≤
T∫

0

∫

Rn

N (α(vkt(t, x)))dxdt +

T∫

0

∫

{x:x∈Rn, |u0(x)|≤m}

M(
1

t+ 1
u0(x))dxdt

+m

T∫

0

∫

{x:x∈Rn, |u0(x)|>m, |vkt(t,x)|≤1}

1

t+ 1
|α(vkt(t, x))| dxdt

+m

T∫

0

∫

{x:x∈Rn, |u0(x)|>m, |vkt(t,x)|>1}

1

t+ 1
|α(vkt(t, x))| dxdt



1390 A. KH. KHANMAMEDOV

≤
T∫

0

∫

Rn

α(vkt(t, x))vkt(t, x)dxdt

+

T∫

0

∫

{x:x∈Rn, |u0(x)|≤m}

α(
1

t+ 1
u0(x))

1

t + 1
u0(x)dxdt

+mα(1) ln(T + 1)mes {x : x ∈ Rn, |u0(x)| > m}

+m

T∫

0

∫

Rn

1

t+ 1
α(vkt(t, x))vkt(t, x)dxdt

≤(m+ 1)

T∫

0

∫

Rn

α(vkt(t, x))vkt(t, x)dxdt

+

T∫

0

∫

{x:x∈Rn, |u0(x)|≤m}

1

(t+ 1)2
α(u0(x))u0(x)dxdt

+
1

m
α(1) ln(T + 1) ‖u0‖2

L2(Rn) ≤ (m+ 1)

T∫

0

∫

Rn

α(vkt(t, x))vkt(t, x)dxdt

+ α′(m) ‖u0‖2
L2(Rn) +

1

m
α(1) ln(T + 1) ‖u0‖2

L2(Rn)

≤
(

1

m
α(1) ln(T + 1) + α′(m)

)
‖u0‖2

L2(Rn)

+ (m+ 1)ĉ1(‖u0‖H1(Rn) , ‖g‖L2(Rn)) 0 T ≥ 0, 0 m > 0. (4.30)

Similarly we have

T∫

0

∫

Rn

|α(ut(t, x))|
1

t+ 1
|u0(x) − u0m(x)| dxdt

≤
(

1

m
α(1) ln(T + 1) + α′(m)

)
‖u0‖2

L2(Rn)

+ (m+ 1)ĉ2(‖u0‖H1(Rn) , ‖g‖L2(Rn)) 0 T ≥ 0, 0 m > 0. (4.31)

Taking into account (4.28)-(4.31) in (4.25) we find

T∫

0

1

t+ 1
E(wk(t))dt+

T∫

0

∫

Rn

1

t+ 1
f((wk(t, x))wk(t, x)dxdt

≤ ln(T + 1)E(u0m) + 2

(
1

m
α(1) ln(T + 1) + α′(m)

)
‖u0‖2

L2(Rn)

+ (m+ 1)ĉ3(‖u0‖H1(Rn) , ‖g‖L2(Rn))

+

(
µ2 +

ln(T + 1)

µ

)
ĉ3(‖u0‖H1(Rn) , ‖g‖L2(Rn))
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+

T∫

0

∫

Rn

1

t+ 1
(wk(t, x) − u0m(x))(g(x) − gk(x))dxdt

+

T∫

0

∫

Rn

1

t+ 1
f(wk(t, x))u0m(x)dxdt, 0 T > 0, 0 m > 0, 0 µ > 1,

where ĉ3 = ĉ1 + ĉ2. Taking into account (2.4), (2.5) and (4.18) in the last inequality
we obtain

T∫

0

1

t+ 1
E(wk(t))dt +

T∫

0

∫

Rn

1

t+ 1
F ((wk(t, x))dxdt

−
T∫

0

∫

Rn

1

t+ 1
(g(x) − gk(x))wk(t, x)dxdt

≤ĉ ln(T + 1)E(u0m) + 2ĉ

(
1

m
α(1) ln(T + 1) + α′(m)

)
‖u0‖2

L2(Rn)

+ ĉ(m+ 1)ĉ3(‖u0‖H1(Rn) , ‖g‖L2(Rn))

+ ĉ

(
µ2 +

ln(T + 1)

µ

)
ĉ3(‖u0‖H1(Rn) , ‖g‖L2(Rn))

+ ĉ4(‖u0‖H1(Rn) , ‖g − gk‖L2(Rn)) ln(T + 1) ‖u0m‖L2(Rn)

+ ĉ4(‖u0‖H1(Rn) , ‖g − gk‖L2(Rn)) ‖g − gk‖L2(Rn) ln(T + 1)

+ ĉ ln(T + 1) ‖u0m‖L2(Rn) ‖g − gk‖L2(Rn) , 0 T > 0, 0 m > 0, 0 µ > 1,

where ĉ4 : R+×R+ → R+ is a nondecreasing function with respect to each variable
and the positive constant ĉ depends only on λ and f(·).

Now putting gk, vk and wk instead of g0, v and w in (4.17) respectively, multi-
plying both sides of obtained inequality by 1

1+s
and integrating with respect to s

from 0 to T we have

ln(T + 1)E(wk(T )) + ln(T + 1)

∫

Rn

F (wk(T, x))dx

≤ ln(T + 1)

∫

Rn

(g(x) − gk(x))wk(T, x)dx+

T∫

0

1

s+ 1
E(wk(s))ds

+

T∫

0

∫

Rn

1

s+ 1
F (wk(s, x))dxds −

T∫

0

∫

Rn

1

s+ 1
(g(x) − gk(x))wk(s, x)dxds.

By the last two inequalities, for any ε > 0 there exists M0 = M0(ε, ‖u0‖H1(Rn)) > 0

such that

1

2
E(wk(T )) ≤ε

4
+ ĉ

∫

{x:x∈Rn, |u0(x)|>m}

|∇u0(x)|2 dx

+
2ĉα′(m)

ln(T + 1)
‖u0‖2

L2(Rn) +
ĉ(m+ 1)

ln(T + 1)
ĉ3(‖u0‖H1(Rn) , ‖g‖L2(Rn))
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+ ĉ

(
µ2

ln(T + 1)
+

1

µ

)
ĉ3(‖u0‖H1(Rn) , ‖g‖L2(Rn))

+ ĉ4(‖u0‖H1(Rn) , ‖g − gk‖L2(Rn)) ‖g − gk‖L2(Rn)

+
1

λ
‖g − gk‖2

L2(Rn) , 0 m ≥M0.

Thus choosing µ = ln
1
4 (T + 1) , we obtain (4.24) for large T and k.

Lemma 4.5. Assume that Assumption 2.1 holds and B ∈ B. Then for any ε > 0
there exist δ0 = δ0(ε) > 0, T0 = T0(ε,B) > 0 and M0 = M0(ε,B) > 0 such that

∫

{x:x∈Rn, |u(T,x)|>M0}

|∇u(T, x)|2 dx ≤ ε, 0 T ≥ T0 , 0 u0 ∈ Oδ0(B), (4.32)

where u(T, ) = S(T )u0 and Oδ(B) is δ−neihbourhood of B in H1(Rn).

Proof. We present the proof for n ≥ 3. By Lemma 4.4 for any ε > 0 there exist
k0 = k0(ε,B) ∈ N, δ0 = δ0(ε) > 0 and T0 = T0(ε,B) > 0 such that

‖S(T )u0 −R(T )(u0, gk0)‖H1(Rn) ≤
ε

2
, 0 T ≥ T0 , 0 u0 ∈ Oδ0(B). (4.33)

Also by Theorem 3.2 and Lemma 4.2 we have
∫

{x:x∈Rn, |u(T,x)|>M}

(
|∇v(T, x)|2 + |v(T, x)|2

)
dx

≤mes
2
n {x : x ∈ Rn, |u(T, x)| > M}

× c1(‖u0‖H1(Rn) , ‖g‖L2(Rn) , ‖gk0‖L∞(Rn))

≤M− 4
n−2 c2(‖u0‖H1(Rn) , ‖g‖L2(Rn) , ‖gk0‖L∞(Rn)), (4.34)

where ci : R+×R+×R+ → R+ (i = 1, 2) are nondecreasing functions with respect
to each variable and v(T, ) = R(T )(u0, gk0). By (4.33)-(4.34) we obtain (4.32).

We are now in a position to prove the asymptotic compactness of solution of
(2.1), which is included in the following theorem:

Theorem 4.1. Assume that Assumption 2.1 holds and B ∈ B. Then any sequence
of the form {S(tm)u0m}∞m=1, tm → ∞, u0m ∈ Oδm

(B), δm ց 0, has a convergent
subsequence in H1(Rn).

Proof. Denote by KH1(Rn)(A) the Kuratowski measure of non-compactness of the

set A in H1(Rn), i.e.

KH1(Rn)(A) := inf{ε |A has a finite open cover of sets

whose diameters are less than ε}.

By Lemma 4.5, for any ε > 0 and B ∈ B there exist δ0 = δ0(ε) > 0, T0 = T0(ε,B) >
0 and M0 = M0(ε,B) > 0 such that

∫

{x:x∈Rn, |ϕ(x)|>M0}

|∇ϕ(x)|2 dx ≤ ε

2c
, 0 ϕ ∈ ∪

t≥T0

S(t)Oδ(B), 0 δ ∈ (0, δ0).
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Then by Lemma 4.4, there exist k0 = k0(ε,B) ∈ N and T1 = T1(ε,B,M0) > 0 such
that

‖S(T1)ϕ−R(T1)(ϕ, gk0 )‖H1(Rn) ≤
√
ε, 0 ϕ ∈ ∪

t≥T0

S(t)Oδ(B), 0 δ ∈ (0, δ0).

(4.35)
Taking into account (4.35) and Corollary 4.1 we obtain

KH1(Rn)

(
S(T1)

(
∪

t≥T0

S(t)Oδ(B)

))
≤ 4

√
ε, 0 δ ∈ (0, δ0)

or

KH1(Rn)

(
∪

t≥T0+T1

S(t)Oδ(B)

)
≤ 4

√
ε, 0 δ ∈ (0, δ0).

Now if tm → ∞, u0m ∈ Oδm
(B) and δm ց 0, then from the last inequality it follows

that

KH1(Rn) ({S(tm)u0m}∞m=1) = 0,

which completes the proof.

From this theorem immediately the following corollary follows.

Corollary 4.2. Under Assumption 2.1 for every B ∈ B, the sets
ω(B) = ∩

t≥0
∪

τ≥t
S(τ)B and ω̂(B) = ∩

δ>0
∩

t≥0
∪

τ≥t
S(τ)Oδ(B) are nonempty strictly

invariant compacts which attract B.

Now we can prove the main result.

Proof of Theorem 2.1. Set

Z =
{
ϕ : ϕ ∈ H1(Rn), − ∆ϕ+ λϕ+ f(ϕ) = g

}
.

It is easy to see that under conditions (2.4)-(2.5) the set Z is a bounded subset of
H2(Rn) and consequently Z ∈ B. Then by Corollary 4.2 the set ω̂(Z) is invariant
and compact inH1(Rn). We will show that ω̂(Z) is the global (H1(Rn), H1(Rn))B−
attractor for {S(t)}t≥0. To this end it is sufficient to show that

ω(B) ⊂ ω̂(Z), 0 B ∈ B. (4.36)

As shown in [1, p.159-161], since ω(B), (B ∈ B) is a compact strictly invariant
set and the problem (2.1) admits the Lyapunov function L(u(t)) := E(u(t)) +∫
Rn

F (u(t, x))dx−
∫
Rn

u(t, x)g(x)dx (thanks to (3.15)), for every v ∈ ω(B) there exists

a complete trajectory γ = {u(t), t ∈ R} ⊂ ω(B) such that

u(0) = v and lim
t→−∞

inf
ϕ∈Z

‖u(t) − ϕ‖H1(Rn) = 0. (4.37)

Taking into account (4.37) and the equality u(t + τ) = S(t)u(τ), t ≥ 0, τ ∈ R,
we find that v ∈ ω̂(Z). Since v and B are the arbitrary element of ω(B) and B

respectively, by the last conclusion we obtain (4.36).

Remark 4.1. If g ∈ L2(Rn) ∩ L∞(Rn), then by the proof of Lemma 4.2 one can
see that

‖R(t)(u0, g)‖L∞(Rn) ≤ c, 0 t ≥ 0, 0 u0 ∈ H2(Rn), (i)

where the positive constant c depends on λ, f(·) and ‖g‖L∞(Rn). Also by Lemma

4.4 for any B ∈ B we have

‖S(t)u0 −R(t)(u0, g)‖H1(Rn) → 0 as t→ ∞ (ii)
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uniformly with respect to all u0 ∈ B. Since a global (H1(Rn), H1(Rn))B−attractor
is invariant, from (i)-(ii) it follows that a global (H1(Rn), H1(Rn))B−attractor is
a bounded subset of L∞(Rn).

Remark 4.2. Let Ω ⊂ R3 be a bounded domain with smooth boundary and
g ∈ L∞(Ω). Using the method of this paper it is easy to see that under Assumption
2.1 a semigroup generated by






α(ut) − ∆u+ f(u) = g(x), (t, x) ∈ (0,∞) × Ω,
u(t, x) = 0, (t, x) ∈ (0,∞) × ∂Ω
u(0, x) = u0(x), x ∈ Ω,

(*)

possesses a global (H1
0 (Ω), H1

0 (Ω))B−attractor AB, which is also a bounded subset
of L∞(Ω), as mentioned in Remark 5.1. If, in addition to (2.2)-(2.3), the function
α(·) satisfies also the conditions imposed in [8], then as shown in [8] the semigroup
generated by (*) possesses also a global (H1

0 (Ω)∩L∞(Ω), H1
0 (Ω)∩L∞(Ω))−attractor

A∞. Since AB is an invariant, bounded subset of H1
0 (Ω) ∩ L∞(Ω), we have AB

⊂ A∞. On the other hand, since A∞ is an invariant element of B, as mentioned
in Remark 2.1, we have A∞ ⊂ AB. Thus under additional conditions the attractor
constructed here coincides with the attractor constructed in [8].

5. Appendix. To prove Lemma 4.1 we need the following lemma:

Lemma 5.1. Let (2.2) and (2.4) hold. Also assume that w ∈ C([0, T ] × Bρ),

ĝ ∈ C(Bρ), v0 = 0 and v ∈ C2([0, T ]×Bρ) is a classical solution of (3.1). Then

‖v‖C([0,T ]×Bρ) ≤
µ0

λ
+

1

λ
‖ĝ‖C(Bρ) , (5.1)

where the positive constant µ0 depends only on f(·).
Proof. By (2.4) it follows that there exists M > 0 such that

inf
|x|>M

f ′(x) > 0 (5.2)

Let µ0 = max
x,y∈[−M,M ]

(f(x) − f(y)). Let us show that

(f(x) − f(y)) sgn(x− y) ≥ −µ0, 0 x, y ∈ R. (5.3)

If x, y ∈ [−M,M ] then (5.3) is trivial. If x, y > M or x, y < −M then (5.3) follows
from (5.2). If x > M and y < M (y > M and x < M) then by (2.4) and (5.2) we
have

(f(x) − f(y)) sgn(x− y) > f(M) − f(y) ≥ −µ0

((f(x) − f(y)) sgn(x − y) > f(M) − f(x) ≥ −µ0 ) .

If x < −M and y > −M (x > −M and y < −M) then

(f(x) − f(y)) sgn(x− y) > f(y) − f(−M) ≥ −µ0

( (f(x) − f(y)) sgn(x− y) > f(x) − f(−M) ≥ −µ0 ) .

Now let v(t0, x0) = max
[0,T ]×Bρ

v(t, x). Since v(0, x) ≡ 0 we have v(t0, x0) ≥ 0. If

(t0, x0) ∈ (0, T ] ×Bρ then from (3.1)1 we obtain

λv(t0, x0) + f(w(t0, x0)) − f(w(t0, x0) − v(t0, x0)) ≤ ĝ(x0)

which together with (5.3) yields

v(t0, x0) ≤
µ0

λ
+

1

λ
‖ĝ‖C(Bρ)
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If t0 = 0 or x0 ∈ ∂Bρ then by the initial-boundary conditions it follows that

v(t0, x0) = 0

So we have

v(t, x) ≤ µ0

λ
+

1

λ
‖ĝ‖C(Bρ) , 0 (t, x) ∈ [0, T ]×Bρ. (5.4)

Similarly one can show that if v(t1, x1) = min
[0,T ]×Bρ

v(t, x), then

v(t1, x1) ≥ −µ0

λ
− 1

λ
‖ĝ‖C(Bρ)

and consequently

v(t, x) ≥ −µ0

λ
− 1

λ
‖ĝ‖C(Bρ) , 0 (t, x) ∈ [0, T ]×Bρ.

The last inequality and (5.4) imply (5.1).

Proof of Lemma 4.1. Step1. We first prove lemma for w ∈ C2([0, T ]×Bρ) and

ĝ ∈ C3
0 (Bρ). Since αm(·) (for definition see proof of Lemma 4.2) satisfies (2.2)-(2.3)

and α′
m(0) = α′(0), by Lemma (3.1) we can say there exists a unique strong solution

vm ∈W 1,2(0, T ;H1
0 (Bρ)) ∩W 2,2

loc (0, T ;L2(Bρ)) ∩ L∞(0, T ;H2(Bρ)) of the following
initial-boundary value problem:






αm(vmt) − ∆vm + λvm + f(w) − f(w − vm) = ĝ(x), (t, x) ∈ (0, T ) ×Bρ,

vm(t, x) = 0, (t, x) ∈ (0, T )× ∂Bρ,

vm(0, x) = 0, x ∈ Bρ,

(5.6)
which satisfies the following inequality

‖vm(t)‖2
H2(Bρ) +

t∫

0

‖∇vmt(s)‖2
L2(Bρ) ds+

τ

1 + t

t∫

τ

‖vmtt(s)‖2
L2(Bρ) ds

≤c1(T, ‖w‖L2([0,T ];H2(Bρ)) , ‖wt‖L2(0,T ;H1(Bρ)) , ‖ĝ‖L2(Bρ)),

0 m ∈ N, 0 < τ ≤ t ≤ T, (5.7)

where c1 : R+ × R+ × R+ × R+ → R+ is a nondecreasing function with respect
to each variable. From (5.6) and (5.7) it follows that αm(vmt) ∈ L2(0, T ;H1

0(Bρ))

and ∂
∂t
αm(vmt) ∈ L2(0, T ;H−1(Bρ)). So we have αm(vmt) ∈ C(0, T ;L2(Bρ)) and

consequently vmt ∈ C(0, T ;L2(Bρ)). Denoting hq,k(s) =

{
kqs, |s| > k

|s|q s, |s| ≤ k
, we

obtain that hq,k(vmt) ∈ L2(0, T ;H1
0(Bρ))∩ C(0, T ;L2(Bρ)), where q > 0. Differen-

tiating both sides of (5.6)1 with respect to t and testing by hq,k(vmt) we obtain

c

t∫

0

∥∥∥h q
2 ,k(vmt(s))

∥∥∥
2

H1(Bρ)
ds+

t∫

0

〈
∂

∂t
αm(vmt(s)), hq,k(vmt)

〉
ds

+

t∫

0

〈
∂

∂t
(f(w(s)) − f(w(s) − vm(s))), hq,k(vmt)

〉
ds ≤ 0 (5.8)
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Now for m >
∥∥α−1(ĝ)

∥∥
L∞(Bρ)

let us estimate the second and third terms in (5.8):

t∫

0

〈
∂

∂t
αm(vmt(s)), hq,k(vmt)

〉
ds = lim

τ→0+

t∫

τ

〈
∂

∂t
αm(vmt(s)), hq,k(vmt)

〉
ds

= lim
τ→0+

t∫

τ

〈αm(vmt(s))vmtt(s), hq,k(vmt)〉 ds

= 〈α̂m(vmt(t)), 1〉 − lim
τ→0+

〈α̂m(vmt(τ)), 1〉 ,

where α̂mk(s) =
s∫
0

αm(τ)hq,k(τ)dτ . Since vmt ∈ C(0, T ;L2(Bρ)) we have α̂mk(vmt) ∈

C(0, T ;L2(Bρ)) and taking into account it in the above equality we obtain

t∫

0

〈
∂

∂t
αm(vmt(s)), hq,k(vmt)

〉
ds

≥α′(0)
1

q + 2

∥∥∥h q
2 ,k(vmt(t))

∥∥∥
2

L2(Bρ)
− 〈α̂mk(vmt(0)), 1〉

=α′(0)
1

q + 2

∥∥∥h q
2 ,k(vmt(t))

∥∥∥
2

L2(Bρ)
−

〈
α̂mk(α−1

m (ĝ)), 1
〉

≥α′(0)
1

q + 2

∥∥∥h q
2 ,k(vmt(t))

∥∥∥
2

L2(Bρ)
− 1

q + 2

∫

Bρ

ĝ(x)
∣∣α−1(ĝ(x))

∣∣q+1
dx

≥α′(0)
1

q + 2

∥∥∥h q
2 ,k(vmt(t))

∥∥∥
2

L2(Bρ)

− 1

(q + 2)α′(0)

∥∥α−1(ĝ)
∥∥q

L∞(Bρ)
‖ĝ‖2

L2(Bρ) , 0 t ∈ [0, T ]. (5.9)

t∫

0

〈
∂

∂t
f(w(s) − vm(s)) − ∂

∂t
f(w(s)), hq,k(vmt)

〉
ds

=

t∫

0

〈(f ′(w(s) − vm(s)) − f ′(w(s)))wt(s), hq,k(vmt)〉

−
t∫

0

〈f ′(w(s) − vm(s))vmt, hq,k(vmt)〉 ds

≤c2(T, ρ, ‖w‖C2([0,T ]×Bρ) , ‖ĝ‖L2(Bρ))




t∫

0

∥∥∥h q
2 ,k(vmt(s))

∥∥∥
2

H1(Bρ)
ds




q+1
q+2

+ c

t∫

0

∥∥∥h q
2 ,k(vmt(s))

∥∥∥
2

L2(Bρ)
ds, 0 t ∈ [0, T ], (5.10)
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where c2 : R+ ×R+ ×R+ ×R+ → R+ is a nondecreasing function with respect to
each variable. Taking into account (5.9)-(5.10) in (5.8) we obtain

α′(0)
1

q + 2

∥∥∥h q
2 ,k(vmt(t))

∥∥∥
2

L2(Bρ)
≤ 1

(q + 2)α′(0)

∥∥α−1(ĝ)
∥∥q+1

L∞(Bρ)
‖ĝ‖2

L2(Bρ)

+
1

cq+1

1

q + 2
c
q+2
2 (T, ρ, ‖w‖C2([0,T ]×Bρ) , ‖ĝ‖L2(Bρ))

+c

t∫

0

∥∥∥h q
2 ,k(vmt(s))

∥∥∥
2

L2(Bρ)
ds, 0 t ∈ [0, T ].

Applying Gronwall’s lemma to the last inequality we find
∥∥∥h q

2 ,k(vmt(t))
∥∥∥

2

L2(Bρ)
≤ d1e

d2t, 0 t ∈ [0, T ], (5.11)

where d1 = 1
(α′(0))2

∥∥α−1(ĝ)
∥∥q+1

L∞(Bρ)
‖ĝ‖2

L2(Bρ) +

+ 1
cq+1α′(0)c

q+2
2 (T, ρ, ‖w‖C2([0,T ]×Bρ) , ‖ĝ‖L2(Bρ)) and d2 = c(q+2)

α′(0) . Passing to the

limit in (5.11) with respect to k we have

‖vmt(t)‖Lq+2(Bρ) ≤ (d1)
1

q+2 e
d2

q+2 t, 0 t ∈ [0, T ].

Now passing to limit in the last inequality as q → ∞ we obtain

‖vmt(t)‖L∞((0,T )×Bρ) ≤M0(T, ρ, ‖w‖C2([0,T ]×Bρ) , ‖ĝ‖L∞(Bρ)), (5.12)

where M0 : R+ ×R+ ×R+ ×R+ → R+ is a nondecreasing function with respect to
each variable. By (5.7) and (5.12) it is easy to see that





vm → v weakly star in L∞(0, T ;H2(Bρ))
vmt → vt weakly in L2(0, T ;H1(Bρ))
vmt → vt weakly star in L∞((0, T ) ×Bρ)
vmtt → vtt weakly in L2

loc(0, T ;L2(Bρ))
αm(vmt) → α(vt) weakly in L2(0, T ;L2(Bρ))

where v(t, x) is the solution of (3.1) with initial data v0 = 0. It is also clear that
v(t, x) satisfies (5.7) and (5.12).

Now let us consider the following initial-boundary value problem:




αε(v
ε
t ) − ∆vε + λvε + f(w) − f(w − vε) = ĝ(x), (t, x) ∈ (0, T ) ×Bρ,

vε(t, x) = 0, (t, x) ∈ (0, T ) × ∂Bρ,

vε(0, x) = 0, x ∈ Bρ,

(5.13)

where αε ∈ C3(R), αε → α strongly in C1[−M0,M0] (M0 is the same as in (5.12))
as ε → 0+ , and α′

ε(x) ≥ α′(0) for every x ∈ R. By Lemma 3.1 and the argument
done above we can say that there exists a unique strong solution of (5.13) which
satisfies (5.7) and (5.12). Moreover






vε → v weakly star in L∞(0, T ;H2(Bρ))
vε

t → vt weakly in L2(0, T ;H1(Bρ))
vε

t → vt weakly star in L∞((0, T )× Bρ)
vε

tt → vtt weakly in L2
loc(0, T ;L2(Bρ))

αε(v
ε
t ) → α(vt) weakly in L2(0, T ;L2(Bρ))

(5.14)

Since vε(t, x) satisfies (5.12) by (5.13)1 we have

− ∆vε + λvε + f(w) − f(w − vε) = ĝ(x) − αε(v
ε
t ) ∈ L∞((0, T ) ×Bρ) (5.15)
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Since w ∈ C2([0, T ] × Bρ) from condition (2.4) it follows that there exists M1 =
M1(‖w‖C([0,T ]×Bρ)) > 0 such that

(f(w(t, x)) − f(w(t, x) − v))v > 0, 0 (t, x) ∈ [0, T ]×Bρ

for |v| ≥ M1. Setting vε
M (t, x) =






vε(t, x) −M, vε(t, x) > M

0, |vε(t, x)| ≤M

vε(t, x) +M, vε(t, x) < −M
and testing

(5.15) by vε
M (t, x) we obtain

λM ‖vε
M (t, x)‖L1((0,T )×Bρ) ≤ ‖ĝ(x) − αε(v

ε
t )‖L∞((0,T )×Bρ) ‖vε

M (t, x)‖L1((0,T )×Bρ)

and consequently

‖vε
M (t, x)‖L1((0,T )×Bρ) = 0,

for every M > max
{
M1,

1
λ
‖ĝ(x) − αε(v

ε
t )‖L∞((0,T )×Bρ)

}
. The last equality means

that vε ∈ L∞((0, T )×Bρ), which together with (5.15) yields

vε ∈ L∞(0, T ;W 2,∞(Bρ)) (5.16)

Differentiating both sides of (5.13) with respect to t we have





ϕt − ∆α−1
ε (ϕ) + λα−1

ε (ϕ) + f1(t, x)α
−1
ε (ϕ) + f2(t, x) = 0, (t, x) ∈ (0, T ) ×Bρ,

ϕ(t, x) = 0, (t, x) ∈ (0, T ) × ∂Bρ,

ϕ(0, x) = ĝ(x), x ∈ Bρ,

(5.17)
where ϕ(t, x) = αε(v

ε
t (t, x)), f1(t, x) = f ′(w(t, x)−vε(t, x)) and f2(t, x) = (f ′(w(t, x)

−f ′(w(t, x) − vε(t, x)))wt(t, x). Since vε(t, x) satisfies (5.12) and (5.16), applying

[12, Theorem 6.1, p.513] to (5.17) we find that ϕ ∈ H2+β,1+ β
2 ([0, T ] × Bρ) and

consequently vε(t, x) =
t∫
0

α−1
ε (ϕ(s, x))ds ∈ C2([0, T ] × Bρ). Now we can apply

Lemma 5.1 to (5.13) which gives us the following estimate:

‖vε(t, x)‖L∞((0,T )×Bρ) ≤
µ0

λ
+

1

λ
‖ĝ‖L∞(Bρ) .

The last inequality together with (5.14) yields (4.2).
Step2. Let w ∈ L2(0, T ;H2(Bρ) ∩H1

0 (Bρ)), wt ∈ L2(0, T ;H1
0 (Bρ)), ĝ ∈ L∞(Bρ)

and v0 = 0. Then by Lemma 3.1, the problem (3.1) has a unique strong solution

v ∈ W 1,2(0, T ;H1
0(Bρ)) ∩W

2,2
loc (0, T ;L2(Bρ)) ∩ L∞(0, T ;H2(Bρ)). By the density

there are {wk}∞k=1 ⊂ C2([0, T ]×Bρ) and {ĝk}∞k=1 ⊂ C3(Bρ) such that




wk → w strongly in L2(0, T ;H2(Bρ))
wkt → wt strongly in L2(0, T ;H1(Bρ))
ĝk → ĝ strongly in L2(Bρ)
sup

k

‖ĝk‖L∞(Bρ) ≤ ‖ĝ‖L∞(Bρ)

(5.18)

Put wk(t, x) instead of w(t, x) and ĝk(x) instead of ĝ(x) in (3.1)1. Then by the
arguments done in Step 1, we can say that there exists a unique strong solution
vk(t, x) of





α(vkt) − ∆vk + λvk + f(wk) − f(wk − vk) = ĝk(x), (t, x) ∈ (0, T ) ×Bρ,

vk(t, x) = 0, (t, x) ∈ (0, T ) × ∂Bρ,

vk(0, x) = 0, x ∈ Bρ,
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which (thanks to (5.18)4) satisfies (4.2). On the other hand multiplying both sides
of

α(vt) − α(vkt) − ∆(v − vk) + λ(v − vk)

=f(wk) − f(w) + f(w − v) − f(wk − vk) + ĝ(x) − ĝk(x),

by (vt − vkt) and integrating over (0, t) ×Bρ we have

‖v(t) − vk(t)‖2
H1(Bρ) + ‖vt(t) − vkt(t)‖2

L2(Bρ) ≤ c

T∫

0

‖wk(s) − w(s)‖2
L2(Bρ) ds

+cT ‖ĝ − ĝk‖2
L2(Bρ) + c

t∫

0

‖v(t) − vk(t)‖2
H1(Bρ) ds, 0 t ∈ [0, T ].

Taking into account (5.18)1-(5.18)3 in the last inequality we obtain
{
vk → v strongly in L∞(0, T ;H1(Bρ))
vkt → vt strongly in L2(0, T ;L2(Bρ))

Thus since vk(t, x) satisfies (4.2), it yields that v(t, x) also satisfies (4.2).
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