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Abstract. We consider an abstract equation with memory of the form

∂tx(t) +

∫ ∞

0
k(s)Ax(t− s)ds+ Bx(t) = 0

where A,B are operators acting on some Banach space, and the convolution

kernel k is a nonnegative convex summable function of unit mass. The system
is translated into an ordinary differential equation on a Banach space account-

ing for the presence of memory, both in the so-called history space framework

and in the minimal state one. The main theoretical result is a theorem provid-
ing sufficient conditions in order for the related solution semigroups to possess

finite-dimensional exponential attractors. As an application, we prove the ex-

istence of exponential attractors for the integrodifferential equation

∂ttu− h(0)∆u−
∫ ∞

0
h′(s)∆u(t− s)ds+ f(u) = g

arising in the theory of isothermal viscoelasticity, which is just a particular

concrete realization of the abstract model, having defined the new kernel h(s) =
k(s) + 1.

1. Introduction. A large class of physical phenomena in which delay effects occur,
such as viscoelasticity, population dynamics or heat flow in real conductors, are
modeled by equations with memory, where the dynamics is influenced by the past
history of the variables in play through a convolution integral. Given a real Banach
space X, the general structure of an equation with memory in the unknown x =
x(t) : R→ X reads as follows:

∂tx(t) +

∫ ∞
0

k(s)Ax(t− s)ds+Bx(t) = 0. (1)
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Here, the convolution (or memory) kernel k is a nonnegative summable function of
total mass ∫ ∞

0

k(s)ds = 1,

having the explicit form

k(s) =

∫ ∞
s

µ(y)dy,

where µ ∈ L1(R+) is a nonincreasing (hence nonnegative) piecewise absolutely
continuous function, possibly unbounded about zero. The discontinuity points of
µ, if any, form an increasing sequence sn, which can be either finite or sn → ∞.
Assuming without loss of generality µ right-continuous, we denote by

µn = µ(s−n )− µ(sn) > 0

the jump amplitudes at the (left) discontinuity points sn. Besides, µ is supposed to
satisfy for every t, s > 0 and some Θ ≥ 1 and δ > 0 the inequality

µ(t+ s) ≤ Θe−δtµ(s). (2)

Concerning A and B, they are (possibly nonlinear) operators densely defined on
X. For any fixed time t, the operator B acts on x(t), the instantaneous value of
x, while A acts on the past history of x, namely, the past values of x up to t. The
variable x(t) is supposed to solve the equation in some weak sense for every t > 0,
whereas it is regarded as a known initial datum for negative times. Accordingly,
(1) is supplemented with the “initial condition”

x(−s) = h(s), ∀s ≥ 0, (3)

where h : [0,∞) → X is a given function accounting for the initial past history of
x.

A common feature of equations arising from concrete physical models is the pres-
ence of dissipation mechanisms. In this perspective, here we are mostly interested
in the longterm behavior of solutions. As we will show in a while, it is possible
to translate the original problem within a semigroup framework. Accordingly, the
dissipativity properties of (1) can be described in terms of “small” sets of the phase
space able to eventually capture the trajectories of the related solution semigroup
S(t) acting on a suitable Banach space H. Dealing with semigroups, an important
object is the global attractor (see e.g. [1, 3, 22, 23, 29, 30]), whose existence has been
proved for several models with memory. Instead, our main goal is to discuss the
existence of exponential attractors, otherwise called inertial sets, firstly introduced
in [13] in a Hilbert space setting (see [14] for the Banach space case), which have
the advantage of being more stable than global attractors, and attract trajectories
exponentially fast (see [15, 24] for a detailed discussion). By definition, an expo-
nential attractor for a semigroup S(t) acting on a Banach space H is a compact set
E ⊂ H satisfying the following properties:

• E is positively invariant for the semigroup, namely, S(t)E ⊂ E for all t ≥ 0.

• E has finite fractal dimension in H.

• E is exponentially attracting for S(t), i.e. there exist an exponential rate ω > 0
and a nondecreasing positive function Q such that

distH(S(t)B,E) ≤ Q(‖B‖H)e−ωt

for every bounded subset B ⊂ H.
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Recall that the fractal dimension of E in H is defined as

dimH(E) = lim sup
r→0

lnN(r)

ln 1
r

,

where N(r) is the smallest number of r-balls of H necessary to cover E, whereas

distH(B1,B2) = sup
b1∈B1

inf
b2∈B2

‖b1 − b2‖H

denotes the standard Hausdorff semidistance in H between two sets B1 and B2.
Indeed, although the existence of global attractors for equations with memory has

been investigated in several papers, there are considerably fewer results concerning
exponential attractors. This is mainly due to the technical difficulties arising in the
application of the classical techniques to this particular framework.

Outline of the paper. As a first step, we show how to translate the original
integrodifferential problem (1) into a dynamical system within two different frame-
works, the so-called past history framework and the minimal state one. This is
done in a heuristic way in the next Sec. 2, and it is then formalized in the proper
mathematical setting in Sec. 4, upon defining suitable functional spaces (see Sec.
3). This leads to the generation of two strongly continuous semigroups S(t) (on the

past history space) and Ŝ(t) (on the minimal state space) describing the solutions
to (1). Sec. 5 is devoted to the main abstract result of this work: namely, we provide
sufficient conditions in order for the semigroup S(t) to possess a regular exponential
attractor. As a corollary, in Sec. 6 the analogous result is shown to hold for the
semigroup Ŝ(t). In the second part of the paper, we discuss an application of the
abstract theorems to the well-known equation of viscoelasticity (see Sec. 7 and Sec.
8).

2. The transformed equation. In order to view (1) as a dynamical system, two
different strategies have been devised.

2.1. The past history framework. Using a method proposed by Dafermos [9]
(see also [18]), we introduce for (t, s) ∈ [0,∞)× R+ the summed past history

ηt(s) =

∫ s

0

Ax(t− y)dy,

which (formally) fulfills the differential equation of hyperbolic type

∂tη
t(s) = −∂sηt(s) +Ax(t),

subject to the “boundary condition”

lim
s→0

ηt(s) = 0.

A formal integration by parts yields the equality∫ ∞
0

k(s)Ax(t− s)ds =

∫ ∞
0

µ(s)ηt(s)ds.

Hence, the original equation (1) translates into the evolution system in the unknown
variables x = x(t) and η = ηt(s)∂tx(t) +

∫ ∞
0

µ(s)ηt(s)ds+Bx(t) = 0,

∂tη
t(s) = −∂sηt(s) +Ax(t).

(4)
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In turn, the initial condition (3) becomes{
x(0) = x0,

η0 = η0,

where we set

x0 = h(0) and η0(s) =

∫ s

0

Ah(y)dy.

Remark 1. If A is linear, and so it commutes with the integral, one usually defines
η in a slightly different way, namely, ηt(s) =

∫ s
0
x(t − y)dy. Clearly, (4) changes

accordingly.

2.2. The minimal state framework. Although it successfully allows to view the
original integrodifferential equation as an abstract differential equation, the past
history framework suffers from a structural theoretical drawback. Indeed, it is clear
that the dynamics is known once x0 and η0 are assigned. This means that the
initial past history h may not be recovered from the future evolutions, hence it has
no possibilities to be an observable quantity. To cope with this fact, an alternative
approach has been proposed (see [10, 11, 17]), based on the notion of minimal
state: an additional variable accounting for the past history which contains the
necessary and sufficient information determining the future dynamics. Precisely,
for (t, τ) ∈ [0,∞)× R+, we define

ξt(τ) =

∫ ∞
0

µ(τ + s)Ax(t− s)ds,

which (again, formally) satisfies the relations

∂tξ
t(τ) = ∂τξ

t(τ) + µ(τ)Ax(t)

and ∫ ∞
0

ξt(τ)dτ =

∫ ∞
0

k(s)Ax(t− s)ds.

Hence, (1) takes the form∂tx(t) +

∫ ∞
0

ξt(τ)dτ +Bx(t) = 0,

∂tξ
t(τ) = ∂τξ

t(τ) + µ(τ)Ax(t),

(5)

and the initial condition (3) translates into{
x(0) = x0,

ξ0 = ξ0,

where we set

x0 = h(0) and ξ0(τ) =

∫ ∞
0

µ(τ + s)Ah(s)ds.

Remark 2. Such a description meets the sought minimality requirement. Indeed,
once the initial state ξ0 is assigned, we can write

ξt(τ) = ξ0(t+ τ) +

∫ t

0

µ(τ + s)Ax(t− s)ds.
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Then, plugging the latter equality into the first equation of (5), we deduce for every
t ≥ 0 the relation ∫ ∞

t

ξ0(τ)dτ = G(t),

for some function G depending only on the values of x(t) for t positive. Hence, the
knowledge of x(t) for all t ≥ 0 uniquely determines ξ0.

Remark 3. Similarly to the past history case, if A is linear it is customary to
define instead ξt(τ) =

∫∞
0
µ(τ + s)x(t− s)ds, and change (5) accordingly.

3. Functional setting and notation. We first introduce the abstract functional
setting needed to carry out our analysis.

3.1. Notation. We denote by I the set of nondecreasing functions Q : [0,∞) →
[0,∞), and by D the set of nonincreasing functions q : [0,∞)→ [0,∞) vanishing at
infinity. Besides, given a Banach space H and r ≥ 0, we set

BH(r) = {z ∈ H : ‖z‖H ≤ r}.

3.2. Geometric spaces. Let X0, X1 and Y 0, Y 1 be reflexive Banach spaces having
dense and compact embeddings

X1 b X0 and Y 1 b Y 0.

3.3. Memory spaces. For ı = 0, 1, we introduce the memory spaces

Mı = L2
µ(R+;Y ı),

namely, the spaces of L2-functions on R+ with values in Y ı with respect to the
measure µ(s)ds, normed by

‖η‖2Mı =

∫ ∞
0

µ(s)‖η(s)‖2Y ıds.

If Y ı is a Hilbert space, so is Mı. Albeit clearly continuous, the embedding M1 ⊂
M0 is not compact (see [27] for a counterexample). We will also consider the linear
operator

Tη = −η′, dom(T ) =
{
η ∈M0 : η′ ∈M0, η(0) = 0

}
,

where the prime stands for weak derivative and η(0) = lims→0 η(s) in Y 0. It can
be verified that T is the infinitesimal generator of the right-translation semigroup
R(t) on M0, defined as

(R(t)η)(s) =

{
0 s ≤ t,
η(s− t) s > t.

Finally, for ı = 0, 1, we define the extended memory spaces

Hı = Xı ×Mı,

which are Banach spaces with respect to the norms

‖(x,η)‖2Hı = ‖x‖2Xı + ‖η‖2Mı ,

and we call Π1 and Π2 the projections of H0 onto its components X0 and M0,
namely,

Π1(x,η) = x, Π2(x,η) = η.
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3.4. State spaces. We define the nonnegative kernel ν as

ν(τ) = 1/µ(τ),

where ν(0) = limτ→0 1/µ(τ), and we agree to set ν(τ) = 0 whenever µ(τ) = 0,
in order to include the finite delay case in our discussion. The assumptions on µ
imply that ν is nondecreasing and piecewise absolutely continuous. In particular,
(2) yields

ν(τ − s) ≤ Θe−δsν(τ), ∀s < τ, (6)

provided that ν(τ) > 0. Then, for ı = 0, 1, we introduce the (minimal) state spaces

Sı = L2
ν(R+;Y ı)

with norms

‖ξ‖2Sı =

∫ ∞
0

ν(τ)‖ξ(τ)‖2Y ıdτ,

along with the extended state spaces

Vı = Xı × Sı

normed by

‖(x, ξ)‖2Vı = ‖x‖2Xı + ‖ξ‖2Sı .
Besides, let P be the infinitesimal generator of the left-translation semigroup on S0,
namely,

Pξ = ξ′, dom(P ) =
{
ξ ∈ S0 : ξ′ ∈ S0

}
.

Abusing the notation, we keep denoting by Π1 and Π2 the projections of V0 onto
its components X0 and S0, respectively.

4. The solution semigroups. We are now in the position to rephrase (4) and (5)
within the correct functional setting.

4.1. The past history framework. We interpret (4) as the ODE in H0 in the
unknown variables x = x(t) and η = ηt(s)∂tx(t) +

∫ ∞
0

µ(s)ηt(s)ds+Bx(t) = 0,

∂tη
t = Tηt +Ax(t).

(7)

Throughout this work, we assume that (7) has a unique global solution in some
weak sense for every initial datum z = (x0,η0) ∈ H0. This is the same as saying
that (7) generates a semigroup

S(t) : H0 → H0.

We do not require any continuity in time, although in most concrete cases one has

t 7→ S(t)z ∈ C([0,∞),H0), ∀z ∈ H0.

In particular, once x(t) is known, the second component ηt = Π2S(t)z of the solu-
tion is recovered as a Duhamel integral, hence it fulfills the explicit representation
formula

ηt(s) = (R(t)η0)(s) +

∫ min{t,s}

0

Ax(t− y)dy. (8)
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Besides, S(t) is supposed to satisfy the following Hölder continuity property: there
exists Q ∈ I and κ = κ(r) ∈ (0, 1] such that

‖S(t)z1 − S(t)z2‖H0 ≤ Q(r)eQ(r)t‖z1 − z2‖κH0 , (9)

whenever z1, z2 ∈ BH0(r).

4.2. The minimal state framework. In a similar manner, we interpret (5) as
the ODE in V0 in the unknown variables x = x(t) and ξ = ξt(τ)∂tx(t) +

∫ ∞
0

ξt(τ)dτ +Bx(t) = 0,

∂tξ
t = Pξt + µAx(t).

(10)

Again, for every initial datum ẑ = (x0, ξ0) ∈ V0, we assume that (10) generates a
semigroup

Ŝ(t) : V0 → V0.

Hence, arguing as in the previous case, the second component ξt = Π2Ŝ(t)ẑ of the
solution fulfills the explicit representation formula

ξt(τ) = ξ0(t+ τ) +

∫ t

0

µ(τ + s)Ax(t− s)ds. (11)

Finally, we suppose that there exists Q ∈ I and κ = κ(r) ∈ (0, 1] such that

‖Ŝ(t)ẑ1 − Ŝ(t)ẑ2‖V0 ≤ Q(r)eQ(r)t‖ẑ1 − ẑ2‖κV0 , (12)

whenever ẑ1, ẑ2 ∈ BV0(r).

4.3. The map Λ. The connection between the memory and the state spaces has
been devised in [5, 17]. Setting for any η ∈M0

(Λη)(τ) = −
∫ ∞

0

µ′(τ + s)η(s)ds+
∑
τ<sn

µnη(sn − τ),

the following lemma is proved.

Lemma 4.1. The map Λ defined by

(x,η) 7→ Λ(x,η) = (x,Λη)

is a bounded linear operator of unitary norm from Hı into Vı. Moreover, for every
η ∈M0 and every τ > 0, we have the equality∫ ∞

0

µ(τ + s)η(s)ds =

∫ ∞
τ

(Λη)(y)dy = (ΛH)(τ), (13)

where H(s) =
∫ s

0
η(y)dy.

Remark 4. However, it should be observed that, in general, the map Λ is neither
1-to-1 nor onto.

The link between the two formulations is detailed in the next lemma (cf. [5, 17]),
showing in particular that the state approach describes the dynamics in greater
generality.

Lemma 4.2. For every z ∈ H0, the following equality holds:

Ŝ(t)Λz = ΛS(t)z.
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5. Exponential attractors: The past history framework.

5.1. Statement of the theorem. Our main goal is to provide a “user friendly”
recipe establishing sufficient conditions in order for the semigroup S(t) acting on
H0 to possess a regular exponential attractor E. Such a result is specifically tailored
for equations with memory: as it will be shown in the final application, the abstract
hypotheses are easily translated in concrete terms. A similar attempt has been made
in [19], but only for a particular case of our general equation (1). In principle, this
theorem can be inferred from the previous work [21], dealing with the existence of
a Hölder continuous family of exponential attractors Eε for a family of semigroups
Sε(t) depending on a perturbation parameter ε ∈ [0, 1]; see [21, Theorem 4.4].
Nonetheless, for the basic (but still very interesting) case of a single semigroup of
memory type, it is not at all immediate how to derive a clean and simple statement
of wide application from [21]. Accordingly, we will give the proof in some detail.

Theorem 5.1. In addition to our general assumptions, suppose that the following
hold:

(i) There exists R1 > 0 such that, given any r ≥ 0,

‖S(t)z‖H1 ≤ qr(t) +R1

for some qr ∈ D and every z ∈ BH1(r).

(ii) There is r1 > 0 such that the ball BH1(r1) is exponentially attracting for S(t).

(iii) The operator A maps bounded subsets of X1 into bounded subsets of Y 0.

(iv) There exist p ∈ (1,∞] and Q ∈ I such that, for every r ≥ 0 and every θ > 0
sufficiently large,

‖∂tx‖Lp(θ,2θ;X0) ≤ Q(r + θ)

for all x(t) = Π1S(t)z with z ∈ BH1(r).

(v) For every r > 0 there are Qr ∈ I and qr ∈ D such that, for all z1, z2 ∈ BH1(r),

S(t)z1 − S(t)z2 = L(t, z1, z2) +K(t, z1, z2),

where the maps L and K satisfy

‖L(t, z1, z2)‖H0 ≤ qr(t)‖z1 − z2‖H0 ,

‖K(t, z1, z2)‖H1 ≤ Qr(t)‖z1 − z2‖H0 .

Moreover, let η̄t = Π2K(t, z1, z2) fulfill the Cauchy problem{
∂tη̄

t = T η̄t +w(t),

η̄0 = 0,

for some function w satisfying the estimate

‖w(t)‖Y 0 ≤ Qr(t)‖z1 − z2‖H0 .

Then S(t) has an exponential attractor E contained in BH1(r1).
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5.2. Proof of Theorem 5.1. A first difficulty, in connection with the higher order
estimate of point (v), comes from the lack of compactness of the embedding H1 ⊂
H0, for the embedding M1 ⊂ M0 is not compact either. In order to bypass this
obstacle, we introduce the more regular memory space

K =
{
η ∈M1 : η′ ∈M0, η(0) = 0, sup

y≥1
yT(y;η) <∞

}
,

where

T(y;η) =

∫ ∞
y

µ(s)‖η(s)‖2Y 0ds, y ≥ 1,

denotes the tail function of η. Setting

H(η) = ‖η′‖2M0 + sup
y≥1

yT(y;η),

K turns out to be a Banach space with the norm

‖η‖2K = ‖η‖2M1 + H(η),

so that K is continuously embedded into M1. Although K might not be reflexive,
it can be proved that its closed balls are closed in M0 (see [21, Proposition 5.6]).
Moreover, owing to [27, Lemma 5.5], we have the compact embedding K b M0.
Finally, we introduce the product space

W = X1 ×K b H0.

We will need a technical lemma, which easily follows (up to inessential modifications)
by collecting Lemma 3.3 and Lemma 3.4 in [8].

Lemma 5.2. Given T ∈ (0,∞], let η0 ∈M0 be such that η0(0) = 0 and H(η0) <
∞, and let η = ηt(s) be the solution to the Cauchy problem on IT (where IT = [0,T]
if T <∞ and IT = [0,∞) otherwise){

∂tη
t = Tηt +w(t),

η0 = η0.

Assume that there exist q ∈ D and K ≥ 0 such that

‖w(t)‖2Y 0 ≤ q(t) +K.

Then, for all t ∈ IT, we have that ηt(0) = 0 and

H(ηt) ≤ C0e−
δ
2 t +MK.

Here, C0 ≥ 0 depends on H(η0), q and K, whereas M > 0 is a universal constant
and δ > 0 is given by (2). In particular, if η0 = 0 and q ≡ 0, then C0 = 0.

We now proceed to the proof by stating two more lemmas.

Lemma 5.3. There exists R2 > 0 such that, given any r ≥ 0,

‖S(t)z‖W ≤ qr(t) +R2

for some qr ∈ D and every z ∈ BW(r).

Proof. Let r ≥ 0, and let z = (x0,η0) ∈ BW(r) be arbitrarily chosen. The inclusion
BW(r) ⊂ BH1(r) together with (i) entail

‖x(t)‖X1 ≤ qr(t) +R1

for some qr ∈ D. Owing to (iii), up to possibly changing qr and R1, the inequality

‖Ax(t)‖Y 0 ≤ qr(t) +R1
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is readily seen to hold. Since ηt solves the second equation of system (7), exploiting
Lemma 5.2 with T =∞ we obtain

H(ηt) ≤ C0e−
δ
2 t +MR1,

where here C0 depends on r. Recalling (i), this yields the desired conclusion.

Lemma 5.4. There is r2 > 0 such that BW(r2) is exponentially attracting for S(t).

Proof. It is enough to show that the ball BW(r2) exponentially attracts BH1(r1).
Indeed, exploiting (ii) and the continuity (9), we can apply the transitivity prop-
erty of exponential attraction [16], and conclude that the basin of (exponential)
attraction of BW(r2) coincides with the whole phase space. Let then (x(t),ηt) be
the solution with initial datum z = (x0,η0) ∈ BH1(r1). Along the proof, Q ∈ I
denotes a generic function. Making use of (i) and (iii), we get

sup
t≥0
‖S(t)z‖H1 ≤ Q(r1) ⇒ sup

t≥0
‖Ax(t)‖Y 0 ≤ Q(r1).

We make the decomposition

S(t)z = (0,ψt) + (x(t), ζt),

where ψt and ζt solve{
∂tψ

t = Tψt,

ψ0 = η0,

{
∂tζ

t = Tζt +Ax(t),

ζ0 = 0.

Condition (2) entails that ψt satisfies the uniform exponential decay

‖ψt‖2M1 ≤ Θr2
1 e−δt.

In particular, ψt is uniformly bounded in M1, the bound depending on r1. Since
so is ηt, we learn that

sup
t≥0
‖ζt‖M1 ≤ Q(r1),

which, combined with an application of Lemma 5.2 with T =∞, gives

‖ζt‖2K = ‖ζt‖2M1 + H(ζt) ≤ Q(r1).

We conclude that

‖(x(t), ζt)‖W ≤ Q(r1),

while (0,ψt) decays exponentially (in fact, even in H1). Hence, the claim follows
by choosing r2 = r2(r1) sufficiently large.

At this point, with reference to Lemmas 5.3 and 5.4, choose % > max{r2, R2}
and consider the ball

B = BW(%).

Since % > r2, it is clear that B remains exponentially attracting for S(t); whereas,
since % > R2, we have for t∗ > 0 large enough

q%(t
∗) +R2 ≤ %,

implying in turn

S(t)B ⊂ B, ∀t ≥ t∗.
Fixing a positive λ < 1 and exploiting point (v), up to possibly increasing t∗, the
map

S = S(t∗) : B→ B
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fulfills for every z1, z2 ∈ B the decomposition

Sz1 − Sz2 = L(z1, z2) +K(z1, z2),

where
‖L(z1, z2)‖H0 ≤ λ‖z1 − z2‖H0 ,

‖K(z1, z2)‖H1 ≤ C‖z1 − z2‖H0 .

Here and in what follows, C > 0 is a generic constant depending on % and t∗.
Besides, applying Lemma 5.2 with T = t∗, we get

H(η̄t
∗
) ≤ C‖z1 − z2‖2H0 .

Hence,
‖K(z1, z2)‖W ≤ C‖z1 − z2‖H0 .

Invoking a nowadays classical result1 (see [4, 14]), there exists an exponential at-
tractor Ed ⊂ B for the discrete semigroup Sn made by the nth-iterations of S. Then,
we define the map S : [t∗, 2t∗]× B→ B by

S(t, z) = S(t)z,

and we consider the set
E = S([t∗, 2t∗]× Ed) ⊂ B.

It is apparent that E is positively invariant for S(t). Besides, since ηt is a solution
to the second equation of system (7), using (iii) and arguing exactly as in [21,
Proposition 7.2], we get

‖ηt1 − ηt2‖M0 ≤ C(t1 − t2), ∀z ∈ B,
for every t1 > t2 ≥ t∗. This estimate together with point (iv) and (9) imply that the
map S is Hölder continuous when B is endowed with the H0-topology. Therefore,
E is compact in H0 and, due to the well-known properties of the fractal measure, it
has finite fractal dimension in H0. By the continuity property (9), we first deduce
that E exponentially attracts B under the action of the continuous semigroup S(t),
and appealing once again to the transitivity property of exponential attraction [16],
we conclude that E is exponentially attracting on the whole space H0.

As a final comment, we point out that one interesting feature of the theorem is
that the higher regularity memory space K does not appear in the statement, being
completely hidden in the proof. In particular, in concrete cases one has to work
only with the more natural spacesMı. This renders the result more immediate and
easier to apply.

5.3. Further remarks. We conclude the section with some remarks on the as-
sumptions of Theorem 5.1.

I. Hypothesis (2) on µ cannot be weakened since, as proved in [2], it is necessary (and
sufficient as well) for the uniform stability of the semigroup R(t) on M0. Indeed,
in order to have existence of absorbing sets for systems with memory, postulated
by assumptions (i) and (ii), it is necessary that R(t) be uniformly stable. We also
mention that, when Θ = 1, hypothesis (2) boils down the well-known condition
devised by Dafermos [9]

µ′(s) + δµ(s) ≤ 0. (14)

1Actually, we are using a well-known generalization of the result in [4, 14], originally stated with
the decomposition Sz = Lz +Kz. In turn, L(z1,z2) = Lz1 −Lz2 and K(z1,z2) = Kz1 −Kz2.

Indeed, a closer look at the proofs of [4, 14] shows that it suffices to split the difference Sz1−Sz2

as in (v).
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On the other hand, when Θ > 1, the gap between (2) and the above relation becomes
quite effective. Just note that, contrary to (2), the latter condition does not allow
µ to have flat zones, or even horizontal inflection points.

II. The continuity property (9) is not used in its full strength: it is enough to
require that formula (9) holds for every z1 ∈ BH0(r) and z2 ∈ BH1(r1). Although
in most cases such a distinction is inessential, there are some situations where (9)
as it is written is hard to prove.

III. In fact, we obtain the boundedness of the exponential attractor E not only in
H1, but also in the compactly embedded spaceW b H1. In particular, Π2E belongs
to dom(T ).

IV. A final comment on assumption (v). In certain cases, it might be difficult to
prove the estimate of the compact part K in H1. Actually, it is possible to relax
the condition by introducing an intermediate space endowed with a norm weaker
than H1, but still stronger than H0. To this end, we need to assume the existence
of two reflexive Banach spaces Ŷ 1 and Ŷ −1 such that

Y 1 ⊂ Ŷ 1 b Y 0 ⊂ Ŷ −1,

for which the relation
‖y‖Y 0 ≤ c0‖y‖$Ŷ −1‖y‖1−$Ŷ 1

holds for every y ∈ Y 0 and some c0 > 0 and $ ∈ (0, 1]. Then, defining

M̂1 = L2
µ(R+; Ŷ 1),

the conclusions of Theorem 5.1 remain true if K(t, z1, z2) is estimated in X1×M̂1

and w(t) in Ŷ −1, respectively.

6. Exponential attractors: The minimal state framework. The abstract
Theorem 5.1 can be given an equivalent formulation for the semigroup Ŝ(t) acting
on the extended state space V0. However, once the existence of an exponential
attractor E for S(t) is attained, the corresponding result for Ŝ(t) can be immediately
deduced under the following rather mild assumption.

Condition 6.1. For any initial datum ẑ ∈ BV0(r), denote by x(t) = Π1Ŝ(t)ẑ the

first component of the solution Ŝ(t)ẑ, and define

ψt(s) =

∫ min{t,s}

0

Ax(t− y)dy.

Then the function Z(t) = (x(t),ψt) belongs to H0 for every t ≥ 0 and

sup
t≥0
‖Z(t)‖H0 ≤ Q(r)

for some Q ∈ I.

Remark 5. Making use of (13), we deduce the equality

(Λψt)(τ) =

∫ t

0

µ(τ + s)Ax(t− s)ds. (15)

Theorem 6.2. In addition to the general assumptions, let Condition 6.1 hold. If
the semigroup S(t) : H0 → H0 possesses an exponential attractor E, then the set

Ê = ΛE

is an exponential attractor for the semigroup Ŝ(t) : V0 → V0.



EXPONENTIAL ATTRACTORS FOR MEMORY EQUATIONS 2893

Remark 6. If E is also bounded in H1, we readily infer from Lemma 4.1 the
boundedness of Ê in V1.

Proof. By applying Lemma 4.2, and exploiting the positive invariance of E, we get
at once

Ŝ(t)Ê = Ŝ(t)ΛE = ΛS(t)E ⊂ ΛE = Ê.

Moreover, since Λ is Lipschitz continuous, we infer that Ê is compact and

dimV0(Ê) = dimV0(ΛE) ≤ dimH0(E) <∞.
We are left to prove the existence of ω̂ > 0 and Q ∈ I for which

distV0(Ŝ(t)BV0(r), Ê) ≤ Q(r)e−ω̂t. (16)

To this end, let r ≥ 0 be fixed, and let ẑ = (x0, ξ0) ∈ BV0(r). Along this proof,
C > 0 will denote a generic constant depending (increasingly) only on r. Setting
then

Ŝ(t)ẑ = (x(t), ξt),

we construct the function Z(t) = (x(t),ψt) of Condition 6.1, which is bounded in
H0 uniformly with respect to t, the bound depending on r. Finally, we introduce
the function

Ẑ(t) = ΛZ(t) = (x(t),Λψt).

The first step is showing that, for every a, b ≥ 0,

‖Ŝ(a+ b)ẑ − Ŝ(a)Ẑ(b)‖V0 ≤ Ce`a−
δκ
2 b (17)

for some ` = `(r) ≥ 0 and κ = κ(r) ∈ (0, 1]. Indeed, from the continuous dependence
estimate (12),

‖Ŝ(a+ b)ẑ − Ŝ(a)Ẑ(b)‖V0 ≤ Ce`a‖Ŝ(b)ẑ − Ẑ(b)‖κV0 = Ce`a‖ξb − Λψb‖κS0 .

On the other hand, exploiting the representation formula (11) and (15), we obtain

ξb(τ)− (Λψb)(τ) = ξ0(b+ τ).

Hence, by virtue of (6),

‖ξb − Λψb‖2S0 =

∫ ∞
b

ν(τ − b)‖ξ0(τ)‖2Y 0dτ ≤ Θ‖ξ0‖2S0e−δb ≤ Ce−δb.

This proves (17). Next, we show that, for every a, b ≥ 0,

distV0(Ŝ(a)Ẑ(b), Ê) ≤ Ce−ωa (18)

for some ω > 0. Indeed,

distV0(Ŝ(a)Ẑ(b), Ê) = distV0(ΛS(a)Z(b),ΛE) ≤ distH0(S(a)Z(b),E),

and since Z(b) is uniformly bounded in H0, the desired conclusion follows from the
fact that E is an exponential attractor for S(t). At this point, writing t = a+ b and
making use of (17)-(18), we are led to

distV0(Ŝ(t)ẑ, Ê) ≤ ‖Ŝ(a+ b)ẑ − Ŝ(a)Ẑ(b)‖V0 + distV0(Ŝ(a)Ẑ(b), Ê)

≤ C
[
e`a−

δκ
2 b + e−ωa

]
.

Choosing

a = κt with κ =
δκ

δκ+ 2ω + 2`
,

the desired conclusion (16) is reached by setting ω̂ = ωκ.
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Actually, in the proof above, the exponential rate ω̂ depends on r. However, such
a dependence can be removed by means of a simple argument.

Lemma 6.3. Assume that (16) holds for ω̂ = ω̂(r). Then (16) holds for some ω̂
independent of r as well.

Proof. Since the set Ê is bounded and attracting, it is clear that for some r0 > 0
large enough the set B0 = BV0(r0) is absorbing for Ŝ(t). In particular, for any fixed
r ≥ 0, there exists tr ≥ 0 such that

Ŝ(t)BV0(r) ⊂ B0, ∀t ≥ tr.
Hence, setting ω̂ = ω̂(r0), we get

distV0(Ŝ(t)BV0(r), Ê) ≤ distV0(Ŝ(t− tr)B0, Ê) ≤ Ce−ω̂(t−tr), ∀t ≥ tr,
for some C = C(r0) > 0. On the other hand, it is readily inferred from (12) that

distV0(Ŝ(t)BV0(r), Ê) ≤ Q(r), ∀t < tr,

for some Q ∈ I. Collecting the two inequalities above the claim follows.

7. Application to the equation of viscoelasticity. We conclude our discussion
with an application of the abstract Theorems 5.1 and 6.2 to the damped wave
equation with memory arising in the theory of isothermal viscoelasticity [28].

7.1. The model. Let Ω ⊂ R3 be a bounded domain with smooth boundary ∂Ω.
For t > 0, we consider the equation

∂ttu−∆u−
∫ ∞

0

k(s)∆∂tu(t− s)ds+ f(u) = g (19)

in the unknown u = u(x, t) : Ω×R→ R, subject to the Dirichlet boundary condition

u(x, t)|x∈∂Ω = 0.

The variable u is assumed to be known for negative times t ≤ 0, where it need not
solve the equation. Defining the kernel

h(s) = k(s) + 1,

and performing an integration by parts, (19) takes the more familiar form

∂ttu− h(0)∆u−
∫ ∞

0

h′(s)∆u(t− s)ds+ f(u) = g.

Besides the general assumptions of Sec. 1, we further suppose that the memory
kernel µ has no jumps2 (i.e. it is absolutely continuous on R+) and

µ′(s) < 0, for a.e. s > 0. (20)

Concerning the other terms, g ∈ L2(Ω) is a time-independent external force, whereas
the nonlinearity f ∈ C2(R), with f(0) = 0, satisfies the standard growth and dissi-
pation conditions

|f ′′(u)| ≤ c(1 + |u|), (21)

lim inf
|u|→∞

f(u)

u
> −λ1, (22)

2The request that µ have no jumps is actually made only to simplify the notation. Indeed, in
the presence of jumps, no significant changes are needed in the forthcoming proofs.
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where λ1 > 0 is the first eigenvalue of the Dirichlet operator −∆. Equation (19) is a
particular case of the more general family of damped wave equations with memory
[6, 7, 12]

∂ttu+ α∂tu− β∆∂tu−∆u−
∫ ∞

0

k(s)∆∂tu(t− s)ds+ f(u) = g,

where α, β ≥ 0. If either α > 0 or β > 0, instantaneous damping terms are present.
Instead, the case α = β = 0 under consideration is much more challenging, since
the whole dissipation mechanism is contained in the convolution integral only, and
it is substantially weaker. It is also worth mentioning that (19) can be viewed as a
memory relaxation of the Kelvin-Voigt model

∂ttu−∆u−∆∂tu+ f(u) = g,

the latter being recovered in the limiting situation when k collapses into the Dirac
mass at 0+.

Remark 7. It is readily seen that (19) can be written in the form (1) by setting

x =

(
u
∂tu

)
, Ax =

(
0

−∆∂tu

)
, Bx =

(
−∂tu

−∆u+ f(u)− g

)
.

7.2. Notation. Let A = −∆ be the linear strictly positive operator on L2(Ω) with
domain

dom(A) = H2(Ω) ∩H1
0 (Ω).

For σ ∈ R, we define the compactly nested Hilbert spaces

Hσ = dom(Aσ/2),

endowed with the inner products and norms

〈·, ·〉σ = 〈Aσ/2·, Aσ/2·〉L2(Ω), ‖ · ‖σ = ‖Aσ/2 · ‖L2(Ω).

The index σ will be always omitted whenever zero. In particular,

H−1 = H−1(Ω), H = L2(Ω), H1 = H1
0 (Ω), H2 = H2(Ω) ∩H1

0 (Ω).

Till the end of the paper, Q ∈ I will denote a generic function.

7.3. Translating the equation. According to Sec. 4 and Remark 7, upon defining
properly the functional spaces, equation (19) translates into an ODE in the history
space, as well as in the state space frameworks. To this end, with reference to Sec.
3, for ı = 0, 1, we set

Xı = Hı+1 ×Hı, Y ı = {0} ×Hı−1,

and we define the spaces Mı,Sı and Hı,Vı accordingly. Since the first component
of Y ı is degenerate, abusing the notation we agree to identify Y ı with its second
component Hı−1, as well as the spaces Mı,Sı with their second components, to
wit,

Mı = L2
µ(R+; Hı−1), Sı = L2

ν(R+; Hı−1).

Similarly, setting

η =

(
0
η

)
and ξ =

(
0
ξ

)
,
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we will write Tη and Pξ in place of Tη and Pξ, respectively. Then, the concrete
realizations of the abstract equations (7) and (10) read∂ttu+Au+

∫ ∞
0

µ(s)η(s)ds+ f(u) = g,

∂tη = Tη +A∂tu,

(23)

and ∂ttu+Au+

∫ ∞
0

ξ(τ)dτ + f(u) = g,

∂tξ = Pξ + µA∂tu.

(24)

Both (23) and (24) generate strongly (in fact, jointly) continuous semigroups

S(t) : H0 → H0 and Ŝ(t) : V0 → V0.

Moreover, the continuous dependence estimates (9) and (12) hold for κ = 1 and,
due to (21)-(22), for every r ≥ 0 we have

S(t)BH0(r) ⊂ BH0(Q(r)) and Ŝ(t)BV0(r) ⊂ BV0(Q(r)), (25)

uniformly as t ≥ 0 (see [5, 6, 20]). In particular, given initial data z = (u0, v0, η0) ∈
H0 and ẑ = (u0, v0, ξ0) ∈ V0, we have the corresponding solutions

S(t)z = (u(t), ∂tu(t), ηt) and Ŝ(t)ẑ = (u(t), ∂tu(t), ξt),

and the representation formulae (8) and (11) become

ηt(s) =

{
Au(t)−Au(t− s) s ≤ t,
η0(s− t) +Au(t)−Au0 s > t,

and

ξt(τ) = ξ0(t+ τ) +

∫ t

0

µ(τ + s)A∂tu(t− s)ds.

7.4. Exponential attractors. We are now in the position to state the main result
on the existence of regular exponential attractors for the equation of viscoelasticity.
In fact, although (19) is perhaps the most important (and certainly the most stud-
ied) example of equation with memory, the existence of an exponential attractor has
never been proved before, not even for the much simpler model where µ satisfies the
less general assumption (14) and/or an additional term of the form α∂tu, accounting
for dynamical friction, is present. So far in the literature, only the issues of global
attractors and convergence of single trajectories have been addressed. In particular,
the existence of the global attractor and its regularity within the hypotheses of the
present work has been established in [5, 20]. This somehow justifies the need of an
easy-to-handle theoretical tool allowing to treat this kind of equations.

Theorem 7.1. The semigroup S(t) on H0 generated by (23) possesses an exponen-
tial attractor E bounded in H1.

The proof of Theorem 7.1 will be carried out in detail in the final Sec. 8.

Remark 8. It is worth mentioning that assumptions (2) and (20) are still much
weaker than the commonly used condition (14). As a matter of fact, using the
techniques devised in [25], it is even possible to weaken (20). Loosely speaking, the
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conclusions of the theorem remain true if (2) holds and µ is not “too flat”; to make
it precise, if the flatness rate F of µ does not exceed 1/2, where

F =
1

k(0)

∫
{s :µ′(s)=0}

µ(y)dy.

In our case, we assumed F = 0.

As a direct consequence of Theorem 7.1, we have

Theorem 7.2. The semigroup Ŝ(t) on V0 generated by (24) possesses an exponen-

tial attractor Ê bounded in V1.

Proof. Owing to Theorem 7.1, we have to show that Condition 6.1 is satisfied. In
which case, the desired conclusion follows from the abstract Theorem 6.2. To this
aim, let

Π1Ŝ(t)ẑ = (u(t), ∂tu(t)),

for an arbitrary initial datum ẑ = (u0, v0, ξ0) ∈ BV0(r). Then, the second compo-
nent (the first being trivially zero) ψt of ψt fulfills the equality

ψt(s) =

{
Au(t)−Au(t− s) s ≤ t,
Au(t)−Au0 s > t.

Exploiting (25), we readily obtain that

‖u(t)‖1 + ‖∂tu(t)‖ ≤ Q(r)

and

‖ψt(s)‖−1 = ‖u(t)− u((t− s)+)‖1 ≤ Q(r),

which clearly imply Condition 6.1.

8. Proof of Theorem 7.1. All we need is checking the validity of conditions
(i)-(v) of Theorem 5.1. To this end we set for σ ∈ [0, 1]

Mσ = L2
µ(R+; Hσ−1),

and we introduce the product spaces

Hσ = Hσ+1 ×Hσ ×Mσ.

In the course of the investigation, we will borrow the following known results
from [20].

• The semigroup S(t) possesses a bounded absorbing set3 B0 ⊂ H0.

• For every ε > 0 there exists Cε > 0 such that∫ t

τ

‖∂tu(y)‖dy ≤ ε(t− τ) + Cε (26)

for every initial datum z ∈ B0. Here ∂tu denotes the second component of
the solution.

3Actually, the proof of the existence of an absorbing set in [20] is indirect, being a consequence
of the existence of the global attractor, which is attained by means of gradient system techniques.
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Recall that B0 ⊂ H0 is an absorbing set if for every r ≥ 0 there exists an entering
time tr ≥ 0 such that

S(t)BH0(r) ⊂ B0, ∀t ≥ tr.
In what follows, for any initial datum z = (u0, v0, η0) ∈ H0 and t ≥ 0, we agree to
call

S(t)z = (u(t), ∂tu(t), ηt)

the solution to system (23) at time t. The calculations that follow are understood
to hold within a suitable regularization scheme; in particular, the third component
of the solution belongs to dom(T ). We will often use without explicit mention the
Young, the Hölder and the Poincaré inequalities, as well as the standard Sobolev
embeddings, e.g. H1 ⊂ L6(Ω) and H2 ⊂ L∞(Ω).

8.1. Proof of point (i). We will actually prove a more general result.

Proposition 1. For every σ ∈ [0, 1], there exists Rσ > 0 with the following prop-
erty: given any r ≥ 0 there is qσ,r ∈ D such that

‖S(t)z‖Hσ ≤ qσ,r(t) +Rσ

for all z ∈ BHσ (r).

The proof of the case σ = 0 follows by combining (25) with the existence of the
absorbing set B0. Instead, the case σ > 0 requires some work. In order to avoid the
presence of unnecessary constants, we assume without loss of generality

k(0) =

∫ ∞
0

µ(s)ds = 1.

Let us take for the moment

z ∈ BHσ (r) ∩ B0.

Then we know from (25) that

‖S(t)z‖H0 ≤ C,

where, throughout this subsection, C > 0 denotes a generic constant, possibly
depending on B0. In turn, by (21),

‖f(u(t))− g‖ ≤ C. (27)

We define the energy functional Eσ = Eσ(t) by

Eσ = ‖u‖2σ+1 + ‖∂tu‖2σ + ‖η‖2Mσ + 2〈f(u)− g,Aσu〉.

Since by (27) and the fact that σ ≤ 1

2|〈f(u)− g,Aσu〉| ≤ 2‖f(u)− g‖‖u‖2σ ≤ C‖u‖σ+1,

we readily obtain the controls

1

2
‖S(t)z‖2Hσ − C ≤ Eσ(t) ≤ 2‖S(t)z‖2Hσ + C. (28)

Lemma 8.1. The functional Eσ fulfills the differential inequality

d

dt
Eσ −

∫ ∞
0

µ′(s)‖η(s)‖2σ−1ds ≤ C‖∂tu‖Eσ + C. (29)
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Proof. Multiplying the first equation of (23) by ∂tu in Hσ and the second one by η
in Mσ, we get

d

dt
Eσ = 2〈Tη, η〉Mσ + 2〈f ′(u)∂tu,A

σu〉.

The first term in the right-hand side satisfies the identity (see e.g. [20])

2〈Tη, η〉Mσ =

∫ ∞
0

µ′(s)‖η(s)‖2σ−1ds ≤ 0,

whereas by (21) and the standard Sobolev (or Agmon if σ = 1) inequalities we
obtain

2〈f ′(u)∂tu,A
σu〉 ≤ C

(
1 + ‖u‖2L6/(1−σ)

)
‖∂tu‖‖Aσu‖L6/(1+2σ)

≤ C
(
1 + ‖u‖1‖u‖σ+1

)
‖∂tu‖‖u‖σ+1

≤ C‖∂tu‖‖u‖2σ+1 + C.

On account of (28), we are finished.

To reach the desired conclusion, we have to improve (29). To this end, an addi-
tional functional is needed to reconstruct the energy. First, in order to deal with
the (possible) singularity of µ(s) at zero, for any ν > 0 small we choose sν > 0 such
that ∫ sν

0

µ(s)ds ≤ ν

2
,

and we introduce the truncated kernel

µν(s) = µ(sν)χ(0,sν ](s) + µ(s)χ(sν ,∞)(s),

where χ denotes the characteristic function. Besides, for any δ > 0 we set

Pδ[η] =

∫
Pδ

µ(s)‖η(s)‖2σ−1ds,

Nδ[η] =

∫
Nδ

µ(s)‖η(s)‖2σ−1ds,

where

Pδ =
{
s ∈ R+ : µ′(s) + δµ(s) > 0

}
, Nδ =

{
s ∈ R+ : µ′(s) + δµ(s) ≤ 0

}
.

Note that

Nδ[η] ≤ −1

δ

∫ ∞
0

µ′(s)‖η(s)‖2σ−1ds (30)

and
Pδ[η] +Nδ[η] = ‖η‖2Mσ .

Finally, we define the functional Φ = Φ(t) as

Φ = −
∫ ∞

0

µν(s)〈∂tu, η(s)〉σ−1ds+ (1− 2ν)〈∂tu, u〉σ

+

∫ ∞
0

(∫ ∞
s

µ(y)χPδ(y)dy

)
‖η(s)−Au‖2σ−1ds.

Since, as shown in [20], condition (2) is equivalent to

k(s) ≤ Dµ(s)

for some D > 0, it is immediate to ascertain that

|Φ(t)| ≤ C‖S(t)z‖2Hσ . (31)
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Collecting Lemmas 5.3 and 5.4 in [20], and taking advantage of (30), we obtain
the following lemma,4 whose almost immediate proof is left to the reader.

Lemma 8.2. For any ν, δ > 0 small, there exists a positive constant K = K(ν, δ)
such that the following inequality holds:

d

dt
Φ +

1

4
‖u‖2σ+1 + ν‖∂tu‖2σ +

1

4
‖η‖2Mσ

≤ −K
∫ ∞

0

µ′(s)‖η(s)‖2σ−1ds+K‖f(u)− g‖2.

Accordingly, up to fixing ν, δ > 0 small enough and recalling (27), we conclude
that

d

dt
Φ + ν‖S(t)z‖2Hσ ≤ −C

∫ ∞
0

µ′(s)‖η(s)‖2σ−1ds+ C. (32)

Conclusion of the proof of Proposition 1. At this point, for ε > 0 we introduce the
further functional Γ = Γ(t) as

Γ = Eσ + εΦ.

By (28) and (31) it is apparent that

1

4
‖S(t)z‖2Hσ − C ≤ Γ(t) ≤ 4‖S(t)z‖2Hσ + C (33)

for any ε > 0 small enough. By collecting (29) and (32) we obtain

d

dt
Γ + νε‖S(t)z‖2Hσ ≤ (1− Cε)

∫ ∞
0

µ′(s)‖η(s)‖2σ−1ds+ C‖∂tu‖Eσ + C.

Choosing then ε sufficiently small, and recalling (28) and (33), we end up with the
differential inequality

d

dt
Γ + 2γΓ ≤ C‖∂tu‖Γ + C

for some γ > 0. Owing to the dissipation integral (26), we can apply a modified
version of the Gronwall lemma (see e.g. Lemma 2.1 in [6]) to get

Γ(t) ≤ C|Γ(0)|e−γt + C.

A final use of (33) completes the proof when z ∈ BHσ (r) ∩ B0.
As far as the general case is concerned, we observe that there exists tr ≥ 0 such

that S(tr)BHσ (r) ⊂ B0. It is then enough to show that

S(t)BHσ (r) ⊂ BHσ (Q(r)), ∀t ≤ tr. (34)

Indeed, once this is known, we can write (for t ≥ tr)

S(t)z = S(t− tr)z̃ with z̃ = S(tr)z ∈ BHσ (Q(r)) ∩ B0,

and the claim follows by the previous step. The proof of (34) can be done by merely
applying the Gronwall lemma to (29) on the time interval [0, tr], the only difference
being that now the constant C will depend on r.

4Actually, Lemmas 5.3 and 5.4 in [20] are proved for σ = 0, but the proofs are in fact the same
for any σ ∈ [0, 1] (cf. [20, Remark 5.5]).
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8.2. Proof of point (ii). Let r ≥ 0 be given. According to [20] (see Lemmas 4.3
and 4.4 therein), for every z ∈ BH0(r) the solution S(t)z splits into the sum

S(t)z = L(t)z +K(t)z,

where

‖L(t)z‖H0 ≤ Q(r)e−ωt and ‖K(t)z‖H1/3 ≤ Q(r).

Here, ω > 0 is actually independent of r. In particular, the (bounded) absorbing
set B0 is exponentially attracted by a ball B1/3 of H1/3. Besides, by Proposition 1
with σ = 1/3, we know that S(t)B1/3 remains uniformly bounded (with respect to

t) in H1/3. Hence, Lemma 4.5 in [20] allows us to draw the uniform bound

sup
z∈B1/3

‖K(t)z‖H1 ≤ C

for some C > 0 depending only on B1/3. This, together with the decay of L(t)z, tell

that B1/3 is exponentially attracted by a ball B1 of H1. By the transitivity property
of exponential attraction [16], which applies since we have the continuity (9), we
infer that B0 is exponentially attracted by B1. At this point, since B0 is absorbing
and (25) holds, it is a standard matter to conclude that B1 exponentially attracts
every bounded subset of H0.

8.3. Proof of point (iii). For x = (u, v), it is immediate to see that

‖Ax‖Y 0 = ‖Av‖−1 = ‖v‖1 ≤ ‖x‖X1 ,

yielding the desired bound.

8.4. Proof of point (iv). If z ∈ BH1(r), by the previous point (i) we get

‖S(t)z‖H1 ≤ Q(r) ⇒ ‖∂tu(t)‖1 ≤ Q(r).

Recalling (21), we read from the first equation of (23) the further bound

‖∂ttu(t)‖ ≤ Q(r).

Therefore, (iv) holds with p =∞.

8.5. Proof of point (v). Let r ≥ 0 be fixed. Along this proof, C > 0 and Q ∈ I
will denote a generic constant and function, respectively, both possibly depending
on r. For z1, z2 ∈ BH1(r) arbitrarily chosen, we deduce from point (i) the bound

‖S(t)zı‖H1 = ‖(uı(t), ∂tuı(t), ηtı)‖H1 ≤ Q(r). (35)

We decompose the difference

S(t)z1 − S(t)z2 = (ū(t), ∂tū(t), η̄t)

as follows:

S(t)z1 − S(t)z2 = L(t, z1, z2) +K(t, z1, z2),

where

L(t, z1, z2) = (v(t), ∂tv(t), ξt) and K(t, z1, z2) = (w(t), ∂tw(t), ψt)

fulfill the systems ∂ttv +Av +

∫ ∞
0

µ(s)ξ(s)ds = 0,

∂tξ = Tξ +A∂tv,
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and ∂ttw +Aw +

∫ ∞
0

µ(s)ψ(s)ds+ f(u1)− f(u2) = 0,

∂tψ = Tψ +A∂tw,

with initial data

L(0, z1, z2) = z1 − z2 and K(0, z1, z2) = 0.

As shown in [25, 26], the first (linear) system generates an exponentially stable
contraction semigroup on H0. Thus,

‖L(t, z1, z2)‖H0 ≤ Be−ωt‖z1 − z2‖H0 , (36)

for some B ≥ 1 and ω > 0. Concerning the second system, we define the energy
functionals

EK(t) = ‖K(t, z1, z2)‖2H1 = ‖w(t)‖22 + ‖∂tw(t)‖21 + ‖ψt‖2M1

and

Λ(t) = EK(t) + 2〈f(u1(t))− f(u2(t)), w(t)〉1.
Owing to (21) and (35), we draw

2|〈f(u1)− f(u2), w〉1| ≤ C‖ū‖1‖w‖2 ≤
1

2
‖w‖22 + C‖ū‖21 ≤

1

2
EK + C‖ū‖21.

Since by (9) (which holds for κ = 1)

‖ū(t)‖21 ≤ Q(t)‖z1 − z2‖2H0 ,

we conclude that

Λ(t) ≥ 1

2
EK(t)−Q(t)‖z1 − z2‖2H0 . (37)

Besides, by direct calculations,

d

dt
Λ = 2〈f ′(u1)∂tū, w〉1 + 2〈(f ′(u1)− f ′(u2))∂tu2, w〉1 + 2〈Tψ, ψ〉M1

≤ 2〈f ′(u1)∂tū, w〉1 + 2〈(f ′(u1)− f ′(u2))∂tu2, w〉1.

Appealing once again to (21) and (35),

2〈f ′(u1)∂tū, w〉1 ≤ C‖∂tū‖‖w‖2
and

2〈(f ′(u1)− f ′(u2))∂tu2, w〉1 ≤ C‖ū‖L6‖∂tu2‖L3‖w‖2 ≤ C‖ū‖1‖w‖2.

Therefore, making use of (36) and (37),

d

dt
Λ(t) ≤ C‖w(t)‖2

(
‖ū(t)‖1 + ‖∂tū(t)‖

)
≤ C‖w(t)‖2

(
‖w(t)‖1 + ‖∂tw(t)‖+ ‖v(t)‖1 + ‖∂tv(t)‖

)
≤ C

(
EK(t) +

√
EK(t)‖z1 − z2‖H0

)
≤ C

(
EK(t) + ‖z1 − z2‖2H0

)
≤ CΛ(t) +Q(t)‖z1 − z2‖2H0 .

Observing that Λ(0) = 0, an application of the Gronwall Lemma yields

Λ(t) ≤ Q(t)‖z1 − z2‖2H0 ,
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and a further use of (37) leads to

‖K(t, z1, z2)‖2H1 = EK(t) ≤ Q(t)‖z1 − z2‖2H0 .

Accordingly,

‖A∂tw(t)‖−1 = ‖∂tw(t)‖1 ≤
√
EK(t) ≤ Q(t)‖z1 − z2‖H0 .

Collecting (36) and the last two estimates, the claim follows.

REFERENCES

[1] A. V. Babin and M. I. Vishik, Attractors of Evolution Equations, North-Holland, Amsterdam,

1992.
[2] V. V. Chepyzhov and V. Pata, Some remarks on stability of semigroups arising from linear

viscoelasticity, Asymptot. Anal., 46 (2006), 251–273.

[3] V. V. Chepyzhov and M. I. Vishik, Attractors for Equations of Mathematical Physics, Amer.
Math. Soc., Providence, 2002.

[4] I. Chueshov and I. Lasiecka, Long-Time Behavior of Second-Order Evolution Equations with

Nonlinear Damping, Amer. Math. Soc., Providence, 2008.
[5] M. Conti, E. M. Marchini and V. Pata, Semilinear wave equations of viscoelasticity in the

minimal state framework, Discrete Contin. Dyn. Syst., 27 (2010), 1535–1552.
[6] M. Conti and V. Pata, Weakly dissipative semilinear equations of viscoelasticity, Commun.

Pure Appl. Anal., 4 (2005), 705–720.

[7] M. Conti, V. Pata and M. Squassina, Singular limit of dissipative hyperbolic equations with
memory, Discrete Contin. Dyn. Syst., Suppl., (2005), 200–208.

[8] M. Conti, V. Pata and M. Squassina, Singular limit of differential systems with memory,

Indiana Univ. Math. J., 55 (2006), 169–215.
[9] C. M. Dafermos, Asymptotic stability in viscoelasticity, Arch. Rational Mech. Anal., 37

(1970), 297–308.

[10] G. Del Piero and L. Deseri, On the concepts of state and free energy in linear viscoelasticity,
Arch. Rational Mech. Anal., 138 (1997), 1–35.

[11] L. Deseri, M. Fabrizio and M.J. Golden, The concept of minimal state in viscoelasticity: New

free energies an applications to PDEs, Arch. Rational Mech. Anal., 181 (2006), 43–96.
[12] F. Di Plinio and V. Pata, Robust exponential attractors for the strongly damped wave equa-

tion with memory. I, Russian J. Math. Phys., 15 (2008), 301–315.
[13] A. Eden, C. Foias, B. Nicolaenko and R. Temam, Exponential Attractors for Dissipative

Evolution Equations, Masson, Paris, 1994.

[14] M. Efendiev, A. Miranville and S. Zelik, Exponential attractors for a nonlinear reaction-
diffusion system in R3, C. R. Acad. Sci. Paris Sér. I Math., 330 (2000), 713–718.

[15] M. Efendiev, A. Miranville and S. Zelik, Exponential attractors and finite-dimensional reduc-
tion for nonautonomous dynamical systems, Proc. Roy. Soc. Edinburgh Sect. A, 135 (2005),
703–730.

[16] P. Fabrie, C. Galusinski, A. Miranville and S. Zelik, Uniform exponential attractors for a

singularly perturbed damped wave equation, Discrete Contin. Dyn. Syst., 10 (2004), 211–
238.

[17] M. Fabrizio, C. Giorgi and V. Pata, A new approach to equations with memory, Arch. Rational
Mech. Anal., 198 (2010), 189–232.
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